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      Latest Science News

      Breaking science news and articles on global warming, extrasolar planets, stem cells, bird flu, autism, nanotechnology, dinosaurs, evolution -- the latest discoveries in astronomy, anthropology, biology, chemistry, climate and environment, computers, engineering, health and medicine, math, physics, psychology, technology, and more -- from the world's leading universities and research organizations.


      
        Mixing heat with hair styling products may be bad for your health
        Hair products often contain ingredients that easily evaporate, so users may inhale some of these chemicals, potentially posing health repercussions. Now, researchers have studied emissions of these volatile organic compounds (VOCs), including siloxanes, which shine and smooth hair. The scientists report that using these hair care products can change indoor air composition quickly, and common heat styling techniques -- straightening and curling -- increase VOC levels even more.

      

      
        Deoxygenation levels similar to today's played a major role in marine extinctions during major past climate change event
        Scientists have made a surprising discovery that sheds new light on the role that oceanic deoxygenation (anoxia) played in one of the most devastating extinction events in Earth's history. Their finding has implications for current day ecosystems -- and serves as a warning that marine environments are likely more fragile than apparent. New research, published today in leading international journal Nature Geosciences, suggests that oceanic anoxia played an important role in ecosystem disruption an...

      

      
        Innovative design achieves tenfold better resolution for functional MRI brain imaging
        Hospital MRI scanners, using 3 Tesla magnets, provide poor spatial resolution in brain imaging. More recent 7T MRIs are better but used mainly in the rare research lab. Scientists have now supercharged the standard 7T scanner to improve the resolution by nearly a factor of 10 -- a 50-times improvement over standard 3T MRIs. The NexGen 7T can track signals through the brain and perhaps tie functional changes to brain maladies.

      

      
        New method verifies carbon capture in concrete
        Carbon capture is essential to reduce the impact of human carbon dioxide emissions on our climate. Researchers have developed a method to confirm whether carbon in concrete originates from the raw materials, or from carbon in the air which has been trapped when it reacts with the concrete to form the mineral calcium carbonate. By measuring the ratio of certain carbon isotopes in concrete that had been exposed to the air and concrete that hadn't, the team could successfully verify that direct air ...

      

      
        Extra practice blending letter sounds helps struggling readers
        New research has shown that extra practice in blending printed letter sounds can help struggling beginner readers (age 4-5) learn to read.

      

      
        How heat can be used in computing
        Physicists have demonstrated that, combining specific materials, heat in technical devices can be used in computing. Their discovery is based on extensive calculations and simulations. The new approach demonstrates how heat signals can be steered and amplified for use in energy-efficient data processing.

      

      
        New way of searching for dark matter
        Wondering whether whether Dark Matter particles actually are produced inside a jet of standard model particles, led researchers to explore a new detector signature known as semi-visible jets, which scientists never looked at before.

      

      
        Scientists devise new technique that can pinpoint the causes and treatments of autoimmune diseases
        An international team of researchers has developed a method that combines advanced high-throughput microfluidics and gene editing technology to source new treatments that could potentially help people with autoimmune conditions and cancer. In validating the new technique, they discovered a molecule they believe could inhibit interferon gamma production in the gut which -- if proven in clinical trials -- could represent an ideal means to control inflammatory bowel disease (IBD).

      

      
        Alien haze, cooked in a lab, clears view to distant water worlds
        Scientists have simulated conditions that allow hazy skies to form in water-rich exoplanets, a crucial step in determining how haziness muddles important telescope observations for the search of habitable worlds beyond the solar system.

      

      
        Fish IgM structure sheds light on antibody evolution
        Researchers have analyzed the antibody Immunoglobulin M in rainbow trout to shed some light on why these proteins may have evolved over time.

      

      
        Vampire bats make northward flight seeking stable climates
        A new article predicts that vampire bats -- currently only found in Mexico and Central and South America -- are on the move, with the United States being a viable home in 27 years.

      

      
        New method uses crowdsourced feedback to help train robots
        A new technique enables an AI agent to be guided by data crowdsourced asynchronously from nonexpert human users as it learns to complete a task through reinforcement learning. The method trains the robot faster and better than other approaches.

      

      
        New platform solves key problems in targeted drug delivery
        Cell and gene therapies hold promise for treating various diseases, but technology to deliver targeted medicines to specific cells is lacking. Engineered cells produce multifunctional particles, designed to carry cargo and target specific cell types. In experiments, the particles successfully delivered gene editing cargo to T cells.

      

      
        Stem cell-based treatment controls blood sugar in people with Type 1 diabetes
        An innovative stem cell-based treatment for Type 1 diabetes can meaningfully regulate blood glucose levels and reduce dependence on daily insulin injections, according to new clinical trial results. The therapy aims to replace the insulin-producing beta cells that people with Type 1 diabetes lack. Dubbed VC-02, the small medical implant contains millions of lab-grown pancreatic islet cells, including beta cells, that originate from a line of pluripotent stem cells.

      

      
        The Fens of eastern England once held vast woodlands
        The Fens of eastern England, a low-lying, extremely flat landscape dominated by agricultural fields, was once a vast woodland filled with huge yew trees, according to new research. Scientists have studied hundreds of tree trunks, dug up by Fenland farmers while ploughing their fields. The team found that most of the ancient wood came from yew trees that populated the area between four and five thousand years ago.

      

      
        Decoding cell fate: Key mechanism in stem cell switch identified
        Stem cells can differentiate to replace dead and damaged cells. But how do stem cells decide which type of cell to become in a given situation? Using intestinal organoids, scientists identified a new gene, Daam1, that plays an essential role, switching on the development of secretory cells in the intestine. This finding opens new perspectives in cancer research.

      

      
        Separating out signals recorded at the seafloor
        Research shows that variations in pyrite sulfur isotopes may not represent the global processes that have made them such popular targets of analysis and interpretation. A new microanalysis approach helps to separate out signals that reveal the relative influence of microbes and that of local climate.

      

      
        'Dolomite Problem': 200-year-old geology mystery resolved
        For 200 years, scientists have failed to grow a common mineral in the laboratory under the conditions believed to have formed it naturally. Now, researchers have finally pulled it off, thanks to a new theory developed from atomic simulations. Their success resolves a long-standing geology mystery called the 'Dolomite Problem.' Dolomite -- a key mineral in the Dolomite mountains in Italy, Niagara Falls, the White Cliffs of Dover and Utah's Hoodoos -- is very abundant in rocks older than 100 millio...

      

      
        How shipwrecks are providing a refuge for marine life
        New research has highlighted how the estimated 50,000 wrecks around the UK coastline are protecting the seabed, and the species inhabiting it, in areas still open to bottom-towed fishing.

      

      
        A fifth higher: Tropical cyclones substantially raise the Social Cost of Carbon
        Extreme events like tropical cyclones have immediate impacts, but also long-term implications for societies. A new study now finds: Accounting for the long-term impacts of these storms raises the global Social Cost of Carbon by more than 20 percent, compared to the estimates currently used for policy evaluations. This increase is mainly driven by the projected rise of tropical-cyclone damages to the major economies of India, USA, China, Taiwan, and Japan under global warming.

      

      
        AI recognizes the tempo and stages of embryonic development
        How can we reliably and objectively characterize the speed and various stages of embryonic development? With the help of artificial intelligence! Researchers present an automated method.

      

      
        Study provides fresh insights into antibiotic resistance, fitness landscapes
        A new study suggests that E. coli bacteria may have a higher capability to evolve antibiotic resistance than previously believed. Researchers mapped possible mutations in an essential E. coli protein involved in antibiotic resistance and found that 75% of evolutionary paths led to high antibiotic resistance, challenging existing theories about fitness landscapes in evolutionary biology. This discovery may have broader implications for understanding adaptation and evolution in various fields.

      

      
        'Strange metal' is strangely quiet in noise experiment
        Experiments have provided the first direct evidence that electricity seems to flow through 'strange metals' in an unusual liquid-like form.

      

      
        Particulate pollution from coal associated with double the risk of mortality than PM2.5 from other sources
        Exposure to fine particulate air pollutants from coal-fired power plants (coal PM2.5) is associated with a risk of mortality more than double that of exposure to PM2.5 from other sources, according to a new study. Examining Medicare and emissions data in the U.S. from 1999 to 2020, the researchers also found that 460,000 deaths were attributable to coal PM2.5 during the study period -- most of them occurring between 1999 and 2007, when coal PM2.5 levels were highest.

      

      
        Telescope Array detects second highest-energy cosmic ray ever
        In 1991, an experiment detected the highest-energy cosmic ray ever observed. Later dubbed the Oh-My-God particle, the cosmic ray's energy shocked astrophysicists. Nothing in our galaxy had the power to produce it, and the particle had more energy than was theoretically possible for cosmic rays traveling to Earth from other galaxies. Simply put, the particle should not exist. On May 27, 2021, the Telescope Array experiment detected the second-highest extreme-energy cosmic ray. The newly dubbed Ama...

      

      
        New clues into the head-scratching mystery of itch
        Scientists show for the first time that bacteria can cause itch by activating nerve cells in the skin. The findings can inform new therapies to treat itch that occurs in inflammatory skin conditions like eczema and dermatitis.

      

      
        Lowering a form of brain cholesterol reduces Alzheimer's-like damage in mice
        Researchers have found that a form of cholesterol known as cholesteryl esters builds up in the brains of mice with Alzheimer's-like disease, and that clearing out the cholesteryl esters helps prevent brain damage and behavioral changes.

      

      
        Revolutionary breakthrough in the manufacture of photovoltaic cells
        Engineers have achieved a world first by manufacturing the first back-contact micrometric photovoltaic cells.

      

      
        Chemists use oxygen, copper 'scissors' to make cheaper drug treatments possible
        Researchers have devised a way to produce chemicals used in medicine and agriculture for a fraction of the usual cost. Using oxygen as a reagent and copper as a catalyst to break organic molecules' carbon-carbon bonds and convert them into amines, which are widely used in pharmaceuticals. Traditional metal catalysis uses expensive metals such as platinum, silver, gold and palladium, but the researchers used oxygen and copper -- an abundant base metal.

      

      
        Predicting the fate of shallow coastal ecosystems for the year 2100
        A new study of shallow-water ecosystems estimates that, by 2100, climate change and coastal land usage could result in significant shrinkage of coral habitats, tidal marshes, and mangroves, while macroalgal beds remain stable and seagrass meadows potentially expand.

      

      
        Casas del Turunuelo, a site of repeated animal sacrifice in Iron Age Spain
        The Iron Age site of Casas del Turunuelo was used repeatedly for ritualized animal sacrifice, according to a multidisciplinary study.

      

      
        Earliest known European common hippopotamus fossil reveals their Middle Pleistocene dispersal
        Modern hippos first dispersed in Europe during the Middle Pleistocene, according to a new study.

      

      
        New tool to enable exploration of human-environment interactions
        An international group of scientists are calling for a strengthened commitment to transdisciplinary collaboration to study past and present human-environmental interactions, which they say will advance our understanding of these complex, entangled histories. Their recommendations include the introduction of a new tool, the 'dahliagram,' to enable researchers to analyze and visualize a wide array of quantitative and qualitative knowledge from diverse sources and backgrounds.

      

      
        Researchers develop new method for prenatal genetic testing
        Researchers have developed a non-invasive genetic test that can screen the blood of pregnant individuals to survey all genes from the fetal genome.

      

      
        Drones enabled the use of defibrillators before ambulance arrival
        Researchers have evaluated the possibility of alerting drones equipped with automated external defibrillators (AED) to patients with suspected cardiac arrest. In more than half of the cases, the drones were ahead of the ambulance by an average of three minutes. In cases where the patient was in cardiac arrest, the drone-delivered defibrillator was used in a majority of cases.

      

      
        Autonomous excavator constructs a 6-meter-high dry-stone wall
        Researchers taught an autonomous excavator to construct dry stone walls itself using boulders weighing several tons and demolition debris.

      

      
        Hybrid transistors set stage for integration of biology and microelectronics
        Researchers create transistors combining silicon with biological silk, using common microprocessor manufacturing methods. The silk protein can be easily modified with other chemical and biological molecules to change its properties, leading to circuits that respond to biology and the environment.

      

      
        Researchers pinpoint brain area where people who are blind recognize faces identified by sound
        Using a specialized device that translates images into sound, neuroscientists showed that people who are blind recognized basic faces using the part of the brain known as the fusiform face area, a region that is crucial for the processing of faces in sighted people.

      

      
        New study on experience of adopted people as they become parents
        A new piece of research looks at the challenges faced by adopted people when they become parents. The study investigated the lived experiences of adopted people in the UK as they become parents. Until now research in this area has been very limited and hasn't tended to included the experiences of adopted men as fathers.

      

      
        Survival of the fittest? New study shows how cancer cells use cell competition to evade the body's defenses
        Cell competition, a defense system orchestrated by epithelial cells to suppress cancer formation, is altered in epithelial cells with sequential mutations. Activated Ras mutant epithelial cells, which would normally be eliminated into the lumen, instead infiltrate into the tissue to form invasive tumors. The underlying mechanisms were found to be increased MMP21 expression, via activation of NF-?B signaling. Analysis using human samples suggests that the NF-?B-MMP21 pathway contributes to early c...

      

      
        How do temperature extremes influence the distribution of species?
        As the planet gets hotter, animal and plant species around the world will be faced with new, potentially unpredictable living conditions, which could alter ecosystems in unprecedented ways. A new study investigates the importance of temperature in determining where animal species are currently found to better understand how a warming climate might impact where they might live in the future.

      

      
        A new diagnostic tool to identify and treat pathological social withdrawal, Hikikomori
        Hikikomori is a pathology characterized by social withdrawal for a period exceeding six months. While first defined in Japan, the pathology is growing globally. To help better assess individuals for Hikikomori, researchers developed the the Hikikomori Diagnostic Evaluation, or HiDE, a diagnostic tool to be a guide on collecting information on the growing pathology.

      

      
        Your eyes talk to your ears. Scientists know what they're saying
        Scientists can now pinpoint where someone is looking just by listening to their ears. Following a discovery that the ears emit subtle sounds when the eyes move, a new report finds that decoding the sounds reveals where your eyes are looking. These faint ear sounds may fine-tune perception and could be used to develop innovative hearing tests.

      

      
        'Not dead yet': Experts identify interventions that could rescue 1.5degC
        To meet the goals of the Paris Agreement and limit global heating to 1.5degC, global annual emissions will need to drop radically over the coming decades. Climate economists say that this goal could still be within our reach. They identify key 'sensitive intervention points' that could unlock significant progress towards the Paris Agreement with the least risk and highest impact.

      

      
        Anti-rheumatic drugs could prevent thyroid disease
        Anti-rheumatic drugs used for rheumatoid arthritis might prevent the development of autoimmune thyroid disease, according to a new observational study.

      

      
        AI for perovskite solar cells: Key to better manufacturing
        Tandem solar cells based on perovskite semiconductors convert sunlight to electricity more efficiently than conventional silicon solar cells. In order to make this technology ready for the market, further improvements with regard to stability and manufacturing processes are required. Researchers have succeeded in finding a way to predict the quality of the perovskite layers and consequently that of the resulting solar cells: Assisted by Machine Learning and new methods in Artificial Intelligence ...

      

      
        Mice eating less of specific amino acid -- overrepresented in diet of obese people -- live longer, healthier
        A new study in mice shows that cutting down the amount of a single amino acid called isoleucine can, among other benefits, extend their lifespan, make them leaner and less frail as they age and reduce cancer and prostate problems, all while the mice ate more calories.

      

      
        Pediatric oncology: Scientists discover new Achilles heel of leukemia cells
        Leukemia is the most common type of cancer in children. Treatment involves intensive chemotherapy, which has severe side effects due to its non-specific mode of action. A team has now discovered a site in the DNA of cancer cells that is essential for leukemia cells to survive. Cancer cells in which the gene encoded at this site was modified experimentally died off. The gene locus thus constitutes a promising target for an alternative therapy in the future.

      

      
        First experimental evidence of hopfions in crystals opens up new dimension for future technology
        Hopfions, magnetic spin structures predicted decades ago, have become a hot and challenging research topic in recent years. New findings open up new fields in experimental physics: identifying other crystals in which hopfions are stable, studying how hopfions interact with electric and spin currents, hopfion dynamics, and more.

      

      
        Nutrient found in beef and dairy improves immune response to cancer
        Trans-vaccenic acid (TVA), a long-chain fatty acid found in meat and dairy products from grazing animals such as cows and sheep, improves the ability of CD8+ T cells to infiltrate tumors and kill cancer cells, according to a new study.
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Mixing heat with hair styling products may be bad for your health | ScienceDaily
Hair products often contain ingredients that easily evaporate, so users may inhale some of these chemicals, potentially posing health repercussions. Now, researchers have studied emissions of these volatile organic compounds (VOCs), including siloxanes, which shine and smooth hair. The scientists report in ACS' Environmental Science & Technology that using these hair care products can change indoor air composition quickly, and common heat styling techniques -- straightening and curling -- increase VOC levels even more.


						
Some prior studies have examined the amounts of siloxanes released from personal care products. But most focused on products that are washed off the body, such as skin cleansers, which might behave differently from products that are left on the hair, like creams or oils. In addition, most previous studies on siloxane emissions haven't looked at the real-time, rapid changes in indoor air composition that might occur while people are actively styling hair. Nusrat Jung and colleagues wanted to fill in the details about VOCs released from hair products, especially in real-world scenarios such as small bathrooms where they're typically applied.

The researchers set up a ventilated tiny house where participants used their usual hair products -- including creams, sprays and oils -- and heated tools. Before, during and after hair styling, the team measured real-time emissions of VOCs including cyclic volatile methyl siloxanes (cVMS), which are used in many hair care products. The mass spectrometry data showed rapid changes in the chemical composition of air in the house and revealed that cVMS accounted for most of the VOCs that were detected. Emissions were influenced by product type and hair length, as well as the type and temperature of the styling tool. Longer hair and higher temperatures released higher amounts of VOCs.

As a result of their findings, the researchers estimated that a person's potential daily inhalation of one cVMS, known as D5, could reach as much as 20 mg per day. In the experiments, turning on an exhaust fan removed most of the air pollutant from the room within 20 minutes after a hair care routine was completed, but the scientists note that this practice could affect outdoor air quality in densely populated cities. They say studies of the long-term human health impacts of siloxane exposure are urgently needed, because most findings are from animal studies.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2023/11/231127132500.htm
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Deoxygenation levels similar to today's played a major role in marine extinctions during major past climate change event | ScienceDaily
Scientists have made a surprising discovery that sheds new light on the role that oceanic deoxygenation (anoxia) played in one of the most devastating extinction events in Earth's history. Their finding has implications for current day ecosystems -- and serves as a warning that marine environments are likely more fragile than apparent.


						
New research, published today in leading international journal Nature Geosciences, suggests that oceanic anoxia played an important role in ecosystem disruption and extinctions in marine environments during the Triassic-Jurassic mass extinction, a major extinction event that occurred around 200 million years ago.

Surprisingly however, the study shows that the global extent of euxinia (an extreme form of de-oxygenated conditions) was similar to the present day.

Earth's history has been marked by a handful of major mass extinctions, during which global ecosystems collapsed and species went extinct. All past extinction events appear to have coincided with global climatic and environmental perturbance that commonly led to ocean deoxygenation. Because of this, oceanic anoxia has been proposed as a likely cause of marine extinctions at those times, with the assumption that the more widespread occurrence of deoxygenation would have led to a larger extinction event.

Using chemical data from ancient mudstone deposits obtained from drill-cores in Northern Ireland and Germany, an international research team led by scientists from Royal Holloway (UK), and including scientists from Trinity College Dublin's School of Natural Sciences (Ireland) as well as from Utrecht University (Netherlands), was able to link two key aspects associated with the Triassic-Jurassic mass extinction.

The team discovered that pulses in deoxygenation in shallow marine environments along the margins of the European continent at that time directly coincided with increased extinction levels in those places.

On further investigation -- and more importantly -- the team also found that the global extent of extreme deoxygenation was rather limited, and similar to the present day.




Micha Ruhl, Assistant Professor in Trinity's School of Natural Sciences, and research-team member, said:

"Scientists have long suspected that ocean deoxygenation plays an important role in the disturbance of marine ecosystems, which can lead to the extinction of species in marine environments. The study of past time intervals of extreme environmental change indeed shows this to be the case, which teaches us important lessons about potential tipping points in local, as well as global ecosystems in response to climatic forcing.

"Crucially however, the current findings show that even when the global extent of deoxygenation is similar to the present day, the local development of anoxic conditions and subsequent locally increased extinction rates can cascade in widespread or global ecosystem collapse and extinctions, even in areas where deoxygenation did not occur.

"It shows that global marine ecosystems become vulnerable, even when only local environments along the edges of the continents are disturbed. Understanding such processes is of paramount importance for assessing present day ecosystem stability, and associated food supply, especially in a world where marine deoxygenation is projected to significantly increase in response to global warming and increased nutrient run-off from continents."

The study of past global change events, such as at the transition between the Triassic and Jurassic periods, allows scientists to disentangle the consequences of global climatic and environmental change and constrain fundamental Earth system processes that control tipping points in Earth's ecosystems.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2023/11/231127132420.htm
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Innovative design achieves tenfold better resolution for functional MRI brain imaging | ScienceDaily
An intense international effort to improve the resolution of magnetic resonance imaging (MRI) for studying the human brain has culminated in an ultra-high resolution 7 Tesla scanner that records up to 10 times more detail than current 7T scanners and over 50 times more detail than current 3T scanners, the mainstay of most hospitals.


						
The dramatically improved resolution means that scientists can see functional MRI (fMRI) features 0.4 millimeters across, compared to the 2 or 3 millimeters typical of today's standard 3T fMRIs.

"The NexGen 7T scanner is a new tool that allows us to look at the brain circuitry underlying different diseases of the brain with higher spatial resolution in fMRI, diffusion and structural imaging, and therefore to perform human neuroscience research at higher granularity. This puts UC Berkeley at the forefront of human neuroimaging research," said David Feinberg, the director of the project to build the scanner, acting professor at the Helen Wills Neuroscience Institute at the University of California, Berkeley, and president of Advanced MRI Technologies (AMRIT), a research company based in Sebastopol, California.

"The ultra-high resolution scanner will allow research on underlying changes in brain circuitry in a multitude of brain disorders, including degenerative diseases, schizophrenia and developmental disorders, including autism spectrum disorder."

This next generation or NexGen 7T MRI scanner is described in a paper that will be published Nov. 27 in the journal Nature Methods.

The improved resolution will help neuroscientists probe the neuronal circuits in different regions of the brain's neocortex and allow researchers to track signals propagating from one area of the cortex to another as we think and reason, and perhaps discover underlying causes of developmental disorders. This could lead to better ways of diagnosing brain disorders, perhaps by identifying new biomarkers that would allow diagnosis of mental disorders earlier or, more specifically, in order to choose the best therapy.

"Normally, MRI is not fast enough at all to see the direction of the information being passed from one area of the brain to another," Feinberg said. "The scanner's higher spatial resolution can identify activity at different depths in the brain's cortex to indirectly reveal brain circuitry by differentiating activity in different cell layers of the cortex."

This is possible because neuroscientists have found in vision brain areas that the superficial and deepest cortex layers (blue arrows in image on right) incorporate "top-down" circuits, that is, they receive information from higher cortical brain areas, whereas the middle cortex involves "bottom-up" circuitry, receiving input to the brain from our senses. Pinpointing the fMRI activity to a specific depth in the cortex lets neuroscientists track the flow of information throughout the brain and cortex.




With the higher spatial resolution, neuroscientists will be able to home in on the activity of something on the order of 850 individual neurons within a single voxel -- a 3D pixel -- instead of the 600,000 recorded with standard hospital MRIs, said Silvia Bunge, a UC Berkeley professor of psychology who is one of the first to use the NexGen 7T to conduct research on a human brain.

"We were able to look at the layer profile of the prefrontal cortex, and it's beautiful," said Bunge, who studies abstract reasoning. "It's so exciting to have this state-of-the-art, world-class machine."

For William Jagust, a UC Berkeley professor of public health who studies the brain changes associated with Alzheimer's disease, the improved resolution could finally help connect the dots between observed changes due to Alzheimer's that occur in the brain -- abnormal clumps of protein called beta amyloid and tau -- and changes in memory.

"We know that part of the memory system in the brain degenerates as we get older, but we know little about the actual changes to the memory system -- we can only go so far because of the resolution of our current MRI systems," said Jagust. "With this new scanner, we think we're going to be able to take apart a lot more carefully exactly where things have gone wrong. This could help with diagnosis or predicting outcomes in normal people."

Jack Gallant, a UC Berkeley professor of psychology, hopes the scanner will help neuroscientists discover how functional changes in the brain lead to developmental and mental disorders such as dyslexia, autism and schizophrenia, or that result from neurological disorders, such as dementia and stroke.

"Mental disorders have an enormous impact on individuals, families and society. Together they represent about 10% of the U.S. GDP. Mental disorders are fundamentally disorders of brain function, but functional measures are not used currently to diagnose most brain disorders or to look to see if a treatment's working. Instead, these disorders are diagnosed behaviorally. This is a weak approach, because there are a lot of different mental brain states that can lead to exactly the same behavior," Gallant said. "What we need is more powerful MRI machines like this so that we can map, at high resolution, how information is represented in the brain. To me this is the big potential clinical benefit of ultra-high resolution MRI."

BRAIN Initiative




The breakthrough came about through an initial $13.4 million in funding from the Brain Research through Advancing Innovative Neurotechnologies (BRAIN) Initiative of the U.S. National Institutes of Health (NIH). The initiative aims to develop new technologies that will produce a dynamic picture of the brain showing how individual cells and complex neural circuits interact across the brain and over time.

Additional funding from UC Berkeley's Chancellor's Office and the Weill Neurohub brought the total funding to over $22 million, which allowed Feinberg to assemble a multidisciplinary team of academics and leading scientists at the multinational corporation Siemens Healtheneers, a major manufacturer of hospital and research MRI scanners; MR CoilTech Limited of Glasgow, Scotland, maker of transmitter and receiver detector coils used in MRI to generate and record signals; and AMRIT, a designer of imaging pulse sequences that control the scanner hardware.

Incorporating newly developed hardware technology from those groups, Siemens collaborated with Feinberg's team to rebuild a conventional 7 Tesla MRI scanner delivered to UC Berkeley in 2000 to improve the spatial resolution in pictures captured during brain scans.

"There's been a large increase throughout the world of sites that use 7T MRI scanners, but they were mostly for development and were difficult to use," said Nicolas Boulant, a physicist visiting from the NeuroSpin project at the University of Paris in Saclay, where he leads the team that operates the world's only 11.7 Tesla MRI scanner, the strongest magnetic field employed to date. "David's team really put together many ingredients to make a quantum leap at 7 Tesla, to go beyond what was achievable before and gain performance."

Boulant hopes to adapt some of the new ingredients in the NexGen 7T -- in particular, redesigned gradient coils -- to eventually achieve even better resolution with the 11.7 Tesla MRI scanner. The gradient coils generate a rising magnetic field across the brain so that each part of the brain sees a different field strength, which helps to precisely map brain activity.

"The higher the magnetic field, the more difficult it is to really grab the potential promised by these higher-field MRI scanners to see finer details in the human brain," he said. "You need all this peripheral equipment, which needs to be on steroids to meet those promises. The NexGen 7T is really a game-changer when you want to do neuro MRI."

To reach higher spatial resolution, the NexGen 7T scanner had to be designed with a greatly improved gradient coil and with larger receiver array coils -- which detect the brain signals -- using from 64 to 128 channels to achieve a higher signal-to-noise ratio (SNR) in the cortex and faster data acquisition. All these improvements were combined with a higher signal from the ultra-high field 7T magnet to achieve cumulative gains in the scanner performance.

The extremely powerful gradient coil is the first to be made with three layers of wire windings. Designed by Peter Dietz at Siemens in Erlangen, Germany, the "Impulse" gradient has 10 times the performance of gradient systems in current 7T scanners. Mathias Davids, then a physics graduate student at Heidelberg University in Mannheim, Germany, and a member of Feinberg's team, collaborated with Dietz in performing physiologic modeling to allow a faster gradient slew rate -- a measure of how quickly the magnetic field changes across the brain -- while remaining under the neuronal stimulation thresholds of the human body.

"It's designed so that the gradient pulses can be turned on and off much quicker -- in microseconds -- to record the signals much quicker, and also so the much higher amplitude gradients can be utilized without stimulating the peripheral nerves in the body or stimulating the heart, which are physiologic limitations," Feinberg said.

A second key development in the scanner, Feinberg said, is the 128-channel receiver system that replaces the standard 32 channels. The large receiver coil arrays built by Shajan Gunamony of MR CoilTech in Glasgow, UK, gave a higher signal-to-noise ratio in the cerebral cortex and also provided higher parallel imaging acceleration for faster data acquisition to encode large image matrices for ultra high resolution fMRI and structural MRI.

To take advantage of the new hardware technology, Suhyung Park, Rudiger Stirnberg, Renzo Huber, Xiaozhi Cao and Feinberg designed new pulse sequences of precisely timed gradient pulses to rapidly achieve ultra high resolution. The smaller voxels, measured in units of cubic millimeters and less than 0.1 microliter, provide a 3D image resolution that is 10 times higher than that of previous 7T fMRIs and 125 times higher than the typical hospital 3T MRI scanners used for medical diagnosis.

Voxels matter

The most common MRI scanners employ superconducting magnets that produce a steady magnetic field of 3 Tesla -- 90,000 times stronger than Earth's magnetic field.

"A 3T fMRI scanner can resolve spatial details with a resolution of about 2 to 3 mm. The cortical circuits that underpin thought and behavior are about 0.5 mm across, so standard research scanners cannot resolve these important structures," Gallant said.

In contrast, fMRI focuses on blood flow in arteries and veins and can vividly distinguish oxygenated hemoglobin funneling into working areas of the brain from deoxygenated hemoglobin in less active areas. This allows neuroscientists to determine which areas of the brain are engaged during a specific task.

But again, the 3 mm resolution of a 3T fMRI can distinguish only large veins, not the small ones that could indicate activity within microcircuits.

The NexGen 7T will allow neuroscientists to pinpoint activity within the thin cortical layers in the gray matter, as well as within the narrow column circuits that are organized perpendicular to the layers. These columns are of special interest to Gallant, who studies how the world we see is represented in the visual cortex. He has actually been able to reconstruct what a person is seeing based solely on recordings from the brain's visual cortex.

"The machine that David has built, in theory, should get down to 500 microns, or something like that, which is way better than anything else -- we're very near the scale you would want if you're getting signals from a single column, for example," Gallant said. "It's fantastic. The whole thing about MRI is how big is the little volumetric unit, the voxel, the three-dimensional pixel that you're recording from. That's the only thing that matters."

For the moment, NexGen 7T brain scanners must be custom-built from regular 7T scanners. The cost should be considerably lower than the $22 million required to build the first one, however. These funds came not only from the BRAIN Initiative, but also from UC Berkeley funds through the Helen Wills Neuroscience Center, with which Feinberg, Bunge, Gallant and Jagust are affiliated.

Feinberg said that UC Berkeley's NexGen 7T scanner technology will be disseminated by Siemens and MR CoilTech Ltd.

"My view is that we may never be able to understand the human brain on the cellular synaptic circuitry level, where there are more connections than there are stars in the universe," Feinberg said. " But we are now able to see signal patterns of brain circuits and begin to tease apart feedback and feed forward circuitry in different depths of the cerebral cortex. And in that sense, we will soon be able to understand the human brain organization better, which will give us a new view into disease processes and ultimately allow us to test new therapies. We are seeking a better understanding and view of brain function that we can reliably test and reproducibly use noninvasively."

Other co-authors of the paper are Alexander Beckett of Advanced MRI Technologies; Chunlei Liu of UC Berkeley's Helen Wills Neuroscience Institute; An (Joseph) Vu of UC San Francisco; Lawrence Wald, Bernhard Gruber, Jon Polimeni and Jason Stockmann of the A. A. Martinos Center for Biomedical Imaging at Massachusetts General Hospital; Kawin Setsompop of Stanford University in California; Rudiger Sternberg of the German Center for Neurodegenerative Diseases in Bonn, Germany; Laurentius (Renzo) Huber of Maastricht University in the Netherlands; and Suhyung Park at Chonnam National University, South Korea.

The work was supported by BRAIN Initiative grants through the NIH (U01-EB025162, R01-322 MH111444) and other NIH grants (P41-EB030006, NIH R44-MH129278), as well as by funds from UC Berkeley's Chancellor's Office and the Weill Neurohub.
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New method verifies carbon capture in concrete | ScienceDaily
Carbon capture is essential to reduce the impact of human carbon dioxide emissions on our climate. Researchers at the University of Tokyo and Nagoya University in Japan have developed a method to confirm whether carbon in concrete originates from the raw materials, or from carbon in the air which has been trapped when it reacts with the concrete to form the mineral calcium carbonate. By measuring the ratio of certain carbon isotopes in concrete that had been exposed to the air and concrete that hadn't, the team could successfully verify that direct air carbon capture had occurred. This method could be useful for the industrial sector and countries looking to offset their carbon emissions.


						
2023 is on the way to becoming the hottest year on record. Rice crops wilted in Japan and roads melted in the U.S. Despite international agreements and calls to action, greenhouse gas emissions from fossil fuels have continued to increase. If we are to prevent the planet from tipping over the critical threshold of a 2-degree-Celsius temperature rise by 2100 (compared to preindustrial levels), we need to do more. According to the United Nations' Intergovernmental Panel on Climate Change, reducing and preventing further emissions alone is not enough. We must also remove carbon dioxide from the atmosphere if we are to hit our target.

Direct air capture (DAC) pulls carbon dioxide from the air using chemicals or physical processes. Increasing the use of DAC technologies is part of the International Energy Agency's (IEA) net-zero emissions scenario, a proposed range of methods to enable the global energy sector to remove as much carbon dioxide (CO2) as it emits by 2050. According to the IEA, industry was responsible for a quarter of global energy system CO2 emissions in 2022. Cement is the second-most widely used industrial product (after water), and it comes with a high environmental burden.

"As much as 800 kilograms of CO2 is emitted per ton of cement during its production, so reducing emissions has become a significant issue in the concrete industry," explained Professor Ippei Maruyama from the Department of Architecture at the University of Tokyo Graduate School of Engineering. "Concrete has long been known to react with CO2 in the air to form calcium carbonate, an undesirable phenomenon because it induces corrosion of the steel bars inside concrete structures. However, the concrete industry is now considering ways to make effective use of this reaction."

Although problematic for construction, the reaction which causes calcium carbonate to form fixes or traps CO2, removing the gas from the atmosphere. Calcium carbonate is also found naturally in rocks, such as limestone, which are used in concrete manufacturing. "This makes it difficult to distinguish whether or not CO2 identified in concrete has been freshly extracted from the air or comes from rocks," said Maruyama. "So we developed a method to verify this, which could be used to determine whether the concrete produced can be certified as offsetting CO2 emissions."

Researchers carried out the study by making hydrated cement paste samples as a concrete replica. After getting sufficiently hydrated, they ground the paste sample into powder, keeping the nonexposed powder contained and leaving the exposed powder open to the air. After seven and 28 days, they dissolved the powder in acid to collect the gas and using a technique called accelerator mass spectrometry analyzed the ratio of several carbon isotopes (atoms with the same chemical properties but different physical properties), namely carbon-12, carbon-13 and carbon-14. This enabled the team to evaluate where the carbon came from, and whether it was already present in the raw materials, as the carbon ratios reflected the known proportion of carbon isotopes in the air at the time the gas was sealed.

Next the researchers want to apply this lab-based method to real-world locations and test how the varied quantities of raw materials used in local concrete production may affect results. "Fixing carbon dioxide from the air is certified as an act of offsetting CO2 emissions, so it is economically valuable in terms of emissions trading. Digging up calcium carbonate for use in concrete is not, so the distinction is very important and this research can help to support a healthy market," said Maruyama. "We believe that the carbon neutrality and a circular economy in the construction industry are essential to our future, particularly in Japan where this industry has a role in supporting business continuity and recovery from natural disasters."
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Extra practice blending letter sounds helps struggling readers | ScienceDaily
The use of synthetic phonics to teach reading to children in reception (age 4-5) classes has improved attainment. A new study shows that extra help in blending the sounds in words is most effective in improving the skills essential for reading.


						
New research at Aston University has shown that extra practice in blending printed letter sounds can help struggling beginner readers in reception classes to learn to read.

Children in England learn to read through a system known as synthetic phonics, where they are taught the sounds of letters, 'phonemes', and how these sounds are written, 'graphemes'. For example, 'my' and 'lie' have the same phoneme at the end, but different graphemes. Pupils learn to identify graphemes, match them with phonemes, and blend the phonemes together to form the sound of the complete words (for example c-a-t = "k -- ae -- t" = "cat"). This is known as blending. To learn successfully in this way, children need 'letter sound knowledge' (LSK) -- awareness of the sounds represented by letters/graphemes and 'phonological awareness' (PA) -- the awareness of individual sounds in words.

While the use of phonics has been shown to increase reading attainment in children, many teachers are not sure what additional support is most beneficial for those who are still struggling. They will often give extra LSK training using flashcards showing each letter or letter combination.

The new research, led by Dr Laura Shapiro in the School of Psychology, shows that extra training on how to blend printed letter sounds is most beneficial because this type of training had the biggest impact on PA, which is an essential skill for learning to read.

The researchers worked with teachers to identify children struggling with reading and recruited 222 children from 12 primary schools for the study, working with each child for half a term.

The researchers compared three key components of early reading -- sounding out printed letters, blending the sounds out loud, and both sounding out and blending printed letter sounds. In each session, the researchers showed the children one word at a time, without a picture or sentence context, to allow the child to focus on the target word. After the child was helped to read the word, they were shown an illustration relating to the word and a related sentence was read out loud to them. This context made the task enjoyable and meaningful and often prompted chats and interaction.




Dr Shapiro said:

"Many teachers already give extra support to struggling readers in reception, and often give support on learning letter sounds. Although practice on letter sounds is helpful, our study suggests it is more beneficial to give children extra practice in sounding out the letters AND blending the sounds together to make a word." The researchers carefully controlled the conditions of the study to identify exactly which component of reading it was most crucial to support. The training used the same standardised instructions, pictures, and context sentences, with only the focus of the training changing.

Dr Shapiro says that they will now work with teachers to develop a strategy suitable for the classroom. Together, they will identify the most practical and enjoyable ways to provide PA support to children and develop effective strategies that can be shared for other teachers to use and adapt.

Dr Shapiro has this advice for teachers and parents:

"Help children to practice blending the sounds in words, such as 'm-u-ch' makes 'much', and do this whilst pointing at the letters in the printed word so that they can see the connection between the letters, their sounds and the blended word. Children enjoyed seeing the word put into context with a picture and a fun sentence. It helps to keep the reading part simple, for example, show them just one word and hide the rest of the page and the picture. Then once you've supported them to sound this word out, show the picture, read the remainder out loud and give them an opportunity to talk about the story."
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How heat can be used in computing | ScienceDaily
Physicists at Martin Luther University Halle-Wittenberg (MLU) and Central South University in China have demonstrated that, combining specific materials, heat in technical devices can be used in computing. Their discovery is based on extensive calculations and simulations. The new approach demonstrates how heat signals can be steered and amplified for use in energy-efficient data processing. The team's research findings have been published in the journal Advanced Electronic Materials.


						
Electric current flow heats up electronic device. The generated heat is dissipated and energy is lost. "For decades, people have been looking for ways to re-use this lost energy in electronics," explains Dr Jamal Berakdar, a professor of physics at MLU. This is extremely challenging, he says, due to the difficulty in directing and controlling accurately heat signals. However, both are necessary if heat signals are to be used to reliably process data.

Berakdar carried out extensive calculations together with two colleagues from Central South University in China. The idea: instead of conventional electronic circuits, non-conductive magnetic strips are used in conjunction with normal metal spacers. "This unusual combination makes it possible to conduct and amplify heat signals in a controlled manner in order to power logical computing operations and heat diodes," explains Berakdar.

One disadvantage of the new method, however, is its speed. "This method does not produce the kind of computing speeds we see in modern smartphones," says Berakdar. That is why the new method is currently probably less relevant for use in everyday electronics and is better suited for next generation computers which will be used to perform energy-saving calculations. "Our technology can contribute to saving energy in information technology by making good use of surplus heat," Berakdar concludes.

The study was funded by the German Research Foundation (DFG), the National Natural Science Foundation of China, the Natural Science Foundation of Hunan Province and as part of the Central South University Innovation-Driven Research Program.
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New way of searching for dark matter | ScienceDaily
The existence of Dark Matter is a long-standing puzzle in our universe. Dark Matter makes up about a quarter of our universe, yet it does not interact significantly with ordinary matter. The existence of Dark Matter has been confirmed by a series of astrophysical and cosmological observations, including in the stunning recent pictures from James Webb Space Telescope. However, up to date, no experimental observation of dark matter has been reported. The existence of Dark Matter has been a question that high energy and astrophysicists around the world has been investigating for decades.


						
"This is the reason we do research in basic science, probing the deepest mysteries of the universe. The Large Hadron Collider at CERN is the largest experiment ever built, and particle collisions creating big-bang like condition can be exploited to look for hints of dark matter," says Professor Deepak Kar, from the School of Physics at the University of the Witwatersrand in Johannesburg, South Africa.

Working at the ATLAS experiment at CERN, Kar and his former PhD student, Sukanya Sinha (now a postdoctoral researcher at the University of Manchester), has pioneered a new way of searching for Dark Matter. Their research has been published in the journal, Physics Letters B.

"There have been plethora of collider searches for Dark Matter over the past few decades so far have focused on weakly interacting massive particles, termed WIMPs," says Kar. "WIMPS is one class of particles that are hypothesised to explain Dark Matter as they do not absorb or emit light and don't interact strongly with other particles. However, as no evidence of WIMPS' has been found so far, we realised that the search for Dark Matter needed a paradigm shift."

"What we were wondering, was whether Dark Matter particles actually are produced inside a jet of standard model particles," said Kar.This led to the exploration of a new detector signature known as semi-visible jets, which scientists never looked at before.

High energy collisions of protons often result in production of collimated spray of particles, collected in what is termed as jets, from decay of ordinary quarks or gluons. Semi-visible jets would arise when hypothetical dark quarks decay partially to Standard-Model quarks (known particles) and partially to stable dark hadrons (the "invisible fraction"). Since they are produced in pairs, typically along with additional Standard-Model jets, the imbalance of energy or the missing energy in the detector arises when all the jets are not fully balanced. The direction of the missing energy is often aligned with one of the semi-visible jets.

This makes searches for semi-visible jets very challenging, as this event signature can also arise due to mis-measured jets in the detector. Kar and Sinha's new way of looking for Dark Matter opens up new directions into looking for the existence of Dark Matter.

"Even though my PhD thesis does not contain a discovery of Dark Matter, it sets the first and rather stringent upper bounds on this production mode, and already inspiring further studies," says Sinha.
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Scientists devise new technique that can pinpoint the causes and treatments of autoimmune diseases | ScienceDaily
Scientists have developed a potentially transformative new technique that could aid in the discovery and development of new therapeutics for a number of globally prevalent autoimmune diseases.


						
Conditions such as lupus, rheumatoid arthritis and inflammatory bowel disease (IBD) -- as well as failures within transplanted cells -- are all caused by altered cytokine secretion of immune cells within the human body.

To find treatments for such diseases, experts need to identify the genetic regulators of the secretion so they can explore the most effective ways of inhibiting them.

An international team of researchers has developed a new method, referred to as Secretion-Enabled Cell Ranking and Enrichment (SECRE) and detailed in a study published in Nature Biomedical Engineering.

They have demonstrated the method is accurate in sorting hundreds of millions of CRISPR-edited cells based on their secretion patterns, and identifying the genetic regulators of cytokine secretion in an autoimmune condition.In addition to this, the method takes into account the detailed profiles of approved treatments, and those under development, to establish if therapies already in existence can be reapplied in new ways.

Writing in the study, the researchers detail how they have validated their approach on the cells known to play an essential role in the development and severity of IBD, and proved it has the potential of finding new ways of treating conditions that impact millions of people globally.

The research is the result of a project lasting around four years between scientists in the UK, United States and Canada, world-leading experts in engineering new tools for the diagnosis and treatment of disease, led by Professor Shana Kelley, President of the Chan-Zuckerberg Institute and Professor at Northwestern University.




Dr Mahmoud Labib, Lecturer in the University of Plymouth's Peninsula Medical School, and the main inventor of the approach said: "This is an incredibly novel approach that can potentially deliver huge benefits for patients, clinicians and the drug companies working to establish new treatments. It gives us the ability to sort large number of cells based on their secretion patterns and identify therapeutic targets that could be applied to help those with conditions for which there are currently few therapeutic options. Through our existing work, we have demonstrated there is the potential for it to help identify ways of treating various autoimmune conditions, but my work is also now extending to types of cancer including some of the most aggressive types of brain tumours."

A potential treatment for inflammatory bowel disease?

Inflammatory bowel disease (IBD) is a long-term health condition that has been estimated to affect around 7million people worldwide. It is characterised by chronic inflammation of the digestive tract, which can result in severe tummy pain and diarrhoea, and there is presently no known cure.

As part of work to validate their approach, the researchers examined the effect of several kinase inhibitors on CD4+ T cells, which are known to produce interferon gamma, a protein widely implicated in several autoimmune diseases including IBD. The inhibitors looked at included XMU-MP1, a small molecule that has previously been explored as a treatment for heart failure, hair loss and a number of other medical conditions.

In this instance, the researchers used XMU-MP1 to treat mice with a form of colitis that has a similar cell secretion profile to that found in humans with IBD. They found the mice experience significantly less weight loss and reduced colitis symptoms, while their colons remained virtually normal in appearance and did not show any significant loss of intestinal stem cells.

Based on these findings, the researchers say their results suggest that using XMU-MP1 as a means to inhibit interferon gamma production in the gut may represent an ideal means to control IBD. They also say it provides a promising future strategy for the therapeutic molecular targeting of the condition, although extensive clinical trials would be required before it could be considered as a treatment.

How the SECRE technique works

The Secretion-Enabled Cell Ranking and Enrichment (SECRE) technique captures the secreted cytokine on the surface of the cell. These cytokines are then labelled with magnetic nanoparticles and sorted at high resolution within a microfluidic device, fabricated using scaled three-dimensional printing.

The SECRE technique enables rapid and high-throughput sorting of cells based on their secretion patterns, which makes it amenable to large-scale functional genetic screens. This approach also links the functional signature of the cell with its phenotype, allowing for selective sorting of specific subsets of immune cells on the basis of specific cell-surface markers as well as the secretion specific factors.
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Alien haze, cooked in a lab, clears view to distant water worlds | ScienceDaily
Scientists have simulated conditions that allow hazy skies to form in water-rich exoplanets, a crucial step in determining how haziness muddles observations by ground and space telescopes.


						
The research offers new tools to study the atmospheric chemistry of exoplanets and will help scientists model how water exoplanets form and evolve, findings that could help in the search for life beyond our solar system.

"The big picture is whether there is life outside the solar system, but trying to answer that kind of question requires really detailed modeling of all different types, specifically in planets with lots of water," said co-author Sarah Horst, a Johns Hopkins associate professor of Earth and planetary sciences. "This has been a huge challenge because we just don't have the lab work to do that, so we are trying to use these new lab techniques to get more out of the data that we're taking in with all these big fancy telescopes."

The team published its findings today in Nature Astronomy.

Whether a planet's atmosphere contains hazes or other particles has a marked influence on global temperatures, incoming levels of starlight, and other factors that can hinder or foster biological activity, the researchers said.

The team ran the experiments in a custom-designed chamber within Horst's lab. They are the first to determine how much haze can form in water planets beyond the solar system, Horst said.

Haze consists of solid particles suspended in gas, and it alters the way light interacts with that gas. Different levels and kinds of haze can affect how the particles spread out through an atmosphere, changing what scientists can detect about distant planets with telescopes.




"Water is the first thing we look for when we're trying to see if a planet is habitable, and there are already exciting observations of water in exoplanet atmospheres. But our experiments and modeling suggest these planets most likely also contain haze," said Chao He, a planetary scientist who led the research at Johns Hopkins. "This haze really complicates our observations, as it clouds our view of an exoplanet's atmospheric chemistry and molecular features."

Scientists study exoplanets with telescopes that look at how light passes through their atmosphere, spotting how atmospheric gases absorb different hues or wavelengths of that light. Distorted observations can lead to miscalculations of the amounts of important substances in the air, such as water and methane, and the type and levels of particles in the atmosphere. Such misinterpretations can impair scientists' conclusions about global temperatures, the thickness of an atmosphere, and other planetary conditions, Horst said.

The team concocted two gas mixtures containing water vapor and other compounds hypothesized to be common in exoplanets. They beamed those concoctions with ultraviolet light to simulate how light from a star would start the chemical reactions that produce haze particles. They then measured how much light the particles absorbed and reflected to understand how they would interact with light in the atmosphere.

The new data matched the chemical signatures of a well-studied exoplanet called GJ 1214 b more accurately than previous research, demonstrating that hazes with different optical properties can lead to misinterpretations of a planet's atmosphere.

Alien atmospheres can be very different from those in our solar system, Horst said, adding that there are more than 5,000 confirmed exoplanets with varying atmospheric chemistries.

The team is now working to create more lab-made haze "analogs" with gas mixtures that more accurately represent what they see with telescopes.

"People will be able to use that data when they model those atmospheres to try to understand things like what the temperature is like in the atmosphere and the surface of that planet, whether there are clouds, how high they are and what they are made of, or how fast the winds go," Horst said. "All those kinds of things can help us really focus our attention on specific planets and make our experiments unique instead of just running generalized tests when trying to understand the big picture."

Other authors include Michael Radke and Sarah E. Moran, of Johns Hopkins; Nikole K. Lewis, of Cornell University; Julianne I. Moses of Space Science Institute; Mark S. Marley of University of Arizona; Natasha E. Batalha of NASA's Ames Research Center; Eliza M.-R. Kempton of University of Maryland, College Park; Caroline V. Morley of the University of Texas at Austin; Jeff A. Valenti of the Space Telescope Science Institute; and Veronique Vuitton of Universite Grenoble Alpes.
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Fish IgM structure sheds light on antibody evolution | ScienceDaily
Antibodies -- proteins that are produced by our immune system to protect us -- are crucial for recognizing and getting rid of unwanted substances, or antigens, in our body. Although their role is universal, antibody structure varies in different animals. In a new study, researchers have analyzed the antibody Immunoglobulin M in rainbow trout to shed some light on why these proteins may have evolved over time.


						
In humans, IgM consists of five repeating units that are held together by a joining chain, resulting in a star shape. Consequently, IgM can bind to multiple antigens at the same time, clearing them quickly. IgM is also unique because it is found both in the blood and the mucosa, which is a moist tissue that lines the body canals, including the nose, mouth, and intestine.

"Our lab studies the structure and functions of IgM, and we are interested in understanding how it is assembled," said Beth Stadtmueller (MMG), an assistant professor of biochemistry. "We have been looking at fish and mammals because there are considerable differences in how their immune systems have evolved, and we want to understand why they build antibodies differently."

The first big difference between antibody functions in fish and humans is that the mucosa of fish includes the skin. "In fish a large part of their mucosal surface is constantly exposed to their environment. Their antibodies, therefore, have to be able to be structurally stable so that they can stay in the mucosa instead of getting washed away by water, and they are likely to encounter different types of antigens compared to humans" said Mengfan Lyu, a graduate student in the Stadtmueller lab and the first author of the paper.

Another major difference between fish and human antibodies is that they lack the joining chain, which, in humans, lassos the tail ends of the five individual units together to create a stable star-like antibody. Fish IgM also has just four repeating units instead of five. These differences have led scientists to wonder how a fish creates a stable IgM and how it functions. To better understand the structure of fish IgM, the researchers used rainbow trout IgM for their studies.

"So far, most studies have focused on how antibodies bind to antigens or on the structures of antibodies with a single unit because studies of antibodies containing more than one unit, or polymeric antibodies, have been challenging," Lyu said. "Only in the past several years have researchers had access to high resolution cryogenic electron microscopy to reveal the structures of polymeric antibodies such as IgM."

In humans, each repeating unit of IgM is a Y-shaped structure with two hands that bind to the antigen and a stalk. In its star-like form, five stalks make up the central core together with the joining chain. Each repeating unit of fish IgM is similar to human IgM and researchers worked with just the stalk of the fish IgM since the full-length IgM was difficult to work with. Using the cryo-EM technique they discovered that at the core of the fish IgM, the individual units fold differently at their tail ends causing them to assemble toward one side, rather than the center of the IgM; this appears to allow them to interact even though they do not have a joining chain.

"As far as we know, this is the first fish antibody structure that has been characterized," Stadtmueller said. "It is interesting because the joining chain is necessary for the vast majority of IgM assembly in birds and mammals. Lyu's discovery tells us that the fish IgM assembles in a very different way and has a distinct structure. It is really interesting from an evolution perspective and implies that fish IgM and human IgM can bind antigens and function differently."

It is unclear why the joining chain is absent in bony fish. "Clearly fish have evolved a way to make IgM without joining chain; it may be more efficient to assemble IgM this way, it may result in a more stable structure, or it may provide functional advantages particularly since fish encounter different antigens than humans and other components of their immune system are also distinct." Lyu said, "All of these factors may have led to differences in the structure of IgM."

The researchers are currently working on building the full-length IgM, which will include fragments that are missing in the present study. "This study is an example of how structural biology has given us a foundation to ask how antibodies can be functionally different," Stadtmueller said. "We anticipate that we will be able to use what we have learned to study other polymeric antibodies, like those from birds, and build novel, therapeutic antibodies."
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Vampire bats make northward flight seeking stable climates | ScienceDaily
Vampire bats may soon take up residence in the United States and bring with them an ancient pathogen.


						
"What we found was that the distribution of vampire bats has moved northward across time due to past climate change, which has corresponded with an increase in rabies cases in many Latin American countries," said Paige Van de Vuurst, a Ph.D. student in Virginia Tech's Translational Biology, Medicine, and Health Graduate Program.

Van de Vuurst is the lead author of research recently published in the Ecography journal that predicts that vampire bats -- currently only found in Mexico and Central and South America -- are on the move with the United States being a viable home in 27 years. The findings concluded that with shifting seasonality -- the differences in temperature between the coldest and warmest seasons -- vampire bats have expanded their locations in search of more stable, temperate climates.

The research team, which included both undergraduate and graduate students, also found this expanded reach could be linked to a spillover of rabies. Vampire bats are known carriers of rabies, a disease known for its high mortality rates and often considered the oldest pathogen known by humans, dating back 3,000 years.

Latin America is currently feeling the bite of the rabies spread through the loss of livestock, which has generated fear as the bats' migration patterns expand. The Virginia Tech team aims to vigorously identify and track the bats by traveling to Colombia to help contain the spread to other countries, including the United States and its vital cattle industry.

 Why Colombia?

"Colombia is a mega-diverse country, making it a perfect natural laboratory," said Luis Escobar, assistant professor in the Department of Fish and Wildlife Conservation in the College of Natural Resources and Environment. The country boasts having the highest number of hummingbirds and bats, attributed to its tropic climate and proximity to the equator.




Collaborating with three local universities -- University of La Salle, Universidad Distrital, and Universidad del Tolima -- the collective team traveled all across Colombia to collect more than 70 samples of bat species. This included a range of geographic and climate changes, starting in the hot and humid jungles to cold and cloudy parts of the Andes Mountains that are only accessible by cable car. This allowed the team to secure a variety of samples and observe how changes in climate can change the emergence of diseases in bats.

The team also explored places in Colombia that were previously closed to scientists, including Chaparral, a municipality in the Tolima region that was allowed to start welcoming tourists after the 2016 peace agreement.

The team's research sought to address a knowledge gap that limits the understanding of the spread of rabies and its spillover from wildlife to humans. Their work had three primary aims:
    	Determine the role of habitat and virus mutation on rabies spillover to humans and livestock across Latin America
    	Identify the effect of changes in biodiversity in rabies virus spillover
    	Investigate geographic and environmental factors influencing the spread of bat-borne

Sinking teeth into the experience

This field experience allowed four undergraduate and two graduate students to travel to Colombia.

"There is a sad reality in wildlife research at the moment that often mandates a 'pay to play' mentality, where students must pay for the experience of doing field work, especially international field work," Van de Vuurst said.




All of the students' expenses, including travel, accommodations, and food, were supported through a National Science Foundation grant, Examining the Geography of Pathogen Spillover, awarded to Escobar, an affiliated faculty member in the Center for Emerging, Zoonotic, and Anthropod-borne Pathogens and the Global Change Center. Van de Vuurst led the team's campuswide recruitment efforts, yielding 30 interested students from across disciplines.

In advance of the trip to Colombia to study vampire bats, Escobar and his team met near the Duck Pond to review critical safety information and field sampling protocols.

"We selected a truly stellar group of students, and I could not be prouder of them," said Van de Vuurst.

She was provided an opportunity as an undergraduate to go on an international excursion to Peru. "That trip changed my life, and really opened up the world of ecology for me. I am so glad that we were able to offer that same kind of once in a lifetime research experience to so many students through Luis' hard work and generosity."

For undergraduate Julia Alexander, it was a series of firsts, including first field experience, first time on a plane, and first time out of the country.

As part of the Escobar Lab's research staff, Alexander was able to study disease transmission in vampire bats and other local bat species, working with local communities in the Tolima region. It was critically important for Escobar and Van de Vuurst to be able to offer the international research opportunity, knowing that undergraduate students are not usually able to participate in such an experience.
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New method uses crowdsourced feedback to help train robots | ScienceDaily
To teach an AI agent a new task, like how to open a kitchen cabinet, researchers often use reinforcement learning -- a trial-and-error process where the agent is rewarded for taking actions that get it closer to the goal.


						
In many instances, a human expert must carefully design a reward function, which is an incentive mechanism that gives the agent motivation to explore. The human expert must iteratively update that reward function as the agent explores and tries different actions. This can be time-consuming, inefficient, and difficult to scale up, especially when the task is complex and involves many steps.

Researchers from MIT, Harvard University, and the University of Washington have developed a new reinforcement learning approach that doesn't rely on an expertly designed reward function. Instead, it leverages crowdsourced feedback, gathered from many nonexpert users, to guide the agent as it learns to reach its goal.

While some other methods also attempt to utilize nonexpert feedback, this new approach enables the AI agent to learn more quickly, despite the fact that data crowdsourced from users are often full of errors. These noisy data might cause other methods to fail.

In addition, this new approach allows feedback to be gathered asynchronously, so nonexpert users around the world can contribute to teaching the agent.

"One of the most time-consuming and challenging parts in designing a robotic agent today is engineering the reward function. Today reward functions are designed by expert researchers -- a paradigm that is not scalable if we want to teach our robots many different tasks. Our work proposes a way to scale robot learning by crowdsourcing the design of reward function and by making it possible for nonexperts to provide useful feedback," says Pulkit Agrawal, an assistant professor in the MIT Department of Electrical Engineering and Computer Science (EECS) who leads the Improbable AI Lab in the MIT Computer Science and Artificial Intelligence Laboratory (CSAIL).

In the future, this method could help a robot learn to perform specific tasks in a user's home quickly, without the owner needing to show the robot physical examples of each task. The robot could explore on its own, with crowdsourced nonexpert feedback guiding its exploration.




"In our method, the reward function guides the agent to what it should explore, instead of telling it exactly what it should do to complete the task. So, even if the human supervision is somewhat inaccurate and noisy, the agent is still able to explore, which helps it learn much better," explains lead author Marcel Torne '23, a research assistant in the Improbable AI Lab.

Torne is joined on the paper by his MIT advisor, Agrawal; senior author Abhishek Gupta, assistant professor at the University of Washington; as well as others at the University of Washington and MIT. The research will be presented at the Conference on Neural Information Processing Systems next month.

Noisy feedback

One way to gather user feedback for reinforcement learning is to show a user two photos of states achieved by the agent, and then ask that user which state is closer to a goal. For instance, perhaps a robot's goal is to open a kitchen cabinet. One image might show that the robot opened the cabinet, while the second might show that it opened the microwave. A user would pick the photo of the "better" state.

Some previous approaches try to use this crowdsourced, binary feedback to optimize a reward function that the agent would use to learn the task. However, because nonexperts are likely to make mistakes, the reward function can become very noisy, so the agent might get stuck and never reach its goal.

"Basically, the agent would take the reward function too seriously. It would try to match the reward function perfectly. So, instead of directly optimizing over the reward function, we just use it to tell the robot which areas it should be exploring," Torne says.




He and his collaborators decoupled the process into two separate parts, each directed by its own algorithm. They call their new reinforcement learning method HuGE (Human Guided Exploration).

On one side, a goal selector algorithm is continuously updated with crowdsourced human feedback. The feedback is not used as a reward function, but rather to guide the agent's exploration. In a sense, the nonexpert users drop breadcrumbs that incrementally lead the agent toward its goal.

On the other side, the agent explores on its own, in a self-supervised manner guided by the goal selector. It collects images or videos of actions that it tries, which are then sent to humans and used to update the goal selector.

This narrows down the area for the agent to explore, leading it to more promising areas that are closer to its goal. But if there is no feedback, or if feedback takes a while to arrive, the agent will keep learning on its own, albeit in a slower manner. This enables feedback to be gathered infrequently and asynchronously.

"The exploration loop can keep going autonomously, because it is just going to explore and learn new things. And then when you get some better signal, it is going to explore in more concrete ways. You can just keep them turning at their own pace," adds Torne.

And because the feedback is just gently guiding the agent's behavior, it will eventually learn to complete the task even if users provide incorrect answers.

Faster learning

The researchers tested this method on a number of simulated and real-world tasks. In simulation, they used HuGE to effectively learn tasks with long sequences of actions, such as stacking blocks in a particular order or navigating a large maze.

In real-world tests, they utilized HuGE to train robotic arms to draw the letter "U" and pick and place objects. For these tests, they crowdsourced data from 109 nonexpert users in 13 different countries spanning three continents.

In real-world and simulated experiments, HuGE helped agents learn to achieve the goal faster than other methods.

The researchers also found that data crowdsourced from nonexperts yielded better performance than synthetic data, which were produced and labeled by the researchers. For nonexpert users, labeling 30 images or videos took fewer than two minutes.

"This makes it very promising in terms of being able to scale up this method," Torne adds.

In a related paper, which the researchers presented at the recent Conference on Robot Learning, they enhanced HuGE so an AI agent can learn to perform the task, and then autonomously reset the environment to continue learning. For instance, if the agent learns to open a cabinet, the method also guides the agent to close the cabinet.

"Now we can have it learn completely autonomously without needing human resets," he says.

The researchers also emphasize that, in this and other learning approaches, it is critical to ensure that AI agents are aligned with human values.

In the future, they want to continue refining HuGE so the agent can learn from other forms of communication, such as natural language and physical interactions with the robot. They are also interested in applying this method to teach multiple agents at once.

This research is funded, in part, by the MIT-IBM Watson AI Lab.
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New platform solves key problems in targeted drug delivery | ScienceDaily
In recent years, cell and gene therapies have shown significant promise for treating cancer, cystic fibrosis, diabetes, heart disease, HIV/AIDS and other difficult-to-treat diseases. But the lack of effective ways to deliver biological treatments into the body has posed a major barrier for bringing these new therapies to the market -- and, ultimately, to the patients who need them most.


						
Now, Northwestern University synthetic biologists have developed a flexible new platform that solves part of this daunting delivery problem. Mimicking natural processes used by viruses, the delivery system binds to target cells and effectively transfers drugs inside.

The workhorses behind this new platform are extracellular vesicles (EVs) -- tiny, virus-sized nanoparticles that all cells already naturally produce. In the new study, researchers used the powerful approach of synthetic biology to build DNA "programs" that -- when inserted into "producer" cells -- direct those cells to self-assemble custom EVs with useful surface features. The programs also direct cells to produce and load the EVs with biological drugs.

In proof-of-concept experiments, the particles successfully delivered biological drugs -- in this case CRISPR gene-editing agents that knocked out a receptor used by HIV -- to T cells, which are notoriously difficult to target. The researchers also hypothesize the system should work for many drugs and many types of cells.

The research was published today (Nov. 27) in the journal Nature Biomedical Engineering. It marks the first study to successfully use EVs to deliver cargo into T cells.

"The genomics revolution has transformed our understanding of the molecular bases of many diseases, but these insights have not resulted in new medicines for one fundamental reason: We lack the technology needed to deliver targeted medicines to specific sites in the body where they are needed," said Northwestern's Joshua N. Leonard, who led the study. "These shared delivery challenges are holding us back. By making broadly enabling delivery platforms available, we can remove a huge amount of risk and cost from bringing new drugs to clinical trials or to market. Instead of designing a new delivery system every time a company makes a new drug, we hope that they can instead use modular, reconfigurable platforms like ours, thus accelerating the rate at which gene and cell therapies are developed and evaluated."

A synthetic biology pioneer, Leonard is a professor of chemical and biological engineering at Northwestern's McCormick School of Engineering and a key member of the Center for Synthetic Biology (CSB). Working with Northwestern's Innovation and New Ventures Office, Leonard launched Syenex in 2022 to help solve drug delivery for cell and gene therapy developers. Syenex is one of 12 startups housed at the Querrey InQbation Lab, Northwestern's new incubator. The multidisciplinary team includes Julius Lucks, a professor of chemical and biological engineering at McCormick and CSB member, and Judd Hultquist, an assistant professor of medicine (infectious diseases) and microbiology-immunology at Northwestern University Feinberg School of Medicine.




The promises -- and challenges -- of targeted drug delivery

By replacing faulty genes or delivering healthy new genes or cells into a patient, gene and cell therapies hold promise for treating a wide range of diseases. Using a delivery vehicle, gene therapies enter the body to transfer genetic material into specific cells to treat or prevent disease. Cell therapies use a similar approach but transfer full cells, which are typically modified outside the body before being administered.

In the most successful cases, viral vectors -- which use parts derived from viruses but cannot cause an infection -- have served as the delivery mechanism for both cell and gene therapies. But this strategy comes with limitations. The immune system sometimes recognizes virus parts as foreign and blocks such vectors before they deliver their cargo.

"Viruses have a natural ability to enter cells and deliver cargo," Leonard said. "Borrowing viral parts is an effective strategy for achieving delivery, but then you are somewhat limited to the types of delivery that the virus evolved to do. It takes substantial engineering work to tweak those systems to alter their functions for each application. In this story, we instead attempted to mimic the strategy that viruses have evolved, but we used new biological 'parts' to overcome some limitations of viral vectors and ultimately make new functionalities possible."

To design a multifunctional vehicle, the researchers looked to EVs, which Leonard described as "a blank slate." In all living beings (from yeast to plants to humans), cells naturally shed EVs, which researchers think play an important role in communication among cells and natural processes such as immune function.

"These particles are being shed and taken up by cells all the time -- in both healthy and disease processes," Leonard said. "For example, we know that cancer cells shed EVs, and that seems to be a part of the process by which cancer spreads from one site to another. On the flip side, EVs also transfer samples of invading pathogens from infected cells to immune cells, helping the body marshal an effective response."

Harnessing a 'blank slate'




For Leonard's EV-based platform, his team developed and synthesized custom DNA molecules that were introduced into a producer cell. The DNA provided instructions for the producer cell to produce new biomolecules and then load those molecules onto the surface and inside the interior of EVs. This effectively generated EVs adorned with specifically designed characteristics -- and cargo already in tow.

"We treat the EVs produced by cells as essentially blank slates upon which we can compose new functions by engineering those producer cells to express engineered or natural proteins and nucleic acids," Leonard said. "These alter the EV function and can comprise bioactive, therapeutic cargo."

To be successful, the EVs must target the correct cells, transfer their cargo into those cells and avoid side effects -- all while avoiding the patient's always vigilant immune system. Compared to viruses, EVs are likely more capable of evading rejection by the immune system. Because EVs can be produced with materials largely found in a patient's own cells, the body is less likely to treat the particles as a foreign substance.

The T cell challenge

To test the concept, Leonard and his team looked to an attractive yet stubborn target: T cells. Because T cells naturally help the body fight germs and disease, researchers have looked to enhance T cells' natural abilities for immunotherapy applications.

"Most cells are constantly sampling little bits of their environment," said the study's lead author Devin Stranford, a graduate from Leonard's lab and now a scientist at Syenex. "But, for whatever reason, T cells don't do that as much. Therefore, it's challenging to deliver drugs to T cells because they won't actively take them up. You have to get the biology right in order for those delivery events to occur."

In the experiments, the researchers engineered a producer cell to generate EVs loaded with Cas9, a protein that is part of the CRISPR system, paired with an engineered RNA molecule to direct it to recognize and alter a specific sequence of DNA in a cell's genome. The researchers introduced the modified EVs into a culture of T cells. The EVs efficiently bound to the T cells and successfully delivered their cargo, leading to a genetic edit that inactivated the gene encoding a receptor used by HIV to infect T cells. Although treatment of HIV infections was not an immediate goal of this project, this work nonetheless illustrates that promise, demonstrating the types of new therapeutic functions that the technology enables.

"A key goal of this work was using rigorous methods to ensure that the cargo got all the way to where it needed to go," Leonard said. "Because we're making edits to the genome of these cells, we can use powerful technologies like next-generation sequencing to confirm that those exact edits were present in the recipient cells, in the location of the genome where they were intended."

What's next?

Called GEMINI (Genetically Encoded Multifunctional Integrated Nanovesicles), the new platform represents a suite of technologies for genetically engineering cells to produce multifunctional EVs to address diverse patient needs.

"Depending on the treatment, one might need a billion EVs," he said. "But because they are so small, it's actually a tiny amount of material. Others have already demonstrated that EVs can be produced in clinically translatable ways at commercial scale. Indeed, a particular benefit of biologically encoding EV functions, as we have, is that all the complexity goes into engineering the DNA programs. Once that is done, such processes are readily compatible with mature, existing manufacturing methods."

Through Syenex, Leonard hopes to use the GEMINI platform, alongside other synthetic biology technologies, to rapidly generate best-in-case delivery vehicles that enable developers -- ranging from academic spinouts to mature biotechnology companies -- to design new, life-changing cell and gene therapies.

"By demonstrating the ability to genetically encode cargo and surface compositions of nanovesicles with the GEMINI platform, we can turn a hard biology problem into an easier DNA engineering problem," Leonard said. "That enables us to tap into the ongoing exponential improvements in DNA synthesis and sequencing that have powered the growth of synthetic biology. We are optimistic that these approaches will enable researchers to solve the big delivery challenges and develop new and improved treatments that benefit a wide range of patients."
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Stem cell-based treatment controls blood sugar in people with Type 1 diabetes | ScienceDaily
An innovative stem cell-based treatment for Type 1 diabetes can meaningfully regulate blood glucose levels and reduce dependence on daily insulin injections, according to new clinical trial results from the University of British Columbia (UBC) and Vancouver Coastal Health (VCH).


						
"This is a significant step toward a functional cure for Type 1 diabetes," said Dr. David Thompson, principal investigator at the Vancouver trial site, clinical professor of endocrinology at UBC and director of the Vancouver General Hospital Diabetes Centre. "For the first time, a stem cell-based device can reduce the amount of insulin required for some trial participants with Type 1 diabetes. With further refinement of this approach, it's only a matter of time until we have a therapy that can eliminate the need for daily insulin injections entirely."

The findings, published today in Nature Biotechnology, arise from a multicenter clinical trial for an experimental cell therapy developed by U.S. biotechnology company ViaCyte (acquired by Vertex Pharmaceuticals) that is being clinically tested in Canada.

The therapy aims to replace the insulin-producing beta cells that people with Type 1 diabetes lack. Dubbed VC-02, the small medical implant contains millions of lab-grown pancreatic islet cells, including beta cells, that originate from a line of pluripotent stem cells.

The devices -- approximately the size of a Band-Aid and no thicker than a credit card -- are implanted just beneath a patient's skin where it is hoped they will provide a steady, long-term regulated supply of self-sustaining insulin.

"Each device is like a miniature insulin-producing factory," said co-author Dr. Timothy Kieffer, a professor within the departments of surgery and cellular and physiological sciences at UBC, and past chief scientific officer of ViaCyte. "The pancreatic islet cells, grown from stem cells, are packaged into the device to essentially recreate the blood sugar-regulating functions of a healthy pancreas. This may have tremendous benefits over transplant of scarcely available donor-derived cells, given that we can create a virtually limitless supply."

The clinical trial was conducted at Vancouver General Hospital, with additional sites in Belgium and the U.S. Ten participants, each of whom had no detectable insulin production at the start of the study, underwent surgery to receive up to 10 device implants each.




Six months later, three participants showed significant markers of insulin production and maintained those levels throughout the remainder of the year-long study. These participants spent more time in an optimal blood glucose range and reduced their intake of externally administered insulin.

One participant, in particular, showed remarkable improvement, with time spent in the target blood glucose range increasing from 55 to 85 per cent, and a 44-per-cent reduction in their daily insulin administration.

The results are the latest in a series of clinical trials funded by Canada's Stem Cell Network and conducted by the UBC-VCH team.

"The Stem Cell Network is delighted to support this clinical trial and we're pleased to see the promising results," said Cate Murray, president and CEO of the SCN. "Moving toward a functional cure for diabetes will require a coordinated and collaborative effort. It takes excellent science by top researchers in world-leading institutions, funders, like SCN, that de-risk research, and innovative biotech companies that can manufacture and scale the technology. SCN is proud to play its part and we look forward to what's next in game-changing diabetes research."

The trials aim to accelerate the development and clinical testing of novel stem-cell based therapies for the 300,000 Canadians living with Type 1 diabetes. Diabetes is estimated to cost the Canadian health-care system $29 billion annually.

Previously, in a 2021 study in Cell Stem Cell, the researchers were the first to show that the approach could produce insulin in the human body. The latest trial sought to significantly increase the amount of insulin produced by leveraging two-to-three times more devices per participant, alongside an updated device design with small perforations to allow for blood vessel ingrowth -- a feature aimed at improving survival of the lab-grown cells.

In another ongoing trial, the UBC-VCH team is investigating whether a version of the device containing cells that have been genetically engineered to evade the immune system, using CRISPR gene-editing technology, could eliminate the need for participants to take immunosuppressant drugs alongside the treatment.

"We envision a future where people with Type 1 diabetes are able to live their lives free from daily insulin injections and free from immune-suppressing drugs," said Dr. Thompson. "That future is now within reach, and Canada is leading the way in efforts to bring these novel treatments to patients."
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The Fens of eastern England once held vast woodlands | ScienceDaily
The Fens of eastern England, a low-lying, extremely flat landscape dominated by agricultural fields, was once a vast woodland filled with huge yew trees, according to new research.


						
Scientists from the University of Cambridge studied hundreds of tree trunks, dug up by Fenland farmers while ploughing their fields. The team found that most of the ancient wood came from yew trees that populated the area between four and five thousand years ago.

These trees, which are a nuisance when they jam farming equipment during ploughing, contain a treasure trove of perfectly preserved information about what the Fens looked like thousands of years ago.

The Fen yew woodlands suddenly died about 4,200 years ago, when the trees fell into peat and were preserved until today. The researchers hypothesise that a rapid sea level rise in the North Sea flooded the area with salt water, causing the vast woodlands to disappear.

The climate and environmental information these trees contain could be a valuable clue in determining whether this climate event could be related to other events that happened elsewhere in the world at the same time, including a megadrought in the Middle East that may have been a factor in the collapse of ancient Egypt's Old Kingdom. Their results are reported in the journal Quaternary Science Reviews.

Yew (Taxus baccata) trees are one of the longest-lived species in Europe, and can reach up to 20 metres in height. While these trees are fairly common in Cambridge College gardens and churchyards across southern England, they are absent in the Fens, the low-lying marshy region of eastern England. Much of the Fens was a wetland until it was drained between the 17th and 19th centuries using artificial drainage and flood protection. Today, the area is some of the most productive farmland in the UK, thanks to its rich peat soil.

While the area is great for farming and does have its own charms, few people would describe the Fens as spectacular: for the most part, the area is extremely flat and dominated by fields of potatoes, sugar beet, wheat and other crops. But five thousand years ago, the area was a huge forest.




"A common annoyance for Fenland farmers is getting their equipment caught on big pieces of wood buried in the soil, which can often happen when planting potatoes, since they are planted a little deeper than other crops," said lead author Tatiana Bebchuk, a PhD student from Cambridge's Department of Geography. "This wood is often pulled up and piled at the edge of fields: it's a pretty common sight to see these huge piles of logs when driving through the area."

For farmers, these logs are a nuisance. But for Bebchuk and her colleagues, they are buried treasure. The Cambridge team approached several Fenland farmers and took samples of hundreds of logs that had been dug up and discarded, to find out what secrets they might hold.

"I remember when I first saw this enormous pile of abandoned trees, it was incredible just how many there were," said Bebchuk. "But when we got them back to lab, we were even more surprised: these trees were so well-preserved, it looked as if they were cut down just yesterday."

To put current anthropogenic climate change in a long-term context of natural variability, scientists need accurate evidence from the past, and trees are some of the best recorders of past conditions: their annual growth rings contain information about temperature and hydroclimate for every growing season they witnessed. "But the further back in time we go, the less reliable evidence we have, since very old trees and well-preserved wood materials are extremely rare," said Professor Ulf Buntgen, the senior author of the study.

However, analysis by the Cambridge Tree-Ring Unit (TRU) showed that the yew trees dug up from Fenland fields were very old indeed: some of these ancient trees were 400 years old when they died. The new find provides unique climate information for over a millennium from around 5,200 years ago until about 4,200 years ago, when much of the Fens was a woodland of yew and oak: completely different than it looks today.

"Finding these very old trees in the Fens is completely unexpected -- it would be like turning a corner in rural Cambridgeshire and seeing an Egyptian pyramid -- you just wouldn't expect it," said Bebchuk. "It's the same with nature -- wood rots and decomposes easily, so you just don't expect a tree that died five or four thousand years ago to last so long."

Given that most of the Fens are barely above sea level, about 4,200 years ago, a sudden rise in sea level most likely killed the Fen woodlands. The period that the Fen woodlands died coincided with major climatic changes elsewhere in the world: at roughly the same time, a megadrought in China and the Middle East was a possible trigger of the collapse of several civilisations, including Egypt's Old Kingdom and the Akkadian Empire in Mesopotamia.

"We want to know if there is any link between these climatic events," said Bebchuk. "Are the megadroughts in Asia and the Middle East possibly related to the rapid sea level rise in northern Europe? Was this a global climate event, or was it a series of unrelated regional changes? We don't yet know what could have caused these climate events, but these trees could be an important part of solving this detective story."

"This is such a unique climate and environmental archive that will provide lots of opportunities for future studies, and it's right from Cambridge's own backyard," said Buntgen. "We often travel all over the world to collect ice cores or ancient trees, but it's really special to find such a unique archive so close to the office."
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Decoding cell fate: Key mechanism in stem cell switch identified | ScienceDaily
Stem cells can differentiate to replace dead and damaged cells. But how do stem cells decide which type of cell to become in a given situation? Using intestinal organoids, the group of Bon-Kyoung Koo at IMBA and the Institute for Basic Science identified a new gene, Daam1, that plays an essential role, switching on the development of secretory cells in the intestine. This finding, published on November 24 in Science Advances, opens new perspectives in cancer research.


						
Our bodies are, in some ways, like cars -- to keep functioning, they need to be checked and repaired regularly. In the case of our bodies, any cells that are damaged or dead need to be replaced to keep organs functioning. This replacement occurs thanks to tissue-resident adult stem cells. In contrast with embryonic stem cells, which can form any cell type in the body, adult stem cells will only form the cell types that are found in the tissue they belong to. But how do tissue-specific stem cells know which cell type to give rise to? Gabriele Colozza, a postdoctoral researcher in the lab of Bon-Kyoung Koo at IMBA -- now director at the Center for Genome Engineering, Institute for Basic Science in South Korea -- decided to investigate this question using intestinal stem cells.

Intestines -- a constant construction site 

"In our intestines, cells are exposed to extreme conditions," Colozza explains. Mechanical wear and tear, but also digestive enzymes and varying pH values all affect intestinal cells. In turn, stem cells in the intestine's mucosa differentiate to form new intestinal cells. "Damaged cells have to be replaced, but it is a delicate balance between stem cell renewal and differentiation into other cell types: uncontrolled stem cell proliferation may lead to tumor formation; on the other hand, if too many stem cells differentiate, the tissue will be depleted of stem cells and ultimately unable to self-renew."

This balance is delicately tuned by signaling pathways and feedback loops, which allow cells to communicate with each other. One important pathway is called Wnt. The Wnt pathway is known for its role in embryonic development, and if left unchecked, an overactive Wnt pathway can lead to excessive cell division and the formation of tumors.

Molecular partner identified 

A well-known antagonist of Wnt signalling -- keeping Wnt in check -- is Rnf43, which was originally identified by Bon-Kyoung Koo. Prior to this study, Rnf43 was known to target the Wnt receptor Frizzled and mark it for degradation. "We wanted to know how Rnf43 works, and also what -- in turn -- controls Rnf43 and helps it to regulate Wnt signalling." From earlier research, the scientists knew that Rnf43 on its own was not sufficient to break down the Wnt receptor Frizzled, which sits in the plasma membrane. "In our project, we used biochemical assays to identify which proteins interact with Rnf43." A key partner of Rnf43 turned out to be the protein Daam1.




To understand how Daam1 regulates Rnf43 and affects the tissues it acts in, Colozza turned to intestinal organoids. "We found that Daam1 is required for Rnf43 to be active, so for Rnf43 to regulate Wnt signaling at all. Further work in cells showed Rnf43 needs Daam1 to move the Wnt receptor Frizzled into vesicles called endosomes. From the endosomes, Frizzled is shuttled to the lysosomes where it is degraded, dampening Wnt signaling," Colozza adds.

Intestinal organoids are three-dimensional cell cultures grown from adult intestinal stem cells, allowing the researchers to mimic the intestinal mucosa. For Colozza, organoids were an opportunity to understand how Rnf43 and Daam1 affect the delicate balance of stem cell renewal and differentiation in the intestine. "We found that when we knock-out Rnf43 or Daam1, the organoids grow into tumor-like structures. These tumor-like organoids keep on growing, even if we withdraw the growth factors they usually depend on, such as R-spondin."

Switching on Paneth cell formation 

When Colozza followed up this result in mouse tissue, the researchers were in for a surprise. "When Rnf43 was missing, the intestines grew tumors -- as expected. But when Daam1 was missing, no tumors grew. We were puzzled by this striking difference: how can the loss of factors in the same pathway, that behave similarly in organoids, lead to such different outcomes?"

Looking closely at the intestines, Colozza saw that intestines lacking Rnf43 were full of a specific type of secretory cells, the Paneth cells. Intestines lacking Daam1, on the other hand, contained no extra Paneth cells. Paneth cells secrete growth factors, such as Wnt, that stimulate cell division. "Daam1 is required for the efficient formation of Paneth cells. When Daam1 is active, stem cells differentiate to form Paneth cells. When Daam1 is not active, the stem cells differentiate into another cell type."

Tumors modify their niche to grow

This link between the molecular results and Paneth cells explains the puzzling difference between intestines and organoids. "In organoid culture, we scientists provide growth factors, so the knockout of both Rnf43 and Daam1 lead to tumor-like organoids. But in the intestine, there is no little scientist providing growth factors. Instead, Paneth cells provide growth factors, like Wnt, and create the right conditions for stem cells to survive and divide. When Paneth cells are lacking -- such as when Daam1 is not active to drive cells into becoming Paneth cells -- stem cells will not divide much. But when there are too many Paneth cells -- such as in intestines lacking Rnf43 -- the excessive growth factors can contribute to the formation of tumors."

Colozza's and colleagues' study is the first genetic proof that Daam1, a member of the non-canonical Wnt pathway, is important for specifying Paneth cells, and directly involved in the development of this crucial secretory cell. The results also shed light on the importance of the stem cell niche. "We show that tumor cells modify their microenvironment, and influence their supporting environment so that they can grow better."
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Separating out signals recorded at the seafloor | ScienceDaily
Blame it on plate tectonics. The deep ocean is never preserved, but instead is lost to time as the seafloor is subducted. Geologists are mostly left with shallower rocks from closer to the shoreline to inform their studies of Earth history.


						
"We have only a good record of the deep ocean for the last ~180 million years," said David Fike, the Glassberg/Greensfelder Distinguished University Professor of Earth, Environmental, and Planetary Sciences in Arts & Sciences at Washington University in St. Louis. "Everything else is just shallow-water deposits. So it's really important to understand the bias that might be present when we look at shallow-water deposits."

One of the ways that scientists like Fike use deposits from the seafloor is to reconstruct timelines of past ecological and environmental change. Researchers are keenly interested in how and when oxygen began to build up in the oceans and atmosphere, making Earth more hospitable to life as we know it.

For decades they have relied on pyrite, the iron-sulfide mineral known as "fool's gold," as a sensitive recorder of conditions in the marine environment where it is formed. By measuring the bulk isotopic composition of sulfur in pyrite samples -- the relative abundance of sulfur atoms with slightly different mass -- scientists have tried to better understand ancient microbial activity and interpret global chemical cycles.

But the outlook for pyrite is not so shiny anymore. In a pair of companion papers published Nov. 24 in the journal Science, Fike and his collaborators show that variations in pyrite sulfur isotopes may not represent the global processes that have made them such popular targets of analysis.

Instead, Fike's research demonstrates that pyrite responds predominantly to local processes that should not be taken as representative of the whole ocean. A new microanalysis approach developed at Washington University helped the researchers to separate out signals in pyrite that reveal the relative influence of microbes and that of local climate.

For the first study, Fike worked with Roger Bryant, who completed his graduate studies at Washington University, to examine the grain-level distribution of pyrite sulfur isotope compositions in a sample of recent glacial-interglacial sediments. They developed and used a cutting-edge analytical technique with the secondary-ion mass spectrometer (SIMS) in Fike's laboratory.




"We analyzed every individual pyrite crystal that we could find and got isotopic values for each one," Fike said. By considering the distribution of results from individual grains, rather than the average (or bulk) results, the scientists showed that it is possible to tease apart the role of the physical properties of the depositional environment, like the sedimentation rate and the porosity of the sediments, from the microbial activity in the seabed.

"We found that even when bulk pyrite sulfur isotopes changed a lot between glacials and interglacials, the minima of our single grain pyrite distributions remained broadly constant," Bryant said. "This told us that microbial activity did not drive the changes in bulk pyrite sulfur isotopes and refuted one of our major hypotheses."

"Using this framework, we're able to go in and look at the separate roles of microbes and sediments in driving the signals," Fike said. "That to me represents a huge step forward in being able to interpret what is recorded in these signals."

In the second paper, led by Itay Halevy of the Weizmann Institute of Science and co-authored by Fike and Bryant, the scientists developed and explored a computer model of marine sediments, complete with mathematical representations of the microorganisms that degrade organic matter and turn sulfate into sulfide and the processes that trap that sulfide in pyrite.

"We found that variations in the isotopic composition of pyrite are mostly a function of the depositional environment in which the pyrite formed," Halevy said. The new model shows that a range of parameters of the sedimentary environment affect the balance between sulfate and sulfide consumption and resupply, and that this balance is the major determinant of the sulfur isotope composition of pyrite.

"The rate of sediment deposition on the seafloor, the proportion of organic matter in that sediment, the proportion of reactive iron particles, the density of packing of the sediment as it settles to the seafloor -- all of these properties affect the isotopic composition of pyrite in ways that we can now understand," he said.

Importantly, none of these properties of the sedimentary environment are strongly linked to the global sulfur cycle, to the oxidation state of the global ocean, or essentially any other property that researchers have traditionally used pyrite sulfur isotopes to reconstruct, the scientists said.

"The really exciting aspect of this new work is that it gives us a predictive model for how we think other pyrite records should behave," Fike said. "For example, if we can interpret other records -- and better understand that they are driven by things like local changes in sedimentation, rather than global parameters about ocean oxygen state or microbial activity -- then we can try to use this data to refine our understanding of sea level change in the past."
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'Dolomite Problem': 200-year-old geology mystery resolved | ScienceDaily
For 200 years, scientists have failed to grow a common mineral in the laboratory under the conditions believed to have formed it naturally. Now, a team of researchers from the University of Michigan and Hokkaido University in Sapporo, Japan have finally pulled it off, thanks to a new theory developed from atomic simulations.


						
Their success resolves a long-standing geology mystery called the "Dolomite Problem." Dolomite -- a key mineral in the Dolomite mountains in Italy, Niagara Falls, the White Cliffs of Dover and Utah's Hoodoos -- is very abundant in rocks older than 100 million years, but nearly absent in younger formations.

"If we understand how dolomite grows in nature, we might learn new strategies to promote the crystal growth of modern technological materials," said Wenhao Sun, the Dow Early Career Professor of Materials Science and Engineering at U-M and the corresponding author of the paper published today in Science.

The secret to finally growing dolomite in the lab was removing defects in the mineral structure as it grows. When minerals form in water, atoms usually deposit neatly onto an edge of the growing crystal surface. However, the growth edge of dolomite consists of alternating rows of calcium and magnesium. In water, calcium and magnesium will randomly attach to the growing dolomite crystal, often lodging into the wrong spot and creating defects that prevent additional layers of dolomite from forming. This disorder slows dolomite growth to a crawl, meaning it would take 10 million years to make just one layer of ordered dolomite.

Luckily, these defects aren't locked in place. Because the disordered atoms are less stable than atoms in the correct position, they are the first to dissolve when the mineral is washed with water. Repeatedly rinsing away these defects -- for example, with rain or tidal cycles -- allows a dolomite layer to form in only a matter of years. Over geologic time, mountains of dolomite can accumulate.

To simulate dolomite growth accurately, the researchers needed to calculate how strongly or loosely atoms will attach to an existing dolomite surface. The most accurate simulations require the energy of every single interaction between electrons and atoms in the growing crystal. Such exhaustive calculations usually require huge amounts of computing power, but software developed at U-M's Predictive Structure Materials Science (PRISMS) Center offered a shortcut.

"Our software calculates the energy for some atomic arrangements, then extrapolates to predict the energies for other arrangements based on the symmetry of the crystal structure," said Brian Puchala, one of the software's lead developers and an associate research scientist in U-M's Department of Materials Science and Engineering.




That shortcut made it feasible to simulate dolomite growth over geologic timescales.

"Each atomic step would normally take over 5,000 CPU hours on a supercomputer. Now, we can do the same calculation in 2 milliseconds on a desktop," said Joonsoo Kim, a doctoral student of materials science and engineering and the study's first author.

The few areas where dolomite forms today intermittently flood and later dry out, which aligns well with Sun and Kim's theory. But such evidence alone wasn't enough to be fully convincing. Enter Yuki Kimura, a professor of materials science from Hokkaido University, and Tomoya Yamazaki, a postdoctoral researcher in Kimura's lab. They tested the new theory with a quirk of transmission electron microscopes.

"Electron microscopes usually use electron beams just to image samples," Kimura said. "However, the beam can also split water, which makes acid that can cause crystals to dissolve. Usually this is bad for imaging, but in this case, dissolution is exactly what we wanted."

After placing a tiny dolomite crystal in a solution of calcium and magnesium, Kimura and Yamazaki gently pulsed the electron beam 4,000 times over two hours, dissolving away the defects. After the pulses, dolomite was seen to grow approximately 100 nanometers -- around 250,000 times smaller than an inch. Although this was only 300 layers of dolomite, never had more than five layers of dolomite been grown in the lab before.

The lessons learned from the Dolomite Problem can help engineers manufacture higher-quality materials for semiconductors, solar panels, batteries and other tech.

"In the past, crystal growers who wanted to make materials without defects would try to grow them really slowly," Sun said. "Our theory shows that you can grow defect-free materials quickly, if you periodically dissolve the defects away during growth."

The research was funded by the American Chemical Society PRF New Doctoral Investigator grant, the U.S. Department of Energy and the Japanese Society for the Promotion of Science.
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How shipwrecks are providing a refuge for marine life | ScienceDaily
An estimated 50,000 shipwrecks can be found around the UK's coastline and have been acting as a hidden refuge for fish, corals and other marine species in areas still open to destructive bottom towed fishing, a new study has shown.


						
Many of these wrecks have been lying on the seabed for well over a century, and have served as a deterrent to fishers who use bottom towed trawling to secure their catches.

As a result, while many areas of the seabed have been damaged significantly in areas of heavy fishing pressure, the seabed in and around shipwrecks remains largely unblemished.

The new research found that the average density of marine life in areas still open to trawling was 240% greater within wreck sites than in sites actively being used for bottom towed fishing.

In parts of the seabed within a 50m radius of the wrecks, the difference was even greater with the density of marine life 340% greater than in the control sites.

Conversely, in sites closed to trawling, the abundance was 149% greater than on wrecks and 85% greater than on the seabed within a 50m radius of the wrecks.

The study, conducted by the University of Plymouth and Blue Marine Foundation, has been published in the journal Marine Ecology, and is the first to demonstrate the increased ecological importance of shipwrecks -- and the areas surrounding them -- in areas of heavy fishing pressure.




Jenny Hickman, the study's lead author, completed the research as part of her MSc Marine Conservation programme at the University of Plymouth.

She said: "The industrial use of bottom towed fishing gear has been commonplace since the 1800s, and has significantly altered marine communities and ecosystem services. Outside of legal protection, only areas inaccessible to trawlers are offered any protection, which is why shipwreck sites are rarely subject to trawling pressure. As many have been in situ for more than 100 years, they offer a baseline of ecological potential when trawling pressure is reduced or removed."

The research was conducted around five shipwrecks off the Berwickshire coast, which are all thought to have sunk in the late 19th and early 20th centuries.

Constructed from a range of different materials, they sit between 17 and 47metres beneath the ocean surface, with some in areas open to bottom towed fishing and others in areas where some types of fishing are restricted.

The research teams, supported by local boat crews, gathered video footage of the shipwrecks, the surrounding 50m radius, and control locations more than 150m from the wreck site.

Footage of all the sites was then assessed, with the researchers, who had a particular interesting in finding species deemed to be vulnerable to trawling if it is allowed to continue.




Joe Richards, Scotland Project Manager for Blue Marine Foundation and one of the study's co-authors, said: "It has long been thought that shipwrecks could be playing an important role in providing sanctuary for marine species to utilise. It is brilliant to see this proven in this study. The research provides and insight into what might be possible if bottom towed fishing activity is reduced. This feeds into our wider understanding of shipwrecks potential to contribute to ecosystem recovery and enhancement, given the sheer number found on the seabed."

The University and the Blue Marine Foundation have worked together for many years examining the benefits of Marine Protected Areas (MPAs).

This has included studies in the Lyme Bay MPA -- off the South Coast of England -- which have provided foundational evidence for the UK Government's current approach to MPA management.

Researchers say the latest study demonstrates the importance of factoring wreck sites into future conservation plans, but also the benefits of Marine Protected Areas (MPAs) status.

Dr Emma Sheehan, Associate Professor of Marine Ecology and senior author, added: "In recent years, the UK has made significant strides in terms of measures to protect the marine environment. There is still much to be done to reach the goal of having 30% of the ocean protected by 2030, but if we are to get close to that we need detailed evidence about what makes our ocean so special and any existing initiatives that are working well. This study builds on our existing work in that regard, and highlights an impact of past human activity that is actually having a positive impact on the seabed today. It is unquestionably something that should be factored into future marine management plans."
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A fifth higher: Tropical cyclones substantially raise the Social Cost of Carbon | ScienceDaily
Extreme events like tropical cyclones have immediate impacts, but also long-term implications for societies. A new study published in the journal Nature Communications now finds: Accounting for the long-term impacts of these storms raises the global Social Cost of Carbon by more than 20 percent, compared to the estimates currently used for policy evaluations. This increase is mainly driven by the projected rise of tropical-cyclone damages to the major economies of India, USA, China, Taiwan, and Japan under global warming.


						
"Intense tropical cyclones have the power to slow down the economic development of a country for more than a decade, our analysis shows. With global warming, the share of the most intense tropical cyclones is expected to increase so it becomes more likely that economies may not be able to recover fully in between storms," explains Hazem Krichene, author and scientist at the Potsdam Institute for Climate Impact Research (PIK) at the time the research was conducted. That is why long-term implications like reductions in economic growth caused by tropical cyclones may harm economic development even stronger than the direct economic damage of the storms.

The so-called Social Cost of Carbon is a dollar estimate for future costs of societies resulting from the emission of one additional ton of carbon dioxide in the atmosphere. This key metric is widely used in policy evaluations, as it allows comparing the costs of climate change for societies with the costs of climate mitigation measures. "However, long-term effects of extreme events are not taken into account so far, so that current Social Cost of Carbon estimates only reflect a part of the actual costs. This means that the real costs are probably even higher than currently estimated and the benefits of climate mitigation consequently underestimated," co-author Franziska Piontek from PIK says.

Hotter climate, more intense tropical cyclones, higher costs 

For their study the researchers analyzed the economic damages caused by these storms in 41 tropical-cyclone prone countries over the period from 1981 to 2015 and projected them for future global warming scenarios. In contrast to previous studies they thereby accounted for the mostly negative long-term impacts of these storms on economic development. The researchers found that these impacts increase the Social Cost of Carbon by more than 20 percent globally (from 173 US$ to 212 US$ per ton CO2) and by more than 40 percent in the analyzed tropical-cyclone prone countries -- compared to the Social Cost of Carbon estimates currently used for policy evaluations.

"When it comes to extreme events, much focus is put on immediate economic damages. However, it is as crucial to better quantify the overall costs of these events to inform societies upon the real costs of climate change and the climate impacts that can be avoided by effective climate action," concludes study author Christian Otto from PIK.
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AI recognizes the tempo and stages of embryonic development | ScienceDaily
Animal embryos go through a series of characteristic developmental stages on their journey from a fertilized egg cell to a functional organism. This biological process is largely genetically controlled and follows a similar pattern across different animal species. Yet, there are differences in the details -- between individual species and even among embryos of the same species. For example, the tempo at which individual embryonic stages are passed through can vary. Such variations in embryonic development are considered an important driver of evolution, as they can lead to new characteristics, thus promoting evolutionary adaptations and biodiversity.


						
Studying the embryonic development of animals is therefore of great importance to better understand evolutionary mechanisms. But how can differences in embryonic development, such as the timing of developmental stages, be recorded objectively and efficiently? Researchers at the University of Konstanz led by systems biologist Patrick Muller are developing and using methods based on artificial intelligence (AI). In their current article in Nature Methods, they describe a novel approach that automatically captures the tempo of development processes and recognizes characteristic stages without human input -- standardized and across species boundaries.

Every embryo is a little different

Our current knowledge of animal embryogenesis and individual developmental stages is based on studies in which embryos of different ages were observed under the microscope and described in detail. Thanks to this painstaking manual work, reference books with idealized depictions of individual embryonic stages are available for many animal species today. "However, embryos often do not look exactly the same under the microscope as they do in the schematic drawings. And the transitions between individual stages are not abrupt, but more gradual," explains Muller. Manually assigning an embryo to the various stages of development is therefore not trivial even for experts and a bit subjective.

What makes it even more difficult: Embryonic development does not always follow the expected timetable. "Various factors can influence the timing of embryonic development, such as temperature," explains Muller. The AI-supported method he and his colleagues developed is a substantial step forward. For a first application example, the researchers trained their Twin Network with more than 3 million images of zebrafish embryos that were developing healthily. They then used the resulting AI model to automatically determine the developmental age of other zebrafish embryos.

Objective, accurate and generalizable

The researchers were able to demonstrate that the AI is capable of identifying key steps in zebrafish embryogenesis and detecting individual stages of development fully automatically and without human input. In their study, the researchers used the AI system to compare the developmental stage of embryos and describe the temperature dependence of embryonic development in zebrafish. Although the AI was trained with images of normally developing embryos, it was also able to identify malformations that can occur spontaneously in a certain percentage of embryos or that may be triggered by environmental toxins.

In a final step, the researchers transferred the method to other animal species, such as sticklebacks or the worm Caenorhabditis elegans, which is evolutionarily quite distant from zebrafish. "Once the necessary image material is available, our Twin Network-based method can be used to analyze the embryonic development of various animal species in terms of time and stages. Even if no comparative data for the animal species exists, our system works in an objective, standardized way," Muller explains. The method therefore holds great potential for studying the development and evolution of previously uncharacterized animal species.
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Study provides fresh insights into antibiotic resistance, fitness landscapes | ScienceDaily

Led by SFI External Professor Andreas Wagner, the researchers experimentally mapped more than 260,000 possible mutations of an E. coli protein that is essential for the bacteria's survival when exposed to the antibiotic trimethoprim.

Over the course of thousands of highly realistic digital simulations, the researchers then found that 75% of all possible evolutionary paths of the E. coli protein ultimately endowed the bacteria with such a high level of antibiotic resistance that a clinician would no longer give the antibiotic trimethoprim to a patient.

"In essence, this study suggests that bacteria like E. coli may be more adept at evolving resistance to antibiotics than we initially thought, and this has broader implications for understanding how various systems in evolutionary biology, chemistry, and other fields adapt and evolve," says Wagner, an evolutionary biologist at the University of Zurich in Switzerland.

Besides uncovering new and potentially worrisome findings about antibiotic resistance, the researchers' work also casts doubt on a longstanding theory about fitness landscapes. These genetic maps represent how well an organism -- or a part of it, like a protein -- adapts to its environment.

On fitness landscapes, different points on the landscape represent different genotypes of an organism, and the height of these points represents how well each genotype is adapted to its environment. In evolutionary biology terms, the goal is to find the highest peak, which indicates the fittest genotype.

Prevailing theory regarding fitness landscapes predicts that in highly rugged landscapes, or those with multiple peaks of fitness, most evolving populations will become trapped at lower peaks and never reach the pinnacle of evolutionary adaptation.




However, testing this theory has been exceedingly difficult until now due to the lack of experimental data on sufficiently large fitness landscapes.

To address this challenge, Wagner and colleagues used CRISPR gene editing technology to create one of the most combinatorially complete fitness landscapes to date for the E. coli dihydrofolate reductase (DHFR) protein.

What they found was surprising. The landscape had many peaks, but most were of low fitness, making them less interesting for adaptation. However, even in this rugged landscape, about 75% of the populations they simulated reached high fitness peaks, which would grant E. coli high antibiotic resistance.

The real-world implications are significant. If rugged landscapes like this are common in biological systems, it could mean that many adaptive processes, such as antibiotic resistance, may be more accessible than previously thought.

The result could ultimately lead to a re-evaluation of theoretical models in various fields and prompt further research into how real-world landscapes impact evolutionary processes.

"This has profound implications not only in biology but beyond, prompting us to reevaluate our understanding of landscape evolution across various fields," Wagner says. "We need to shift from abstract theoretical models to data-informed, realistic landscape models."
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'Strange metal' is strangely quiet in noise experiment | ScienceDaily
True to form, a "strange metal" quantum material proved strangely quiet in recent quantum noise experiments at Rice University. Published this week in Science, the measurements of quantum charge fluctuations known as "shot noise" provide the first direct evidence that electricity seems to flow through strange metals in an unusual liquidlike form that cannot be readily explained in terms of quantized packets of charge known as quasiparticles.


						
"The noise is greatly suppressed compared to ordinary wires," said Rice's Douglas Natelson, the study's corresponding author. "Maybe this is evidence that quasiparticles are not well-defined things or that they're just not there and charge moves in more complicated ways. We have to find the right vocabulary to talk about how charge can move collectively."

The experiments were performed on nanoscale wires of a quantum critical material with a precise 1-2-2 ratio of ytterbium, rhodium and silicon (YbRh2Si2), which has been studied in great depth during the past two decades by Silke Paschen, a solid-state physicist at the Vienna University of Technology (TU Wien). The material contains a high degree of quantum entanglement that produces a very unusual ("strange") temperature-dependent behavior that is very different from the one in normal metals such as silver or gold.

In such normal metals, each quasiparticle, or discrete unit, of charge is the product of incalculable tiny interactions between countless electrons. First put forward 67 years ago, the quasiparticle is a concept physicists use to represent the combined effect of those interactions as a single quantum object for the purposes of quantum mechanical calculations.

Some prior theoretical studies have suggested that the charge in a strange metal might not be carried by such quasiparticles, and shot noise experiments allowed Natelson, study lead author Liyang Chen, a former student in Natelson's lab, and other Rice and TU Wien co-authors to gather the first direct empirical evidence to test the idea.

"The shot noise measurement is basically a way of seeing how granular the charge is as it goes through something," Natelson said. "The idea is that if I'm driving a current, it consists of a bunch of discrete charge carriers. Those arrive at an average rate, but sometimes they happen to be closer together in time, and sometimes they're farther apart."

Applying the technique in YbRh2Si2 crystals presented significant technical challenges. Shot noise experiments cannot be performed on single macroscopic crystals but, rather, require samples of nanoscopic dimensions. Thus, the growth of extremely thin but nevertheless perfectly crystalline films had to be achieved, something that Paschen, Maxwell Andrews and their collaborators at TU Wien managed after almost a decade of hard work. Next, Chen had to find a way to maintain that level of perfection while fashioning wires from these thin films that were about 5,000 times narrower than a human hair.




Rice co-author Qimiao Si, the lead theorist on the study and the Harry C. and Olga K. Wiess Professor of Physics and Astronomy, said he, Natelson and Paschen first discussed the idea for the experiments while Paschen was a visiting scholar at Rice in 2016. Si said the results are consistent with a theory of quantum criticality he published in 2001 that he has continued to explore in a nearly two-decade collaboration with Paschen.

"The low shot noise brought about fresh new insights into how the charge-current carriers entwine with the other agents of the quantum criticality that underlies the strange metallicity," said Si, whose group performed calculations that ruled out the quasiparticle picture. "In this theory of quantum criticality, the electrons are pushed to the verge of localization, and the quasiparticles are lost everywhere on the Fermi surface."

Natelson said the larger question is whether similar behavior might arise in any or all of the dozens of other compounds that exhibit strange metal behavior.

"Sometimes you kind of feel like nature is telling you something," Natelson said. "This 'strange metallicity' shows up in many different physical systems, despite the fact that the microscopic, underlying physics is very different. In copper-oxide superconductors, for example, the microscopic physics is very, very different than in the heavy-fermion system we're looking at. They all seem to have this linear-in-temperature resistivity that's characteristic of strange metals, and you have to wonder is there something generic going on that is independent of whatever the microscopic building blocks are inside them."

The research was supported by the Department of Energy's Basic Energy Sciences program (DE-FG02-06ER46337), the National Science Foundation (1704264, 2220603), the European Research Council (101055088), the Austrian Science Fund (FWF I4047, FWF SFB F 86), the Austrian Research Promotion Agency (FFG 2156529, FFG 883941), the European Union's Horizon 2020 program (824109-EMP), the Air Force Office of Scientific Research (FA8665-22-1-7170), the Welch Foundation (C-1411) and the Vannevar Bush Faculty Fellowship (ONR-VB-N00014-23-1-2870).




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2023/11/231123164714.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Particulate pollution from coal associated with double the risk of mortality than PM2.5 from other sources | ScienceDaily
Exposure to fine particulate air pollutants from coal-fired power plants (coal PM2.5) is associated with a risk of mortality more than double that of exposure to PM2.5 from other sources, according to a new study led by George Mason University, The University of Texas at Austin, and Harvard T.H. Chan School of Public Health. Examining Medicare and emissions data in the U.S. from 1999 to 2020, the researchers also found that 460,000 deaths were attributable to coal PM2.5 during the study period -- most of them occurring between 1999 and 2007, when coal PM2.5 levels were highest.


						
The study was published on November 23, 2023, in Science.

While previous studies have quantified the mortality burden from coal-fired power plants, much of this research has assumed that coal PM2.5 has the same toxicity as PM2.5 from other sources.

"PM2.5 from coal has been treated as if it's just another air pollutant. But it's much more harmful than we thought, and its mortality burden has been seriously underestimated," said lead author Lucas Henneman, assistant professor in the Sid and Reva Dewberry Department of Civil, Environmental, and Infrastructure Engineering at Mason. "These findings can help policymakers and regulators identify cost-effective solutions for cleaning up the country's air, for example, by requiring emissions controls or encouraging utilities to use other energy sources, like renewables."

Using emissions data from 480 coal power plants in the U.S. between 1999 and 2020, the researchers modeled where wind carried coal sulfur dioxide throughout the week after it was emitted and how atmospheric processes converted the sulfur dioxide into PM2.5. This model produced annual coal PM2.5 exposure fields for each power plant. They then examined individual-level Medicare records from 1999 to 2016, representing the health statuses of Americans ages 65 and older and representing a total of more than 650 million person-years. By linking the exposure fields to the Medicare records, inclusive of where enrollees lived and when they died, the researchers were able to understand individuals' exposure to coal PM2.5 and calculate the impact it had on their health.

They found that across the U.S. in 1999, the average level of coal PM2.5 was 2.34 micrograms per cubic meter of air (mg/m3). This level decreased significantly by 2020, to 0.07 mg/m3. The researchers calculated that a one mg/m3 increase in annual average coal PM2.5 was associated with a 1.12% increase in all-cause mortality, a risk 2.1 times greater than that of PM2.5 from any other source. They also found that 460,000 deaths were attributable to coal PM2.5, representing 25% of all PM2.5-related deaths among Medicare enrollees before 2009.

The researchers were also able to quantify deaths attributable to specific power plants, producing a ranking of the coal-fired power plants studied based on their contribution to coal PM2.5's mortality burden. They found that 10 of these plants each contributed at least 5,000 deaths during the study period. They visualized the deaths from each power plant in a publicly available online tool (https://cpieatgt.github.io/cpie/).




The study also found that 390,000 of the 460,000 deaths attributable to coal-fired power plants took place between 1999 and 2007, averaging more than 43,000 deaths per year. After 2007, these deaths declined drastically, to an annual total of 1,600 by 2020.

"Beyond showing just how harmful coal pollution has been, we also show good news: Deaths from coal were highest in 1999 but by 2020 decreased by about 95%, as coal plants have installed scrubbers or shut down," Henneman said.

"I see this as a success story," added senior author Corwin Zigler, associate professor in the Department of Statistics and Data Sciences at UT Austin and founding member of the UT Center for Health & Environment: Education & Research. "Coal power plants were this major burden that U.S. policies have already significantly reduced. But we haven't completely eliminated the burden -- so this study provides us a better understanding of how health will continue to improve and lives will be saved if we move further toward a clean energy future."

The researchers pointed out the study's continuing urgency and relevance, writing in the paper that coal power is still part of some U.S. states' energy portfolios and that global coal use for electricity generation is even projected to increase.

"As countries debate their energy sources -- and as coal maintains a powerful, almost mythical status in American energy lore -- our findings are highly valuable to policymakers and regulators as they weigh the need for cheap energy with the significant environmental and health costs," said co-author Francesca Dominici, Clarence James Gamble Professor of Biostatistics, Population, and Data Science at Harvard Chan School and director of the Harvard Data Science Initiative.

Funding for the study came from the National Institutes of Health (grants R01ES026217, R01MD012769, R01ES028033, 1R01ES030616, 1R01AG066793, 1R01MD016054-01A1, 1R01ES 034373-01, 1RF1AG080948, and 1R01ES029950); the Environmental Protection Agency (grant 835872); the EmPOWER Air Data Challenge (grant LRFH); the Alfred P. Sloan Foundation (grant G-2020-13946); and the Health Effects Institute (grants R-82811201 and 4953).
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Telescope Array detects second highest-energy cosmic ray ever | ScienceDaily
In 1991, the University of Utah Fly's Eye experiment detected the highest-energy cosmic ray ever observed. Later dubbed the Oh-My-God particle, the cosmic ray's energy shocked astrophysicists. Nothing in our galaxy had the power to produce it, and the particle had more energy than was theoretically possible for cosmic rays traveling to Earth from other galaxies. Simply put, the particle should not exist.


						
The Telescope Array has since observed more than 30 ultra-high-energy cosmic rays, though none approaching the Oh-My-God-level energy. No observations have yet revealed their origin or how they are able to travel to the Earth.

On May 27, 2021, the Telescope Array experiment detected the second-highest extreme-energy cosmic ray. At 2.4 x 1020eV, the energy of this single subatomic particle is equivalent to dropping a brick on your toe from waist height. Led by the University of Utah (the U) and the University of Tokyo, the Telescope Array consists of 507 surface detector stations arranged in a square grid that covers 700 km2 (~270 miles2) outside of Delta, Utah in the state's West Desert. The event triggered 23 detectors at the north-west region of the Telescope Array, splashing across 48 km2 (18.5 mi2). Its arrival direction appeared to be from the Local Void, an empty area of space bordering the Milky Way galaxy.

"The particles are so high energy, they shouldn't be affected by galactic and extra-galactic magnetic fields. You should be able to point to where they come from in the sky," said John Matthews, Telescope Array co-spokesperson at the U and co-author of the study. "But in the case of the Oh-My-God particle and this new particle, you trace its trajectory to its source and there's nothing high energy enough to have produced it. That's the mystery of this -- what the heck is going on?"

In their observation that published on Nov. 24, 2023, in the journal Science, an international collaboration of researchers describe the ultra-high-energy cosmic ray, evaluate its characteristics, and conclude that the rare phenomena might follow particle physics unknown to science. The researchers named it the Amaterasu particle after the sun goddess in Japanese mythology. The Oh-My-God and the Amaterasu particles were detected using different observation techniques, confirming that while rare, these ultra-high energy events are real.

"These events seem like they're coming from completely different places in the sky. It's not like there's one mysterious source," said John Belz, professor at the U and co-author of the study. "It could be defects in the structure of spacetime, colliding cosmic strings. I mean, I'm just spit-balling crazy ideas that people are coming up with because there's not a conventional explanation."

Natural particle accelerators

Cosmic rays are echoes of violent celestial events that have stripped matter to its subatomic structures and hurled it through universe at nearly the speed of light. Essentially cosmic rays are charged particles with a wide range of energies consisting of positive protons, negative electrons, or entire atomic nuclei that travel through space and rain down onto Earth nearly constantly.




Cosmic rays hit Earth's upper atmosphere and blasts apart the nucleus of oxygen and nitrogen gas, generating many secondary particles. These travel a short distance in the atmosphere and repeat the process, building a shower of billions of secondary particles that scatter to the surface. The footprint of this secondary shower is massive and requires that detectors cover an area as large as the Telescope Array. The surface detectors utilize a suite of instrumentation that gives researchers information about each cosmic ray; the timing of the signal shows its trajectory and the amount of charged particles hitting each detector reveals the primary particle's energy.

Because particles have a charge, their flight path resembles a ball in a pinball machine as they zigzag against the electromagnetic fields through the cosmic microwave background. It's nearly impossible to trace the trajectory of most cosmic rays, which lie on the low- to middle-end of the energy spectrum. Even high-energy cosmic rays are distorted by the microwave background. Particles with Oh-My-God and Amaterasuenergy blast through intergalactic space relatively unbent. Only the most powerful of celestial events can produce them.

"Things that people think of as energetic, like supernova, are nowhere near energetic enough for this. You need huge amounts of energy, really high magnetic fields to confine the particle while it gets accelerated," said Matthews.

Ultra-high-energy cosmic rays must exceed 5 x 1019 eV. This means that a single subatomic particle carries the same kinetic energy as a major league pitcher's fast ball and has tens of millions of times more energy than any human-made particle accelerator can achieve. Astrophysicists calculated this theoretical limit, known as the Greisen-Zatsepin-Kuzmin (GZK) cutoff, as the maximum energy a proton can hold traveling over long distances before the effect of interactions of the microwave background radiation take their energy. Known source candidates, such as active galactic nuclei or black holes with accretion disks emitting particle jets, tend to be more than 160 million light years away from Earth. The new particle's 2.4 x 1020 eV and the Oh-My-God particle's 3.2 x 1020 eV easily surpass the cutoff.

Researchers also analyze cosmic ray composition for clues of its origins. A heavier particle, like iron nuclei, are heavier, have more charge and are more susceptible to bending in a magnetic field than a lighter particle made of protons from a hydrogen atom. The new particle is likely a proton. Particle physics dictates that a cosmic ray with energy beyond the GZK cutoff is too powerful for the microwave background to distort its path, but back tracing its trajectory points towards empty space.

"Maybe magnetic fields are stronger than we thought, but that disagrees with other observations that show they're not strong enough to produce significant curvature at these ten-to-the-twentieth electron volt energies," said Belz. "It's a real mystery."

Expanding the footprint




The Telescope Array is uniquely positioned to detect ultra-high-energy cosmic rays. It sits at about 1,200 m (4,000 ft), the elevation sweet-spot that allows secondary particles maximum development, but before they start to decay. Its location in Utah's West Desert provides ideal atmospheric conditions in two ways: the dry air is crucial because humidity will absorb the ultraviolet light necessary for detection; and the region's dark skies are essential, as light pollution will create too much noise and obscure the cosmic rays.

Astrophysicists are still baffled by the mysterious phenomena. The Telescope Array is in the middle of an expansion that that they hope will help crack the case. Once completed, 500 new scintillator detectors will expand the Telescope Array will sample cosmic ray-induced particle showers across 2,900 km2  (1,100 mi2 ), an area nearly the size of Rhode Island. The larger footprint will hopefully capture more events that will shed light on what's going on.
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New clues into the head-scratching mystery of itch | ScienceDaily
Scientists at Harvard Medical School have shown for the first time that a common skin bacterium -- Staphylococcus aureus -- can cause itch by acting directly on nerve cells.


						
The findings, based on research in mice and in human cells, are reported Nov. 22 in Cell. The research adds an important piece to the long-standing puzzle of itch and helps explain why common skin conditions like eczema and atopic dermatitis are often accompanied by persistent itch.

In such conditions, the equilibrium of microorganisms that keep our skin healthy is often thrown off balance, allowing S. aureus to flourish, the researchers said. Up until now, the itch that occurs with eczema and atopic dermatitis was believed to arise from the accompanying inflammation of the skin. But the new findings show that S. aureus single-handedly causes itch by instigating a molecular chain reaction that culminates in the urge to scratch.

"We've identified an entirely novel mechanism behind itch -- the bacterium Staph aureus, which is found on almost every patient with the chronic condition atopic dermatitis. We show that itch can be caused by the microbe itself," said senior author Isaac Chiu, associate professor of immunology in the Blavatnik Institute at HMS.

The study experiments showed that S. aureus releases a chemical that activates a protein on the nerve fibers that transmit signals from the skin to the brain. Treating animals with an FDA-approved anti-clotting medicine successfully blocked the activation of the protein to interrupt this key step in the itch-scratch cycle. The treatment relieved symptoms and minimized skin damage.

The findings can inform the design of oral medicines and topical creams to treat persistent itch that occurs with various conditions linked to an imbalance in the skin microbiome, such as atopic dermatitis, prurigo nodularis, and psoriasis.

The repeated scratching that is a hallmark of these conditions can cause skin damage and amplify inflammation.




"Itch can be quite debilitating in patients who suffer from chronic skin conditions. Many of these patients carry on their skin the very microbe we've now shown for the first time can induce itch," said study first author Liwen Deng, a postdoctoral research fellow in the Chiu Lab.

Identifying the molecular spark plug that ignites itch 

Researchers exposed the skin of mice to S. aureus. The animals developed intensifying itch over several days, and the repeated scratching caused worsening skin damage that spread beyond the original site of exposure.

Moreover, mice exposed to S. aureus became hypersensitive to innocuous stimuli that would not typically cause itch. The exposed mice were more likely than unexposed mice to develop abnormal itching in response to a light touch.

This hyperactive response, a condition called alloknesis, is common in patients with chronic conditions of the skin characterized by persistent itch. But it can also happen in people without any underlying conditions -- think of that scratchy feeling you might get from a wool sweater.

To determine how the bacterium triggered itch, the researchers tested multiple modified versions of the S. aureus microbe that were engineered to lack specific pieces of the bug's molecular makeup. The team focused on 10 enzymes known to be released by this microbe upon skin contact. One after another, the researchers eliminated nine suspects -- showing that a bacterial enzyme called protease V8 was single-handedly responsible for initiating itch in mice. Human skin samples from patients with atopic dermatitis also had more S. aureus and higher V8 levels than healthy skin samples.




The analyses showed that V8 triggers itch by activating a protein called PAR1, which is found on skin neurons that originate in the spinal cord and carry various signals -- touch, heat, pain, itch -- from the skin to the brain. Normally, PAR1 lies dormant but upon contact with certain enzymes, including V8, it gets activated. The research showed that V8 snips one end of the PAR1 protein and awakens it. Experiments in mice showed that once activated, PAR1 initiates a signal that the brain eventually perceives as itch. When researchers repeated the experiments in lab dishes containing human neurons, they also responded to V8.

Interestingly, various immune cells implicated in skin allergies and classically known to cause itch -- mast cells and basophils -- did not drive itch after bacterial exposure, the experiments showed. Nor did inflammatory chemicals called interleukins, or white cells, which are activated during allergic reactions and are also known to be elevated in skin diseases and even in certain neurologic disorders.

"When we started the study, it was unclear whether the itch was a result of inflammation or not," Deng said. "We show that these things can be decoupled, that you don't necessarily have to have inflammation for the microbe to cause itch, but that the itch exacerbates inflammation on the skin."

Interrupting the itch-scratch cycle

Because PAR1 -- the protein activated by S. aureus -- is involved in blood-clotting, researchers wanted to see whether an already approved anticlotting drug that blocks PAR1 would stop itch. It did.

The itchy mice whose skin was exposed to S. aureus experienced rapid improvement when treated with the drug. Their desire to scratch diminished dramatically, as did the skin damage caused by scratching.

Moreover, once treated with PAR1 blockers, the mice no longer experienced abnormal itch in response to innocuous stimuli.

The PAR1 blocker is already used in humans to prevent blood clots and could be repurposed as anti-itch medication. For example, the researchers noted, the active ingredient in the medicine could become the basis for anti-itch topical creams.

One immediate question that the researchers plan to explore in future work is whether other microbes besides S. aureus can trigger itch.

"We know that many microbes, including fungi, viruses, and bacteria, are accompanied by itch but how they cause itch is not clear," Chiu said.

Beyond that, the findings raise a broader question: Why would a microbe cause itch? Evolutionarily speaking, what's in it for the bacterium?

One possibility, the researchers said, is that pathogens may hijack itch and other neural reflexes to their advantage. For example, previous research has shown that the TB bacterium directly activates vagal neurons to cause cough, which might enable it to spread more easily from one host to another.

"It's a speculation at this point, but the itch-scratch cycle could benefit the microbes and enable their spread to distant body sites and to uninfected hosts," Deng said. "Why do we itch and scratch? Does it help us, or does it help the microbe? That's something that we could follow up on in the future."

The work was funded by the National Institutes of Health (grants R01AI168005, R01AI153185, R01NS065926, R01NS102161, R01NS111929, R37AI052453, R01AR076082, U01AI152038, UM1AI151958, R01AI153185, R01JL160582, F32AI172080, T32AI049928, 1R21AG075419), Food Allergy Science Initiative (FASI), Burroughs Wellcome Fund, Drako Family Fund, Jackson-Wijaya Research Fund, Canadian Institutes of Health Research (CIHR) (grants 376560 and 469411), and ANR-PARCURE (PRCE-CE18, 2020).

Chiu serves on the scientific advisory board of GSK Pharmaceuticals. Provisional patent application Serial No. 63/438,668, in which some coauthors are listed as inventors, was filed based on these findings.
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Lowering a form of brain cholesterol reduces Alzheimer's-like damage in mice | ScienceDaily
In Alzheimer's disease and related dementias, cognitive decline is driven by the overaccumulation of a normal brain protein known as tau. Wherever tau builds up, nearby brain tissue starts to degenerate and die.


						
Now, researchers at Washington University School of Medicine in St. Louis have found -- in mice -- that Alzheimer's-like tau deposits in the brain lead to the accumulation of a form of cholesterol known as cholesteryl esters, and that lowering cholesteryl ester levels helps prevent brain damage and behavioral changes.

"This has important therapeutic implications," said senior author David M. Holtzman, MD, the Barbara Burton and Reuben M. Morriss III Distinguished Professor of Neurology. "The compound we used in this study has side effects that make it unsuitable for use in people. But if you could develop a therapy that reduces cholesteryl esters inside brain cells without unacceptable side effects, it would be a promising candidate to test in neurodegenerative diseases."

The findings are published Nov. 22 in the journal Neuron.

The link between cholesterol and dementia is not as far-fetched as it might seem. The biggest genetic risk factor for Alzheimer's is APOE, a gene involved in activating the brain's immune cells. When such cells are activated in the wrong way or at the wrong time, they can damage brain tissue. But APOE also has another important job in the body: It carries cholesterol and other lipids around in the blood. In this capacity, it plays a role in atherosclerosis.

To investigate the connections between APOE, lipids and brain damage, Holtzman and first author Alexandra Litvinchuk, PhD, a postdoctoral researcher, studied mice with a high-risk tau gene that predisposes them to accumulate tau in their brains. Such mice start developing signs of neurodegeneration around 6 months of age. By 91/2 months, their brains are severely damaged, and they no longer are able to complete ordinary tasks of mouse life such as properly building a nest. The mice also carried a second genetic modification: Their own APOE genes had been removed and either replaced with a variant of the human APOE gene -- APOE3, which confers an average risk of Alzheimer's; or APOE4, which doubles or triples the risk of Alzheimer's -- or not replaced at all.

Investigation revealed that APOE4 is linked to distorted lipid metabolism in the brain. In 91/2-month-old tau mice carrying APOE4, the same brain areas that became atrophied and damaged also amassed excess lipids, and in a strange pattern. Levels of more than 180 kinds of lipids were altered. Among the most striking differences was that immune cells known as microglia in those areas were filled to the brim with cholesteryl esters. APOE3 did not have the same effect. The measurement of the brain lipids was done in collaboration with scientists at the company Denali Therapeutics led by Gilbert Di Paolo, PhD.




"Microglia filled up with lipids become hyperinflammatory and start secreting things that are not good for the brain," Holtzman said.

Therefore, clearing out lipids potentially could reduce brain inflammation and neurodegeneration, he said. To find out, Litvinchuk and Holtzman used an LXR agonist, a member of an experimental class of drugs that lowers lipid levels in cells. The researchers fed the drug, called GW3965, to tau mice carrying APOE4, starting at 6 months of age. The mice were assessed at 91/2 months, by which point their brains normally would have sustained considerable damage. Mice that had received the drug retained significantly more brain volume than those that had received a placebo. They also had lower levels of tau, fewer inflammatory cells and less inflammation, less loss of synapses in their brains, and were better at building nests.

Further investigation revealed that the LXR agonist works by upregulating a gene called Abca1 that helps move cholesterol and other lipids out of cells. Using genetic methods to increase Abca1 levels had the same effect as drug treatment: less lipid accumulation, lower levels of tau, less inflammation and reduced neurodegeneration.

"What's exciting is that we see all these effects in an animal model that shares a lot of features with human neurodegenerative diseases," Holtzman said. "It shows that this kind of approach could have a lot of promise."

One major obstacle stands in the way of translating this approach to people, Holtzman added. LXR agonists also affect lipid metabolism in the liver, and so they tend to cause fatty liver disease. Chemists are hard at work trying to design LXR agonists without that side effect. If they succeed, the resulting drugs may have benefits for heart disease as well as brain disease.

"There's a lot of similarity between the mechanism that's driving immune cells to damage the brain in Alzheimer's disease and the one that's driving the same kinds of immune cells to cause vascular damage in atherosclerosis," Holtzman said. "In both cases, lipids accumulate in immune cells, causing them to become hyperinflammatory and damage nearby tissues. Getting rid of that lipid accumulation may have double benefits for human health."
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Revolutionary breakthrough in the manufacture of photovoltaic cells | ScienceDaily
The University of Ottawa, together with national and international partners, has achieved a world first by manufacturing the first back-contact micrometric photovoltaic cells.


						
The cells, with a size twice the thickness of a strand of hair, have significant advantages over conventional solar technologies, reducing electrode-induced shadowing by 95% and potentially lowering energy production costs by up to three times.

The technological breakthrough -- led by Mathieu de Lafontaine, a postdoctoral researcher at the University of Ottawa and a part-time physics professor; and Karin Hinzer, vice-dean, research, and University Research Chair in Photonic Devices for Energy at the Faculty of Engineering -- paves the way for a new era of miniaturization in the field of electronic devices.

The micrometric photovoltaic cell manufacturing process involved a partnership between the University of Ottawa, the Universite de Sherbrooke in Quebec and the Laboratoire des Technologies de la Microelectronique in Grenoble, France.

"These micrometric photovoltaic cells have remarkable characteristics, including an extremely small size and significantly reduced shadowing. Those properties lend themselves to various applications, from densification of electronic devices to areas such as solar cells, lightweight nuclear batteries for space exploration and miniaturization of devices for telecommunications and the internet of things," Hinzer says.

A breakthrough with huge potential

"This technological breakthrough promises significant benefits for society. Less expensive, more powerful solar cells will help accelerate the energy shift. Lightweight nuclear batteries will facilitate space exploration, and miniaturization of devices will contribute to the growth of the internet of things and lead to more powerful computers and smartphones," de Lafontaine says.




"The development of these first back-contact micrometric photovoltaic cells is a crucial step in the miniaturization of electronic devices," he adds.

"Semiconductors are vital in the shift to a carbon-neutral economy. This project is one of many research initiatives that we're undertaking at the Faculty of Engineering to achieve our societal goals," says Hinzer. Semiconductors are included in three of the five research areas at the Faculty of Engineering, namely, information technologies, photonics and emerging materials, and two of the four strategic areas of research at the University of Ottawa, namely, creating a sustainable environment and shaping the digital world.

This international partnership between Canada and France illustrates the importance of innovation and research in micromanufacturing, leading the way to a future in which technology will become more powerful and accessible than ever. It also marks an historic step in the evolution of the global scientific and technology scene.

This initiative was funded by the Natural Sciences and Engineering Research Council of Canada, the Fonds de recherche du Quebec Nature et technologies, the Horizon Europe Framework program, Prompt Quebec and STACE Inc.
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Chemists use oxygen, copper 'scissors' to make cheaper drug treatments possible | ScienceDaily
Drugs to treat cancer are often very expensive to produce, resulting in high costs for the patients who need them. Thanks to pathbreaking research by UCLA chemists, led by organic chemistry professor Ohyun Kwon, the price of drug treatments for cancer and other serious illnesses may soon plummet.


						
One chemical used in some anti-cancer drugs, for example, costs pharmaceutical companies $3,200 per gram -- 50 times more than a gram of gold. The UCLA researchers devised an inexpensive way to produce this drug molecule from a chemical costing just $3 per gram. They were also able to apply the process to produce many other chemicals used in medicine and agriculture for a fraction of the usual cost.

This feat, published in the journal Science, involves a process known as "aminodealkenylation." Using oxygen as a reagent and copper as a catalyst to break the carbon-carbon bonds of many different organic molecules, the researchers replaced these bonds with carbon-nitrogen bonds, converting the molecules into derivatives of ammonia called amines.

Because amines interact strongly with molecules in living plants and animals, they are widely used in pharmaceuticals, as well as in agricultural chemicals. Familiar amines include nicotine, cocaine, morphine and amphetamine, and neurotransmitters like dopamine. Fertilizers, herbicides and pesticides also contain amines.

Industrial production of amines is therefore of great interest, but the raw materials and reagents are often expensive, and the processes can require many complicated steps to complete. Using fewer steps and no expensive ingredients, the process developed at UCLA can produce valuable chemicals at a much lower cost than current methods.

"This has never been done before," Kwon said. "Traditional metal catalysis uses expensive metals such as platinum, silver, gold and palladium, and other precious metals such as rhodium, ruthenium and iridium. But we are using oxygen and copper, one of the world's most abundant base metals."

The new method uses a form of oxygen called ozone, a potent oxidant, to break the carbon-carbon bond in hydrocarbons called alkenes, and a copper catalyst to couple the broken bond with nitrogen, turning the molecule into an amine. In one example, the researchers produced a c-Jun N-terminal kinase inhibitor -- an anti-cancer drug -- in just three chemical steps, instead of the 12 or 13 steps previously needed. The cost per gram can thus be reduced from thousands of dollars to just a few dollars.

In another example, the protocol took just one step to convert adenosine -- a neurotransmitter and DNA building block that costs less than 10 cents per gram -- into the amine N6-methyladenosine. The amine plays crucial roles in controlling gene expression in cellular, developmental and disease processes, and its production cost has previously been $103 per gram.

Kwon's research group was able to modify hormones, pharmaceutical reagents, peptides and nucleosides into other useful amines, showing the new method's potential to become a standard production technique in drug manufacturing and many other industries.

The research was funded by the National Institutes of Health.
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Predicting the fate of shallow coastal ecosystems for the year 2100 | ScienceDaily
A new study of shallow-water ecosystems estimates that, by 2100, climate change and coastal land usage could result in significant shrinkage of coral habitats, tidal marshes, and mangroves, while macroalgal beds remain stable and seagrass meadows potentially expand. Hirotada Moki of the Port and Airport Research Institute, Japan, and colleagues present their findings in the open-access journal PLOS Climate.


						
Shallow-water ecosystems absorb a significant amount of carbon dioxide and are therefore expected to help mitigate climate change. Meanwhile, these ecosystems themselves will likely be affected by climate change, including warming seawater. However, it has been unclear exactly how climate change might impact the future size of shallow-water ecosystems.

To help clarify their fate, Moki and colleagues estimated future changes in the total area occupied by the five shallow-water ecosystems thought to be most important: seagrass meadows, macroalgal beds, tidal marshes, mangroves, and coral habitats.

They combined data on the ecosystems' current sizes and distributions with topographic data, and applied a global climate model to calculate potential changes through 2100. They considered two standardized hypothetical scenarios, one representing the lowest predictions for future greenhouse gas emissions (RCP2.6) and the other the highest (RCP8.5).

The analysis estimates that, by 2100, global coral habitat could shrink by up to 74 percent. Meanwhile, seagrass meadows could expand by up to 11 percent because of a predicted increase in the depth to which photosynthesis-powering sunlight can penetrate these habitats. For macroalgal beds, that depth is not predicted to vary greatly, resulting in an estimated maintenance of present area through 2100.

The estimates also suggest that tidal marshes and mangroves will retain their present size because shrinkage caused by rising sea level will be offset by expansion to new areas. However, after accounting for coastal development and land use, the analysis estimates that tidal marshes may shrink by 91.9 percent and mangroves by 74.3 percent.

On the basis of these findings, the researchers suggest employing an optimal mix of shallow-water ecosystems and man-made infrastructure to counteract coral-habitat shrinkage. Meanwhile, appropriate coastal management could harness the climate change-mitigating effects of the other four ecosystems.

The authors add: "Although global coral habitat considerably can considerably shrink (as much as 75%), other shallow water ecosystems (macroalgal beds, mangroves, tidal marshes and seagrass meadows) can remain or increase in the future.If appropriate coastal management (e.g., to consider the effect of hard infrastructure for landward shift of ecosystems) is achieved, the four shallow water ecosystems can help mitigate the climate change influences."
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Casas del Turunuelo, a site of repeated animal sacrifice in Iron Age Spain | ScienceDaily
The Iron Age site of Casas del Turunuelo was used repeatedly for ritualized animal sacrifice, according to a multidisciplinary study published November 22, 2023 in the open-access journal PLOS ONE by Ma Pilar Iborra Eres of the Institut Valencia de Conservacio, Restauracio i Investigacio, Spain, Sebastian Celestino Perez of Consejo Superior de Investigaciones Cientificas, Spain, and their colleagues.


						
Archaeological sites with evidence of major animal sacrifices are rarely known from the Iron Age of the Mediterranean region, and there is a gap between information offered by written sources and by the archaeological record. This makes it difficult to establish a clear understanding of the patterns and protocols of this practice. In this study, researchers examine a well-preserved example of mass animal sacrifice from an Iron Age building in southwest Spain known as Casas del Turunuelo, associated to Tartessos and dating toward the end of the 5th Century BCE.

The authors examined and dated 6770 bones belonging to 52 sacrificed animals which were buried in three sequential phases. The identified animals were predominantly adult horses, with smaller numbers of cattle and pigs and one dog. In the first two phases, skeletons were mostly complete and unaltered, but in the third phase, skeletons (except equids) show signs of having been processed for food, suggesting that some sort of meal accompanied this ritual. These data indicate that this space was used repeatedly over several years for sacrificial rituals whose practices and purposes varied.

This case study allows researchers to establish details about ritual protocols at this site, including the intentional selection of adult animals rather than young, and the importance of fire evidenced by the presence of burned plant and animal remains. Casas del Turunuelo also exhibits unique features compared to other sites, such as the high abundance of sacrificed horses. This study advances efforts to contextualize ritual animal sacrifices across Europe.

The authors add: "This study highlights the role of mass animal sacrifices in the context of Iron Age European societies. Zooarchaeological, taphonomic and microstratigraphic investigations shed light on animal sacrifice practices and the Tartessian ritual behavior at the Iron Age site of Casas del Turunuelo (Badajoz, Spain)."
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Earliest known European common hippopotamus fossil reveals their Middle Pleistocene dispersal | ScienceDaily
Modern hippos first dispersed in Europe during the Middle Pleistocene, according to a study published November 22, 2023 in the open-access journal PLOS ONE by Beniamino Mecozzi of the Sapienza University of Rome and colleagues.


						
Modern hippos, Hippopotamus amphibius, arose from African ancestors during the Quaternary, a time when hippos were widespread in Europe. However, the details of the modern species' origin and dispersal into Europe are unclear and highly debated. In this study, Mecozzi and colleagues provide new insights via analysis of a fossil hippo skull from the study area of Tor di Quinto in Rome.

The skull of Tor di Quinto, currently housed at the Earth Science University Museum of Sapienza University of Rome, is among the most complete hippo specimens known from Pleistocene Europe, but its significance has been unclear due to uncertainties about its age and where exactly it was originally excavated. Following restoration of the skull in 2021, researchers were able to analyze the composition of sediments found within the skull cavities, revealing a match to the local Valle Guilia Formation, indicating a geologic age for this skull between 560,000-460,000 years old. Cranial and dental morphologies also confirmed the identity of this skull as the modern species Hippopotamus amphibius.

This research reveals this skull to be the oldest known fossil of this modern hippo species in Europe. These results shed light on the history of hippos in Europe, reinforcing the hypothesis of an early dispersal during the Middle Pleistocene and bolstering broader understanding of the deep history of these large mammals. Hippos are highly influential species within modern and ancient ecosystems, and they are valuable indicators of past climate and environmental conditions.

The authors add: "Restoring the mammal skeletons exposed at the University Museum of Earth Science, Terra, Sapienza University of Rome offers new data for old fossils. The multidisciplinary study of the skull from Cava Montanari (Roma) redefines the first dispersal of Hippopotamus amphibius in Europe."
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New tool to enable exploration of human-environment interactions | ScienceDaily
Spurred by the current climate crisis, there has been a heightened attention within the scientific community in recent years to how past climate variation contributed to historic human migration and other behaviors.


						
Now, an international group of scientists -- including archaeologists, historians, climate scientists, paleo-scientists, a volcanologist and others -- are calling for a strengthened commitment to transdisciplinary collaboration to study past and present human-environmental interactions, which they say will advance our understanding of these complex, entangled histories. Their recommendations were published Nov. 22 in Science Advances. 

In doing so, the group has introduced a new tool, the "dahliagram," to enable researchers to analyze and visualize a wide array of quantitative and qualitative knowledge from diverse disciplinary sources and epistemological backgrounds.

"Backed by higher-resolution data concerning past climates, environmental change is increasingly seen as a crucial factor in debates concerning social, political and economic change -- and human behavior generally -- through time and space," said Michael Frachetti, a professor of archaeology in Arts & Sciences at Washington University in St. Louis, and a lead author of the paper.

"Yet interdisciplinary attempts to cross data from history, climate science, archaeology and ecology to model past social-environmental interactions are challenged by mismatched units of measure and degrees of uncertainty,"

The dahliagram attempts to overcome those challenges by creating auniversal and visual language to enable cross-disciplinary collaboration. Moreover, it allows researchers to compress vast amounts of data into a single, easy-to-interpret model.

Named for the dahlia flower whose petals bloom in concentric arrays , the dahliagram's "petals" illustrate the relative impact of different pull and push factors contributing to human behavior over time. For example, the petals could represent the climate and environment, conflicts, politics and power, technology and resource availability. These are just examples, though. One of the benefits of the tool is that it is fully customizable to meet each study's needs.




According to Frachetti, the tool is meant to stimulate conceptual thinking and promote critical engagement, dialogue and debate. It welcomes data from domains of research like history or archaeology that are not easily quantified as factors in understanding behaviors like migration. And it requires the user to think beyond simply causality and consider the unique intersection of social, economic, political and environmental conditions for each case.

"The tool not only allows for a more nuanced understanding of complex data, but also can be a 'gut check' -- a way of testing your hypotheses and assumptions," Frachetti said.

Testing the dahliagram

To test the capabilities of the proposed dahliagram tool, the group created three models that assess the impacts of a range of factors on local- to large-scale mobility in three pivotal regions of world history: eastern Africa, inner Eurasia and the North Atlantic. These selected case studies range in chronological scale from decades to centuries to millennia.

Although the dahliagram is a universal device for human-environmental research, for the purpose of this study, the researchers focused on human mobility as a behavioral response.

In each model, "movement" is placed at the center of the dahliagram while different factors are represented in a surrounding array of petals. The team synthesized volumes of research and data on each factor and then ranked it according to its influence from low to high over three concentric rings of increasing intensity.




"One of the challenges to studying past phases of migration is that there's very rarely a single driver. It's usually a multitude of things that are impacting the people. Changes in the climate or access to resources could be one factor, but it's usually accompanied by something like war, new innovations, economic or political pressures, etc. The people in the Sahara, for example, have adapted to desertification for more than 5,000 years, making a simple driver for their patterned mobility, or a discrete migratory event, rather unlikely," Frachetti said.

An interesting thing happened when the team compared the dahliagram models for each of the three case studies. Although they are separated historically by hundreds of years and thousands of kilometers, unexpected parallels between the cases became obvious to the team.

"Population movement within emergent empires in both Asia and East Africa appears to be rooted in similar forces of political and social identity, as well as ambitious interests to acquire regional resources and stimulate trade and connectivity," the authors write. "Environmental factors were an omnipresent concern but appear to be outweighed by factors such as conflict and sovereignty.

"The historical implications of mobility within these formative empires in their respective era and region are unique, but only when visualized in the dahliagram do we see the shared correlations across an array of factors that may produce fruitful onward investigation into their behavioral similarities at the human-environmental nexus."

Overall, the group found the dahliagram to be effective in assessing population movements that occurred within richly documented historical time scales, as well as over long periods of time.

"We now hope that our new dahligram approach will be applied by many scholars from different fields across the natural and social sciences and the humanities to enhance interdisciplinary investigations into the entanglements between nature and humans," said Ulf Buntgen, a professor of environmental systems analysis in the Department of Geography at University of Cambridge, U.K., and a lead author of the paper.

Inspired by and built for transdisciplinary research

In recent years, the academic community has embraced the concept of transdisciplinary research. Like interdisciplinary or multidisciplinary research, transdisciplinary research connects scholarship from various disciplines to more fully grasp the complexity of problems and enable creative problem solving and discovery. What makes transdisciplinary research unique is that it incorporates the perspectives of non-academic stakeholders, including members of tribes and ethnic groups, historians, artists and other subject-matter experts.

Translating and effectively communicating complicated findings and uncertainties across disciplines, and with non-academic stakeholders, is not without its challenges, though. In fact, the idea for the dahliagram was inspired by the group's ongoing transdisciplinary work in the "Volcanoes, Climate and History" project, which was convened by Ulf Buntgen and Clive Oppenheimer from the University of Cambridge and supported by The Center for Interdisciplinary Research (ZiF: Zentrum fur interdisziplinare Forschung) at Bielefeld University in Germany.

The dahliagram not only enables researchers to synthesize data from various sources with different metrics, it also helps ensure equity among the various contributors, Frachetti said. Moreover, the visual nature of the dahliagram is especially helpful when communicating with various stakeholders.

"This tool allows us to gather communities of specialists and fairly and collectively express our knowledge in a way that that is on equal footing, rather than allowing one discipline to lead the way. I think that that kind of equity is a significant component of what the dahliagram provides," he said.

Ultimately, the team hopes the dahliagram will be adopted within the scientific community to stimulate further explorations of complex human behaviors by leveraging multidisciplinary team building and consensus.

According to Nicola Di Cosmo, a historian and Luce Foundation professor in East Asian Studies at the Institute for Advanced Study in Princeton, NJ and co-author of the study, the addition of the dahliagram will expand the analytical tools available for historical research.

"Historians may be encouraged to use the dahliagram to translate into a visual representation a wealth of data from multiple sources and different disciplines and thus avoid monocausal explanations derived from limited datasets," he said.

As for scientists, Frachetti said that some might initially have hesitations about the tool because it does not provide hard facts, but he hopes the community will come to appreciate the tool for what it does provide: a visualization of the facts.

"The dahliagram is a contextual tool that's meant to help you question your assumptions and consider other explanations. And that's really important because even our best 'hard facts' -- things like tree rings and our measurements to monitor the planet's health -- are conditioned by assumptions and uncertainty."

In addition to Frachetti and Buntgen, the following experts contributed to this paper: Nicola Di Cosmo, Institute for Advanced Study; Jan Esper, Johannes Gutenberg University; Lamya Khalidi, Universite Cote d'Azur CNRS, CEPAM; Franz Mauelshagen, University of Bielefeld; Clive Oppenheimer, University of Cambridge; and Eleonora Rohland, University of Bielefeld.
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Researchers develop new method for prenatal genetic testing | ScienceDaily
A team of investigators from Massachusetts General Hospital (MGH), Brigham and Women's Hospital (BWH), and the Broad Institute of MIT and Harvard have developed a non-invasive genetic test that can screen the blood of pregnant individuals to survey all genes for fetal DNA sequence variants. The team evaluated the test by examining blood samples from 51 pregnant persons, finding that the test was able to capture variants that were inherited from the mother as well as new variants that were not present in the mother and associated with prenatal diagnoses. Results from their proof-of-principle analysis are published in the New England Journal of Medicine.


						
"Our study suggests that it is feasible to screen most genes across the fetal genome using a blood test rather than requiring an invasive procedure such as amniocentesis," explains senior author Michael E. Talkowski, PhD, director of MGH's Center for Genomic Medicine, an associate professor of Neurology at Harvard Medical School (HMS), and Institute Member of the Broad Institute.

Non-invasive prenatal testing (NIPT), also known as prenatal-cell-free DNA-screening, allows a pregnant individual to receive a blood test that screens for very large changes in fetal chromosomes such as an extra copy of chromosome 21, known as Down syndrome (trisomy 21); the gain or loss of entire copies of other chromosomes; the presence and number of X and Y sex chromosomes (indicating the sex of the fetus), and, more recently, for a small number of variants that are relevant for some fetal conditions.

For many prenatal genetic diagnoses, however, it is necessary to determine individual nucleotide changes across the protein coding sequence of the genome, known as the 'exome.' Exome screening currently requires genetic testing with an invasive medical procedure such as amniocentesis that involves significant cost and carries some inherent risks to the mother and fetus. The newly developed test could offer the capacity to discover and interpret variants across the fetal exome from DNA circulating in the mother's blood. The method is referred to by the team as non-invasive fetal sequencing (NIFS).

This high-resolution NIFS approach enabled the research team to survey the exome, discover sequence changes, and distinguish potentially pathogenic variants from likely benign variants inherited from the mother. They tested their NIFS approach on 51 pregnancies that spanned all three trimesters and were representative of the pregnant population receiving care at Massachusetts General Hospital and Brigham and Women's Hospital, the founding members of the Mass General Brigham healthcare system.

The NIFS screening method used a maternal blood draw without the need for a separate genetic test on the mother or father. The research team found that the method was highly sensitive for discovering single-base DNA changes and small insertions and deletions that were present in the fetal genome but not in the maternal genome, irrespective of the amount of fetal DNA detected. "In our retrospective analysis, we were able to accurately discover and predict fetal sequence variants from the NIFS approach with >99% sensitivity from the raw data and >90% sensitivity after filtering using our analysis methods," said co-lead author Harrison Brand, PhD, an investigator in the department of Neurology at MGH and an assistant professor at HMS.

In 14 pregnancies referred for the current standard-of-care genetic testing that were also evaluated with the NIFS approach, NIFS detected all of the clinically relevant variants that were reported from invasive testing in the same individuals.




The authors conducted this initial test on 51 pregnancies, but the findings suggest that the test could potentially be done on many samples. "The clinical implications of this research are potentially profound, particularly for pregnancies in which a fetal anomaly is suspected from ultrasound and an invasive test is indicated," says co-senior author Kathryn Gray, MD, PhD, an obstetrician and clinical geneticist at Brigham and Women's Hospital and assistant professor of Obstetrics and Gynecology at HMS at the time of the study who is currently an associate professor at the University of Washington.

"It has long been known that fetal sequence variants can be obtained from cell-free fetal DNA, and exome sequencing is already part of the standard-of-care, but it currently requires an invasive procedure," adds Talkowski, who is also the Desmond and Ann Heathwood MGH Research Scholar 2015-2020, "These results suggest that non-invasive sequencing can likely capture the same genetic information from the fetal exome that is already being obtained in the standard-of-care, but from a blood test alone without the invasive procedure."

The team is currently working with other researchers to expand and validate these findings and to further develop the methods. "Our benchmarking suggests there is more room for optimization and that most variants currently captured in a standard exome test may be accessible to NIFS with further methods development," says co-lead author Christopher Whelan, PhD, a computational scientist at the Broad Institute and the Talkowski laboratory.

The team emphasizes that this is not currently a clinical test and that these early studies will need to be replicated in much larger samples. While this work is ongoing, Talkowski, Gray and their colleagues are already planning for how best to support patients as they navigate testing options and test results during pregnancy. As Dr. Gray notes, "We understand the fear and uncertainty that patients experience during pregnancy. In instances where a current standard-of-care test identifies an abnormality during prenatal diagnostic testing, we ensure that patients have access to a multi-disciplinary team, including maternal-fetal medicine and pediatric specialists, genetic counselors, and social workers to help patients understand complicated test results. Non-invasive tests, including currently available NIPT screening methods, will require the same support network."
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Drones enabled the use of defibrillators before ambulance arrival | ScienceDaily
Researchers at Karolinska Institutet have evaluated the possibility of alerting drones equipped with automated external defibrillators (AED) to patients with suspected cardiac arrest. In more than half of the cases, the drones were ahead of the ambulance by an average of three minutes. In cases where the patient was in cardiac arrest, the drone-delivered defibrillator was used in a majority of cases. The results have been published in the journal The Lancet Digital Health.


						
"The use of an AED is the single most important factor in saving lives. We have been deploying drones equipped with AED since the summer of 2020 and show in this follow-up study that drones can arrive at the scene before an ambulance by several minutes. This lead time has meant that the AED could be used by people at the scene in several cases," says Andreas Claesson, Associate Professor at the Center for Cardiac Arrest Research at the Department of Clinical Research and Education, Sodersjukhuset, Karolinska Institutet, and principal investigator of the study.

Every year, around 6000 people in Sweden suffer a sudden cardiac arrest, but only a tenth of those affected survive. Although an early shock with a AED can dramatically increase the chance of survival and there are tens of thousands of AED in the community, they are not available in people's homes where most cardiac arrests occur.

To shorten the time to defibrillation with an AED, Karolinska Institutet, together with Region Vastra Gotaland, SOS Alarm and the drone operator Everdrone, has since 2020 tested the possibility of sending out a drone with a AED at the same time as an ambulance is alerted. The project covered an area of approximately 200,000 people in western Sweden. An initial study conducted in the summer of 2020 in Gothenburg and Kungalv showed that the idea was feasible and safe.

"This more comprehensive and follow-up study now shows in a larger material that the methodology works throughout the year, summer and winter, in daylight and darkness. Drones can be alerted, arrive, deliver AED, and people on site have time to use the AED before the ambulance arrives," says Sofia Schierbeck, PhD student at the same department and first author of the study.

In the study, drones delivered a AED in 55 cases of suspected cardiac arrest. In 37 of these cases, the delivery took place before an ambulance, corresponding to 67 percent, with a median lead of 3 minutes and 14 seconds. In the 18 cases of actual cardiac arrest, the caller managed to use the AED in six cases, representing 33 percent. A shock was recommended by the device in two cases and in one case the patient survived.

"Our study now shows once and for all that it is possible to deliver AED with drones and that this can be done several minutes before the arrival of the ambulance in connection with acute cardiac arrest," says Andreas Claesson. "This time saving meant that the healthcare emergency center could instruct the person who called the ambulance to retrieve and use the AED in several cases before the ambulance arrived."

The research was mainly funded by the Swedish Heart-Lung Foundation.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2023/11/231122192311.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Autonomous excavator constructs a 6-meter-high dry-stone wall | ScienceDaily
Until today, dry stone wall construction has involved vast amounts of manual labour. A multidisciplinary team of ETH Zurich researchers developed a method of using an autonomous excavator to construct a dry- stone wall that is six metres high and sixty- five metres long. Dry stone walls are resource efficient as they use locally sourced materials, such as concrete slabs that are low in embodied energy.


						
ETH Zurich researchers deployed an autonomous excavator, called HEAP, to build a six metre-high and sixty-five-metre-long dry-stone wall. The wall is embedded in a digitally planned and autonomously excavated landscape and park.

The team of researchers included: Gramazio Kohler Research, the Robotics Systems Lab, Vision for Robotics Lab, and the Chair of Landscape Architecture. They developed this innovative design application as part of the National Centre of Competence in Research for Digital Fabrication (NCCR dfab).

Using sensors, the excavator can autonomously draw a 3D map of the construction site and localise existing building blocks and stones for the wall's construction. Specifically designed tools and machine vision approaches enable the excavator to scan and grab large stones in its immediate environment. It can also register their approximate weight as well as their centre of gravity.

An algorithm determines the best position for each stone, and the excavator then conducts the task itself by placing the stones in the desired location. The autonomous machine can place 20 to 30 stones in a single consignment -- about as many as one delivery could supply.
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Hybrid transistors set stage for integration of biology and microelectronics | ScienceDaily
Your phone may have more than 15 billion tiny transistors packed into its microprocessor chips. The transistors are made of silicon, metals like gold and copper, and insulators that together take an electric current and convert it to 1s and 0s to communicate information and store it. The transistor materials are inorganic, basically derived from rock and metal.


						
But what if you could make these fundamental electronic components part biological, able to respond directly to the environment and change like living tissue?

This is what a team at Tufts University Silklab did when they created transistors replacing the insulating material with biological silk. They reported their findings in Advanced Materials.

Silk fibroin -- the structural protein of silk fibers -- can be precisely deposited onto surfaces and easily modified with other chemical and biological molecules to change its properties. Silk functionalized in this manner can pick up and detect a wide range of components from the body or environment.

The team's first demonstration of a prototype device used the hybrid transistors to make a highly sensitive and ultrafast breath sensor, detecting changes in humidity. Further modifications of the silk layer could enable devices to detect some cardiovascular and pulmonary diseases, as well as sleep apnea, or pick up carbon dioxide levels and other gases and molecules in the breath that might provide diagnostic information. Used with blood plasma, they could potentially provide information on levels of oxygenation and glucose, circulating antibodies, and more.

Prior to the development of the hybrid transistors, the Silklab, led by Fiorenzo Omenetto, the Frank C. Doble Professor of engineering, had already used fibroin to make bioactive inks for fabrics that can detect changes in the environment or on the body, sensing tattoos that can be placed under the skin or on the teeth to monitor health and diet, and sensors that can be printed on any surface to detect pathogens like the virus responsible for COVID19.

How It Works

A transistor is simply an electrical switch, with a metal electrical lead coming in and another going out. In between the leads is the semiconductor material, so-called because it's not able to conduct electricity unless coaxed.




Another source of electrical input called a gate is separated from everything else by an insulator. The gate acts as the "key" to turn the transistor on and off. It triggers the on-state when a threshold voltage- which we will call "1" -- creates an electric field across the insulator, priming electron movement in the semiconductor and starting the flow of current through the leads.

In a biological hybrid transistor, a silk layer is used as the insulator, and when it absorbs moisture, it acts like a gel carrying whatever ions (electrically charged molecules) are contained within. The gate triggers the on-state by rearranging ions in the silk gel. By changing the ionic composition in the silk, the transistor operation changes, allowing it to be triggered by any gate value between zero and one.

"You could imagine creating circuits that make use of information that is not represented by the discrete binary levels used in digital computing, but can process variable information as in analog computing, with the variation caused by changing what's inside the silk insulator" said Omenetto. "This opens up the possibility of introducing biology into computing within modern microprocessors," said Omenetto. Of course, the most powerful known biological computer is the brain, which processes information with variable levels of chemical and electrical signals.

The technical challenge in creating hybrid biological transistors was to achieve silk processing at the nanoscale, down to 10nm or less than 1/10000th the diameter of a human hair. "Having achieved that, we can now make hybrid transistors with the same fabrication processes that are used for commercial chip manufacturing," said Beom Joon Kim, postdoctoral researcher at the School of Engineering. "This means you can make a billion of these with capabilities available today."

Having billions of transistor nodes with connections reconfigured by biological processes in the silk could lead to microprocessors which could act like the neural networks used in AI. "Looking ahead, one could imagine have integrated circuits that train themselves, respond to environmental signals, and record memory directly in the transistors rather than sending it to separate storage," said Omenetto.

Devices detecting and responding to more complex biological states, as well as large-scale analog and neuromorphic computing are yet to be created. Omenetto is optimistic for future opportunities. "This opens up a new way of thinking about the interface between electronics and biology, with many important fundamental discoveries and applications ahead."
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Researchers pinpoint brain area where people who are blind recognize faces identified by sound | ScienceDaily
Using a specialized device that translates images into sound, Georgetown University Medical Center neuroscientists and colleagues showed that people who are blind recognized basic faces using the part of the brain known as the fusiform face area, a region that is crucial for the processing of faces in sighted people.


						
The findings appeared in PLOS ONE on November 22, 2023.

"It's been known for some time that people who are blind can compensate for their loss of vision, to a certain extent, by using their other senses," says Josef Rauschecker, Ph.D., D.Sc., professor in the Department of Neuroscience at Georgetown University and senior author of this study. "Our study tested the extent to which this plasticity, or compensation, between seeing and hearing exists by encoding basic visual patterns into auditory patterns with the aid of a technical device we refer to as a sensory substitution device. With the use of functional magnetic resonance imaging (fMRI), we can determine where in the brain this compensatory plasticity is taking place."

Face perception in humans and nonhuman primates is accomplished by a patchwork of specialized cortical regions. How these regions develop has remained controversial. Due to their importance for social behavior, many researchers believe that the neural mechanisms for face recognition are innate in primates or depend on early visual experience with faces.

"Our results from people who are blind implies that fusiform face area development does not depend on experience with actual visual faces but on exposure to the geometry of facial configurations, which can be conveyed by other sensory modalities," Rauschecker adds.

Paula Plaza, Ph.D., one of the lead authors of the study, who is now at Universidad Andres Bello, Chile, says, "Our study demonstrates that the fusiform face area encodes the 'concept' of a face regardless of input channel, or the visual experience, which is an important discovery."

Six people who are blind and 10 sighted people, who served as control subjects, went through three rounds of functional MRI scans to see what parts of the brain were being activated during the translations from image into sound. The scientists found that brain activation by sound in people who are blind was found primarily in the left fusiform face area while face processing in sighted people occurred mostly in the right fusiform face area.




"We believe the left/right difference between people who are and aren't blind may have to do with how the left and right sides of the fusiform area processes faces -- either as connected patterns or as separate parts, which may be an important clue in helping us refine our sensory substitution device," says Rauschecker, who is also co-director of the Center for Neuroengineering at Georgetown University.

Currently, with their device, people who are blind can recognize a basic 'cartoon' face (such as an emoji happy face) when it is transcribed into sound patterns. Recognizing faces via sounds was a time-intensive process that took many practice sessions. Each session started with getting people to recognize simple geometrical shapes, such as horizontal and vertical lines; complexity of the stimuli was then gradually increased, so the lines formed shapes, such as houses or faces, which then became even more complex (tall versus wide houses and happy faces versus sad faces).

Ultimately, the scientists would like to use pictures of real faces and houses in combination with their device, but the researchers note that they would first have to greatly increase the resolution of the device. "We would love to be able to find out whether it is possible for people who are blind to learn to recognize individuals from their pictures. This may need a lot more practice with our device but now that we've pinpointed the region of the brain where the translation is taking place, we may have a better handle on how to fine-tune our processes," Rauschecker concludes.

In addition to Rauschecker, the other authors at Georgetown University are Laurent Renier and Stephanie Rosemann. Anne G. De Volder, who passed away while this manuscript was in preparation, was at the Neural Rehabilitation Laboratory, Institute of Neuroscience, Universite Catholique de Louvain, Brussels, Belgium.

This work was supported by a grant from the National Eye Institute (#R01 EY018923).




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2023/11/231122192254.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



New study on experience of adopted people as they become parents | ScienceDaily
Parenting is always challenging, but for adopted people becoming a mum or dad can be extra demanding, as well as extra special -- according to research from the University of East Anglia.


						
A new study is the first in to investigate the lived experiences of adopted people in the UK as they become parents.

It finds that they are affected by issues that link back to their adoption and to difficult experiences in their past -- related to loss, rejection, abuse and neglect.

Because of these difficult early experiences, many adoptees experience significant challenges, particularly as teenagers and young adults.

These included mental health problems, emotional and behavioural difficulties, education and employment, relationship problems, and substance misuse.

But while many people were parenting under the pressure of also trying to manage these challenges, becoming a mum or dad was often a key turning point and a motivation to turn their lives around.

Lead researcher Prof Beth Neil, from UEA's School of Social Work, said: "Adoption is a life-changing event, and it is really important to understand how people are affected throughout their whole life -- not just in childhood.




"Becoming a parent is a key life experience, but the research on adopted people becoming parents is very limited and has not tended to include people adopted through the child protection system, or the experiences of adopted men as fathers.

"We wanted to better understand the issues faced by people who are adopted, as they become parents themselves."

The team worked with 20 adopted men and 20 adopted women -- who were interviewed about their experiences.

Most of the participants were in their 20s and 30s and all had been adopted under the age of 12 -- with two thirds having been adopted through the child protection system.

Almost a quarter of the parents in the study were not living with their children -- including some who had themselves lost their children to care or adoption.

Prof Neil said: "We guided them to break down their life into key chapters and talk through the high points, the low points and the turning points that were most significant to them. We wanted to understand adopted people's life stories in their own words.




"What we found is that when adopted people become parents, lots of issues can come up that link back to their adoption and to difficult experiences in their past such as issues of loss, rejection, abuse and neglect.

"For some, having their first child meant meeting the first person in their life that they had a biological connection to. Others were afraid they would not bond with their child or that their child would reject them.

"Because many of the participants had a history of abuse and neglect, thinking about their birth parents often raised anxieties that they would parent their own child poorly.

"The flipside of this was the determination to try and break cycles of abuse, and we saw that for many, becoming a parent was a positive turning point.

"Because the often-difficult backgrounds of the parents, many reported problems in their teenage years and as young adults with mental health, education and employment, substance misuse, relationships with parents and partners.

"Often these problems were ongoing when they became a mum or dad, threatening their parenting and playing into their biggest fear -- that they might repeat negative cycles of neglect or abuse with their own children.

"Sadly, many adoptees feared that asking for help and expressing worries would lead to scrutiny of their parenting.

"Most people were managing well in their role as mum and dad, but a minority were still struggling with difficult problems, and a small number of parents had experienced their worst fear -- the removal of their own children. For parents who were judged unable to look after their own children, not 'breaking the cycle' was devastating."

The team say that support for adopted adults with mental health problems is a particularly pressing need, as parental mental health problems are a strong mediating factor in the link between childhood adversity and compromised parenting.

Where adoptees are still struggling with these issues when they become a parent, then support is needed at that life stage.

But ideally, the adoption system needs to recognise the need to provide support to adoptive families much earlier on, to prevent the difficulties that often become particularly challenging during the teenage years.

The study found that identity issues raised by both men and women were very similar. This is important because almost all previous research had focused just on mothers. But fathers also felt deeply about the impact of adoption on their life, and issues linked to adoption came up for them when they became dads.

"This research highlights the need for more support for adopted people both in childhood and when they become parents themselves," added Prof Neil.

This study was funded by the Economic and Social Research Council (ESRC).

'How do adopted adults see the significance of adoption and being a parent in their life stories? A narrative analysis of 40 life story interviews with male and female adoptees' is published in the journal Children and Youth Services Review.
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Survival of the fittest? New study shows how cancer cells use cell competition to evade the body's defenses | ScienceDaily
Living cells compete with each other and try to adapt to the local environment. Cells that are unable to do so are eliminated eventually. This cellular competition is crucial as the surrounding normal epithelial cells use it to identify and eliminate mutant cancer cells. Studies have reported that when activating mutants of "Ras" proteins are expressed in mammalian epithelial cells, they are pushed toward the lumen, excreted along with other bodily waste, and eliminated by competition. Epithelial cells containing Ras mutants have been reported to be removed in this manner in several organs, including the small intestine, stomach, pancreas, and lungs. This suggests that cell competition is an innate defense system orchestrated by epithelial cells to prevent the accumulation of incidentally produced cancerous cells and thereby suppress cancer formation.


						
In general, mutations in multiple genes accumulate in a stepwise manner when normal cells become cancerous. However, it is not known how cell competition is affected by this process. For instance, human colorectal cancer develops when the adenomatous polyposis coli (APC) gene becomes dysfunctional and activates "Wnt signaling," followed by the activation of Ras signaling.

In a recent study, a team of researchers from Japan, led by Associate Professor Shunsuke Kon of the Department of Cancer Biology, Institute of Biomedical Research and Innovation, Tokyo University of Science (TUS), examined the effects of the accumulation of stepwise gene mutations on cell competition and investigated the role of cell competition in the actual cancer formation process. Their study was published in Nature Communications on November 3, 2023 with Mr. Kazuki Nakai, a third year PhD student at the Graduate School of Life Sciences in TUS, as the lead author.

The study results showed that when Wnt signals were activated in epithelial cells, cell competition function was altered. Activated Ras mutant epithelial cells, which would normally be eliminated into the lumen, instead infiltrated diffusely into the tissue to form highly invasive cancerous tumors.

As senior author Dr. Kon explains, "We discovered that in epithelial tissues where Wnt and Ras signals, which commonly occur in human colorectal cancer, are activated in stages, the function of cell competition is altered. It was revealed that the production of cancer cells that diffusely infiltrate into the interstitium is promoted."

Further, the research team identified an increased expression of matrix metalloproteinase 21 (MMP21) as one of the mechanisms underlying the production of diffusely invasive cancer cells in early colorectal cancer due to abnormal cell competition. This, in turn, was shown to be directly caused by activation of nuclear factor kappa B (NF-kB) signals via the innate immune system. Blocking NF-kB signaling restored the luminal elimination of Ras mutant epithelial cells. These findings raise some intriguing questions, such as "How do transformed cells sense the cellular content that leads to the NF-B-MMP21 pathway?" and "How do surrounding cells recognize transformed cells and prepare them for cellular extrusion?" These questions will almost certainly need to be addressed in the future.

The results of this research show that cancer cells with accumulated, sequential genetic mutations, alter the function of cell competition and use it to enhance their own invasive ability. Instead of being eliminated to the lumen, they infiltrate into the tissue, producing high-grade cancer cells. While the research team did note that the cancer histopathology of the mice used in this study resembled diffuse-type cancer in humans, future research is needed to determine whether the NF-kB-MMP21 pathway is relevant to other cancers. For instance, investigating scirrhous gastric cancer, a typical diffuse-type cancer, would be particularly interesting.

Overall, these findings demonstrate that Wnt activation disrupts cell competition, and confers invasive properties on transformed cells to escape primary epithelial sites. Understanding how the molecular landscape is re-modeled to change the fate of cancer cells with high mutational burdens could be used for therapeutic purposes. This could be of interest to researchers focused on Wnt signaling or cancer research, such as those at the Koch Institute for Integrative Cancer Research at MIT and Cancer Research UK, who are working towards common goals.

Dr. Kon concludes by saying, "This study further brings forth the prospect that cell competition constrains the order of appearance of mutations during tumor development, highlighting a link between cell competition and carcinogenesis. We hope that this will pave the way for the development of new cancer treatments from the standpoint of cell competition and infiltration for the benefit of our society."
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How do temperature extremes influence the distribution of species? | ScienceDaily
As the planet gets hotter, animal and plant species around the world will be faced with new, potentially unpredictable living conditions, which could alter ecosystems in unprecedented ways. A new study from McGill University researchers, in collaboration with researchers in Spain, Mexico, Portugal, Denmark, Australia, South Africa and other universities in Canada, investigates the importance of temperature in determining where animal species are currently found to better understand how a warming climate might impact where they might live in the future.


						
To find out, the researchers tested the role of temperature as a factor that could limit a species' potential habitat range. They compared the temperatures and areas where 460 cold-blooded animal species currently live to the temperatures and areas where they could live based on their tolerance to temperatures.

They found that, unlike species living in the ocean, land animals such as reptiles, amphibians and insects have habitat ranges that are less directly impacted by temperature. The higher a species is in latitude, the lower its tendency to live in areas near the equator with temperatures they could tolerate, the researchers say. This means that, instead of tolerance to temperature, negative interactions with other species -- like with competitors or parasites -- could be what keep these species away from this potential habitat.

"It was not surprising to find that temperature doesn't always limit species ranges, but what was surprising was that, despite the complexity, we found general patterns in the role that temperature plays across species," said lead author of the study published in Nature Ecology & Evolution and PhD student in the Department of Biology, Nikki A. Moore.

"This research helps us to understand general patterns in how sensitive the distributions of different cold-blooded animal species might be to changes in temperature, which will help us to predict how the global distribution of species will change because of climate change."

A pattern that predicts species distribution

The pattern that Moore and colleagues found helps resolve two conflicting hypotheses about the distribution of life on earth.

"While it had long been thought that species ranges are less limited by temperature and more limited by species interactions in the tropics, the new work shows that higher-latitude species are increasingly excluded from their potential ranges in the tropics, supporting the idea of a trade-off between broad thermal tolerances and performance in the tropics," said Moore.

While these results provide insights into the sensitivities of species in different realms and across latitudes to climate change, the next step for this research is to test these predictions using actual observations of species range shifts, the researchers say.

The researchers say predicting and testing how species distributions respond to temperature requires on good observations of where species live. Anyone can get involved in contributing to our knowledge of species distributions through citizen science, using applications such as iNaturalist.
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A new diagnostic tool to identify and treat pathological social withdrawal, Hikikomori | ScienceDaily
Researchers at Kyushu University have developed a new tool to help clinicians and researchers assess individuals for pathological social withdrawal, known as Hikikomori. The tool, called Hikikomori Diagnostic Evaluation, or HiDE, can be a practical guide on collecting information on this globally growing pathology.


						
Hikikomori is a condition characterized by sustained physical isolation or social withdrawal for a period exceeding six months. It was first defined in Japan in 1998, and while thought to be a Japan specific 'culture-bound' syndrome, recent evidence has shown a marked growth of it worldwide. Researchers and medical professionals also fear that the recent COVID-19 pandemic has compounded the increase of hikikomori patients across the globe.

However, there is yet to be a standardized tool to identify the hikikomori pathology. The new HiDE assessment tool, developed by Associate Professor Takahiro A. Kato of the Graduate School of Medical Sciences published in World Psychiatry, is intended to be the next step in a transcultural tool to help identify and assess hikikomori individuals.

In 2013, the Kyushu University hospital established the world's first outpatient clinic for hikikomori in the hopes to research the pathology and find better methods of treatment. Over the years, Kato and his team have developed different methods for early detection of hikikomori and has even been investigating possible biomarkers of the pathology.

"HiDE is a questionnaire we've been developing at our clinic at the University Hospital. We've refined it over the years, and today it takes roughly 5-20 minutes to complete depending on the answers," explains Kato. "It's primarily divided into two sections. The first section looks at the features of the patient's behavior to see if they exhibit hikikomori. The second section is used to help us gain context to the patient's extent of social withdrawal."

The team has also added a screening form to the HiDE in case clinicians lack the time to administer the entire tool. They suggest that the full questionnaire be administered to patients who respond that they 'spend one hour or less per day out of their home, at least three days a week' and that 'their family, others, or are personally bothered by this.'

"The HiDE has proven to be an indispensable tool for the structured assessment of pathological social withdrawal in our clinical practice and research. But more empirical studies must be done to assess its validity beyond our practice," concludes Kato. "We would like to see this used by our colleagues around the world, so we can work to refine the tool. Hikikomori is becoming a global phenomenon, and a collective effort in recognizing and treating hikikomori is going to be vital."
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Your eyes talk to your ears. Scientists know what they're saying | ScienceDaily
Scientists can now pinpoint where someone's eyes are looking just by listening to their ears.


						
"You can actually estimate the movement of the eyes, the position of the target that the eyes are going to look at, just from recordings made with a microphone in the ear canal," said Jennifer Groh, Ph.D., senior author of the new report, and a professor in the departments of psychology & neuroscience as well as neurobiology at Duke University.

In 2018, Groh's team discovered that the ears make a subtle, imperceptible noise when the eyes move. In a new report appearing the week of November 20 in the journal Proceedings of the National Academy of Sciences, the Duke team now shows that these sounds can reveal where your eyes are looking.

It also works the other way around. Just by knowing where someone is looking, Groh and her team were able to predict what the waveform of the subtle ear sound would look like.

These sounds, Groh believes, may be caused when eye movements stimulate the brain to contract either middle ear muscles, which typically help dampen loud sounds, or the hair cells that help amplify quiet sounds.

The exact purpose of these ear squeaks is unclear, but Groh's initial hunch is that it might help sharpen people's perception.

"We think this is part of a system for allowing the brain to match up where sights and sounds are located, even though our eyes can move when our head and ears do not," Groh said.




Understanding the relationship between subtle ear sounds and vision might lead to the development of new clinical tests for hearing.

"If each part of the ear contributes individual rules for the eardrum signal, then they could be used as a type of clinical tool to assess which part of the anatomy in the ear is malfunctioning," said Stephanie Lovich, one of the lead authors of the paper and a graduate student in psychology & neuroscience at Duke.

Just as the eye's pupils constrict or dilate like a camera's aperture to adjust how much light gets in, the ears too have their own way to regulate hearing. Scientists long thought that these sound-regulating mechanisms only helped to amplify soft sounds or dampen loud ones. But in 2018, Groh and her team discovered that these same sound-regulating mechanisms were also activated by eye movements, suggesting that the brain informs the ears about the eye's movements.

In their latest study, the research team followed up on their initial discovery and investigated whether the faint auditory signals contained detailed information about the eye movements.

To decode people's ear sounds, Groh's team at Duke and Professor Christopher Shera, Ph.D. from the University of Southern California, recruited 16 adults with unimpaired vision and hearing to Groh's lab in Durham to take a fairly simple eye test.

Participants looked at a static green dot on a computer screen, then, without moving their heads, tracked the dot with their eyes as it disappeared and then reappeared either up, down, left, right, or diagonal from the starting point. This gave Groh's team a wide-range of auditory signals generated as the eyes moved horizontally, vertically, or diagonally.




An eye tracker recorded where participant's pupils were darting to compare against the ear sounds, which were captured using a microphone-embedded pair of earbuds.

The research team analyzed the ear sounds and found unique signatures for different directions of movement. This enabled them to crack the ear sound's code and calculate where people were looking just by scrutinizing a soundwave.

"Since a diagonal eye movement is just a horizontal component and vertical component, my labmate and co-author David Murphy realized you can take those two components and guess what they would be if you put them together," Lovich said. "Then you can go in the opposite direction and look at an oscillation to predict that someone was looking 30 degrees to the left."

Groh is now starting to examine whether these ear sounds play a role in perception.

One set of projects is focused on how eye-movement ear sounds may be different in people with hearing or vision loss.

Groh is also testing whether people who don't have hearing or vision loss will generate ear signals that can predict how well they do on a sound localization task, like spotting where an ambulance is while driving, which relies on mapping auditory information onto a visual scene.

"Some folks have a really reproducible signal day-to-day, and you can measure it quickly," Groh said. "You might expect those folks to be really good at a visual-auditory task compared to other folks, where it's more variable."

Groh's research was supported by a grant from the National Institutes of Health (NIDCD DC017532).
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'Not dead yet': Experts identify interventions that could rescue 1.5degC | ScienceDaily
To meet the goals of the Paris Agreement and limit global heating to 1.5degC, global annual emissions will need to drop radically over the coming decades. Today [22 Nov], a new paper from climate economists at the University of Oxford says that this goal could still be within our reach. They identify key "sensitive intervention points" that could unlock significant progress towards the Paris Agreement with the least risk and highest impact. These include:


						    	Investing in clean energy technologies with consistent cost declines
    	Enacting central bank policies to reduce the value of polluting assets
    	Improving climate-related financial risk disclosure.

'This is not to suggest that reaching the Paris goals will be straightforward, or easy, but like Achilles' heel, our research points to the areas that could have an outsized impact,' says lead author Dr Penny Mealy, associate at the Institute for New Economic Thinking, University of Oxford.

'We need climate policies which are pragmatic and practical, designed with an understanding of where the economy and technologies are capable of quickly transforming our economies for the better. These are those policy areas. This is how we design policy for 1.5degC,' affirms co-author Dr Pete Barbrook-Johnson of the Smith School of Enterprise and the Environment.

The research also highlights the areas where interventions will be more difficult and less impactful, including nuclear fission, which would be slow to roll out and could have unintended consequences; and carbon capture and storage, which presents both high barriers and risks.

To reach their conclusions, the authors devised a new framework for identifying sensitive intervention points, or SIPs, that have the characteristics necessary to radically decarbonize our global economy.

SIPs include critical tipping points -- like renewable energy becoming cheaper than coal; critical points in networks -- like powerful political figures or important technologies, and critical points in time or "windows of opportunity" that might prime the existing systems for change, such as the Covid-19 pandemic. These intervention points must be assessed by the ease with which they can be implemented, their impact potential, and the potential for creating risks. The authors stress that, while the framework is highly applicable to climate change, it could also be applied to solving other economic and social problems.

The ratings provided for each SIP intervention were applied subjectively based on discussions with experts, literature research, and modelling. The framework can and should be applied regularly to reassess priorities as new data and insights become available, the authors say.

Co-author Dr Matt Ives, comments, '1.5degC is not dead yet, but targeted and speedy interventions that can bring about the non-linear change necessary to keep it alive. As COP28 nears, our research highlights key sensitive intervention points we can prioritise to help turn the tide, while providing a valuable framework for policymakers.'
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Anti-rheumatic drugs could prevent thyroid disease | ScienceDaily
Anti-rheumatic drugs used for rheumatoid arthritis might prevent the development of autoimmune thyroid disease, according to a new observational study by researchers from Karolinska Institutet published in the Journal of Internal Medicine.


						
It is well known that patients with rheumatoid arthritis are at increased risk of autoimmune thyroid diseases such as Hashimoto's disease and Graves' disease. While patients with RA are usually treated with immunomodulatory drugs that affect the immune system, such drugs are rarely used in autoimmune thyroid diseases. Instead, such patients are treated with thyroid hormone to compensate for the changes in normal thyroid function that accompany autoimmune thyroid disease.

The researchers in the current study wanted to investigate whether immunomodulatory drugs that reduce inflammation in the joints of patients with RA might also reduce the risk of these patients developing autoimmune thyroid disease. Previous studies in mice suggest that so-called DMARDs, a type of immune-modulatory drugs used to treat rheumatoid arthritis, can reduce inflammation in the thyroid gland. Still, knowledge of whether this effect also applies to humans is limited, according to the research team.

The researchers used data between 2006 and 2018 on over 13,000 patients with rheumatoid arthritis and their treatment, as well as data from over 63,000 individuals in a matched control group without rheumatoid arthritis.

The researchers found that the risk of developing an autoimmune thyroid disease among RA patients was lower after their onset of the rheumatic disease than before diagnosis.

The most pronounced reduction in the risk of autoimmune thyroid disease was seen in patients with rheumatoid arthritis treated with immunomodulatory drugs or 'biological DMARDs'. In these patients, the risk of autoimmune thyroid disease was 46 percent lower than in the control group without rheumatoid arthritis.

"These results support the hypothesis that certain types of immunomodulatory drugs could have a preventive effect on autoimmune thyroid disease," says Kristin Waldenlind, researcher at the Department of Medicine, Solna, Division of Clinical Epidemiology, Karolinska Institutet, specialist in rheumatology at Karolinska University Hospital and first author of the study. She continues:

"Our results do not prove that it is the treatment with immunomodulatory drugs that led to the reduced risk of autoimmune thyroid disease, but provide support for this hypothesis. The results, if they can be replicated in further studies, open up the possibility of studying more directly in clinical trials whether the immunomodulatory drugs currently used for rheumatoid arthritis could also be used for the early treatment of autoimmune thyroid disease, i.e. for new areas of use of these drugs, known as drug repurposing.

The Swedish Research Council, the Swedish Heart-Lung Foundation and Vinnova mainly financed the study.
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AI for perovskite solar cells: Key to better manufacturing | ScienceDaily
Tandem solar cells based on perovskite semiconductors convert sunlight to electricity more efficiently than conventional silicon solar cells. In order to make this technology ready for the market, further improvements with regard to stability and manufacturing processes are required. Researchers of Karlsruhe Institute of Technology (KIT) and of two Helmholtz platforms -- Helmholtz Imaging at the German Cancer Research Center (DKFZ) and Helmholtz AI -- have succeeded in finding a way to predict the quality of the perovskite layers and consequently that of the resulting solar cells: Assisted by Machine Learning and new methods in Artificial Intelligence (AI), it is possible assess their quality from variations in light emission already in the manufacturing process.


						
Perovskite tandem solar cells combine a perovskite solar cell with a conventional solar cell, for example based on silicon. These cells are considered a next-generation technology: They boast an efficiency of currently more than 33 percent, which is much higher than that of conventional silicon solar cells. Moreover, they use inexpensive raw materials and are easily manufactured. To achieve this level of efficiency, an extremely thin high-grade perovskite layer, whose thickness is only a fraction of that of human hair, has to be produced. "Manufacturing these high-grade, multi-crystalline thin layers without any deficiencies or holes using low-cost and scalable methods is one of the biggest challenges," says tenure-track professor Ulrich W. Paetzold who conducts research at the Institute of Microstructure Technology and the Light Technology Institute of KIT. Even under apparently perfect lab conditions, there may be unknown factors that cause variations in semiconductor layer quality: "This drawback eventually prevents a quick start of industrial-scale production of these highly efficient solar cells, which are needed so badly for the energy turnaround," explains Paetzold.

AI Finds Hidden Signs of Effective Coating

To find the factors that influence coating, an interdisciplinary team consisting of the perovskite solar cell experts of KIT has joined forces with specialists for Machine Learning and Explainable Artificial Intelligence (XAI) of Helmholtz Imaging and Helmholtz AI at the DKFZ in Heidelberg. The researchers developed AI methods that train and analyze neural networks using a huge dataset. This dataset includes video recordings that show the photoluminescence of the thin perovskite layers during the manufacturing process. Photoluminescence refers to the radiant emission of the semiconductor layers that have been excited by an external light source. "Since even experts could not see anything particular on the thin layers, the idea was born to train an AI system for Machine Learning (Deep Learning) to detect hidden signs of good or poor coating from the millions of data items on the videos," Lukas Klein and Sebastian Ziegler from Helmholtz Imaging at the DKFZ explain.

To filter and analyze the widely scattered indications output by the Deep Learning AI system, the researchers subsequently relied on methods of Explainable Artificial Intelligence.

"A Blueprint for Follow-Up Research"

The researchers found out experimentally that the photoluminescence varies during production and that this phenomenon has an influence on the coating quality. "Key to our work was the targeted use of XAI methods to see which factors have to be changed to obtain a high-grade solar cell," Klein and Ziegler say. This is not the usual approach. In most cases, XAI is only used as a kind of guardrail to avoid mistakes when building AI models. "This is a change of paradigm: Gaining highly relevant insights in materials science in such a systematic way is a totally new experience." It was indeed the conclusion drawn from the photoluminescence variation that enabled the researchers to take the next step. After the neural networks had been trained accordingly, the AI was able to predict whether each solar cell would achieve a low or a high level of efficiency based on which variation of light emission occurred at what point in the manufacturing process. "These are extremely exciting results," emphasizes Ulrich W. Paetzold. "Thanks to the combined use of AI, we have a solid clue and know which parameters need to be changed in the first place to improve production. Now we are able to conduct our experiments in a more targeted way and are no longer forced to look blindfolded for the needle in a haystack. This is a blueprint for follow-up research that also applies to many other aspects of energy research and materials science."
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Mice eating less of specific amino acid -- overrepresented in diet of obese people -- live longer, healthier | ScienceDaily

There's a popular saying in some circles that "a calorie is a calorie," but science shows that it may not be true. In fact, it may be possible to eat more of some kinds of calories while also improving your health.

"We like to say a calorie is not just a calorie," says Dudley Lamming, a professor and metabolism researcher at the University of Wisconsin School of Medicine and Public Health. "Different components of your diet have value and impact beyond their function as a calorie, and we've been digging in on one component that many people may be eating too much of."

Lamming is the lead author of a new study in mice, published recently in the journal Cell Metabolism, showing that cutting down the amount of a single amino acid called isoleucine can, among other benefits, extend their lifespan, make them leaner and less frail as they age and reduce cancer and prostate problems, all while the mice ate more calories.

Amino acids are the molecular building blocks of proteins, and Lamming and his colleagues are interested in their connection to healthy aging.

In earlier research, data from UW-Madison's Survey of the Health of Wisconsin showed the scientists that Wisconsinites with higher body mass index measurements (higher is more overweight or obese) tend to consume more isoleucine, an essential amino acid everyone needs to eat. Isoleucine is plentiful in foods including eggs, dairy, soy protein and many kinds of meat.

To better understand its health effects, Lamming and collaborators from across disciplines at UW-Madison fed genetically diverse mice either a balanced control diet, a version of the balanced diet that was low in a group of about 20 amino acids, or a diet formulated to cut out two-thirds of the diet's isoleucine. The mice, which began the study at about 6 months of age (equivalent to a 30-year-old person) got to eat as much as they wanted.




"Very quickly, we saw the mice on the reduced isoleucine diet lose adiposity -- their bodies got leaner, they lost fat," says Lamming, while the bodies of the mice on the low-amino-acid diet also got leaner to start, but eventually regained weight and fat.

Mice on the low-isoleucine diet lived longer -- on average 33% longer for males and 7% longer for females. And, based on 26 measures of health, including assessments ranging from muscle strength and endurance to tail use and even hair loss, the low-isoleucine mice were in much better shape during their extended lives.

"Previous research has shown lifespan increase with low-calorie and low-protein or low-amino-acid diets starting in very young mice," says Lamming, whose work is supported by the National Institutes of Health. "We started with mice that were already getting older. It's interesting and encouraging to think a dietary change could still make such a big difference in lifespan and what we call 'healthspan,' even when it started closer to mid-life."

The mice on the low-isoleucine diets chowed down, eating significantly more calories than their study counterparts -- probably to try to make up for getting less isoleucine, according to Lamming. But they also burned far more calories, losing and then maintaining leaner body weights simply through adjustments in metabolism, not by getting more exercise.

At the same time, Lamming says, they maintained steadier blood sugar levels and male mice experienced less age-related prostate enlargement. And while cancer is the leading cause of death for the diverse strain of mice in the study, the low-isoleucine males were less likely to develop a tumor.

Dietary amino acids are linked to a gene called mTOR that appears to be a lever on the aging process in mice and other animals as well as to a hormone that manages the body's response to cold and has been considered a potential diabetes drug candidate for human patients. But the mechanism behind the stark benefits of low-isoleucine intake is not well understood. Lamming thinks the new study's results may help future research pick apart causes.




"That we see less benefit for female mice than male mice is something we may be able to use to get to that mechanism," he says.

While the results are promising, humans do need isoleucine to live. And winnowing a significant amount of isoleucine out of a diet that hasn't been preformulated by a mouse chow company is not an easy task.

"We can't just switch everyone to a low-isoleucine diet," Lamming says. "But narrowing these benefits down to a single amino acid gets us closer to understanding the biological processes and maybe potential interventions for humans, like an isoleucine-blocking drug."

The Survey of the Health of Wisconsin showed that people vary in isoleucine intake, with leaner participants tending to eat a diet lower in isoleucine. Other data from Lamming's lab suggest that overweight and obese Americans may be eating significantly more isoleucine than they need.

"It could be that by choosing healthier foods and healthier eating in general, we might be able to lower isoleucine enough to make a difference," Lamming says.

This research was funded in part by grants from the National Institutes of Health (AG056771, AG062328, AG081482, AG084156, DK125859, F31AG066311, R01AG062328-03S1, F31AG081115, F31AG082504, T32AG000213, F32AG077916, RF1AG056771-06S1, K01AG059899, R01DK133479, P30DK020579, K12HD101368, R01AA029124, P30 CA014520, P50DE026787, U54DK104310, R01DK131175 and P30CA014520) and the U.S. Department of Veterans Affairs (I01-BX004031).
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Pediatric oncology: Scientists discover new Achilles heel of leukemia cells | ScienceDaily
The term 'leukemia' encompasses various forms of blood cancer, including acute myeloid leukemia (AML). In AML, blood cells in the early stages -- the stem cells and the precursor cells that develop out of them -- degenerate. AML is the second most common leukemia in children, accounting for around four percent of all malignant diseases in childhood and adolescence. Despite intensive chemotherapy, only around half of those affected survive without relapsing. About one third of children are dependent on a stem cell donation. Since non-specific chemotherapies have severe side effects, there is an urgent need to find new and specific therapy approaches.


						
A team led by Jan-Henning Klusmann from the Department of Pediatrics and Dirk Heckl from the Institute for Experimental Pediatric Hematology and Oncology at Goethe University Frankfurt has now discovered an unusual "Achilles heel" in AML cells. For their study, which has now been published, they looked at a specific group of nucleic acids in leukemia cells: noncoding RNAs. Just like regular messenger RNAs (mRNAs), these are produced through gene transcription. However, unlike mRNAs, noncoding RNAs are not translated into proteins but instead often assume regulatory functions, for example in cell growth and cell division. A typical characteristic of cancer cells is a massive disruption of regulatory processes. This makes noncoding RNAs an interesting starting point in the fight against cancer.

Against this background, the researchers led by Klusmann and Heckl wanted to know more about the role of noncoding RNAs in AML cells. For this purpose, they compiled a kind of inventory of these molecules in cancer cells taken from sick children and compared the resulting pattern with that of healthy blood stem cells. AML cells differentially expressed almost 500 noncoding RNAs in comparison to healthy cells -- an indication that they could perform an important function in cancer cells. To validate this, the researchers turned off every single one of these RNA molecules by preventing the coding gene in the genome from being read. The most distinct effect they found was for the gene MYNRL15: Cancer cells in which this gene was turned off lost their ability to replicate indefinitely and died off.

Surprisingly, however, it was not the absence of noncoding RNAs that was responsible for this effect, as Klusmann comments: "The regulatory function we observed is due to the MYNRL15 gene itself." The team was able to show that destroying the gene altered the spatial organization of the chromatin, i.e. the three-dimensional structure of the genome. "This led to the deactivation of genes that AML cells need for survival," says Klusmann. This offers a new and unforeseen possibility for fighting leukemia.

What is significant against this background is the fact that the inhibitory effect triggered by the modified MYNRL15 gene could be observed in different AML cell lines. These cells originated both from children as well as adults and included various subtypes of the disease -- among them one common in people with Down syndrome. "The fact that all the leukemias we studied were dependent on this gene locus tells us it must be important," concludes Klusmann. The researchers now hope that the cancer cells' dependence on MYNRL15 can be used to develop a specific gene therapy. "In our study, we systematically examined noncoding RNAs and their genes in AML cells for the first time, and in the process we identified a gene locus that constitutes a promising target for developing a therapy in the future," says Klusmann, summing up.
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First experimental evidence of hopfions in crystals opens up new dimension for future technology | ScienceDaily
Hopfions, magnetic spin structures predicted decades ago, have become a hot and challenging research topic in recent years. In a study published in Nature today, the first experimental evidence is presented by a Swedish-German-Chinese research collaboration.


						
"Our results are important from both a fundamental and applied point of view, as a new bridge has emerged between experimental physics and abstract mathematical theory, potentially leading to hopfions finding an application in spintronics," says Philipp Rybakov, researcher at the Department of Physics and Astronomy at Uppsala University, Sweden.

A deeper understanding of how different components of materials function is important for the development of innovative materials and future technology. The research field of spintronics, for example, which studies the spin of electrons, has opened up promising possibilities to combine the electrons electricity and magnetism for applications such as new electronics, etc.

Magnetic skyrmions and hopfions are topological structures -- well-localized field configurations that have been a hot research topic over the past decade owing to their unique particle-like properties, which make them promising objects for spintronic applications. Skyrmions are two-dimensional, resembling vortex-like strings, while hopfions are three-dimensional structures within a magnetic sample volume resembling closed, twisted skyrmion strings in the shape of a donut-shaped ring in the simplest case.

Despite extensive research in recent years, direct observation of magnetic hopfions has only been reported in synthetic material. This current work is the first experimental evidence of such states stabilised in a crystal of B20-type FeGe plates using transmission electron microscopy and holography. The results are highly reproducible and in full agreement with micromagnetic simulations. The researchers provide a unified skyrmion-hopfion homotopy classification and offer an insight into the diversity of topological solitons in three-dimensional chiral magnets.

The findings open up new fields in experimental physics: identifying other crystals in which hopfions are stable, studying how hopfions interact with electric and spin currents, hopfion dynamics, and more.

"Since the object is new and many of its interesting properties remain to be discovered, it is difficult to make predictions about specific spintronic applications. However, we can speculate that hopfions may be of greatest interest when upgrading to the third dimension of almost any technology being developed with magnetic skyrmions: racetrack memory, neuromorphic computing, and qubits (basic unit of quantum information). Compared to skyrmions, hopfions have an additional degree of freedom due to three-dimensionality and thus can move in three rather than two dimensions," explains Rybakov.
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Nutrient found in beef and dairy improves immune response to cancer | ScienceDaily
Trans-vaccenic acid (TVA), a long-chain fatty acid found in meat and dairy products from grazing animals such as cows and sheep, improves the ability of CD8+ T cells to infiltrate tumors and kill cancer cells, according to a new study by researchers from the University of Chicago.


						
The research, published this week in Nature, also shows that patients with higher levels of TVA circulating in the blood responded better to immunotherapy, suggesting that it could have potential as a nutritional supplement to complement clinical treatments for cancer.

"There are many studies trying to decipher the link between diet and human health, and it's very difficult to understand the underlying mechanisms because of the wide variety of foods people eat. But if we focus on just the nutrients and metabolites derived from food, we begin to see how they influence physiology and pathology," said Jing Chen, PhD, the Janet Davison Rowley Distinguished Service Professor of Medicine at UChicago and one of the senior authors of the new study. "By focusing on nutrients that can activate T cell responses, we found one that actually enhances anti-tumor immunity by activating an important immune pathway."

Finding nutrients that activate immune cells

Chen's lab focuses on understanding how metabolites, nutrients and other molecules circulating in the blood influence the development of cancer and response to cancer treatments. For the new study, two postdoctoral fellows, Hao Fan, PhD and Siyuan Xia, PhD, both co-first authors, started with a database of around 700 known metabolites that come from food and assembled a "blood nutrient" compound library consisting of 235 bioactive molecules derived from nutrients. They screened the compounds in this new library for their ability to influence anti-tumor immunity by activating CD8+ T cells, a group of immune cells critical for killing cancerous or virally infected cells.

After the scientists evaluated the top six candidates in both human and mouse cells, they saw that TVA performed the best. TVA is the most abundant trans fatty acid present in human milk, but the body cannot produce it on its own. Only about 20% of TVA is broken down into other byproducts, leaving 80% circulating in the blood. "That means there must be something else it does, so we started working on it more," Chen said.

The researchers then conducted a series of experiments with cells and mouse models of diverse tumor types. Feeding mice a diet enriched with TVA significantly reduced the tumor growth potential of melanoma and colon cancer cells compared to mice fed a control diet. The TVA diet also enhanced the ability of CD8+ T cells to infiltrate tumors.




The team also performed a series of molecular and genetic analyses to understand how TVA was affecting the T cells. These included a new technique for monitoring transcription of single-stranded DNA called kethoxal-assisted single-stranded DNA sequencing, or KAS-seq, developed by Chuan He, PhD, the John T. Wilson Distinguished Service Professor of Chemistry at UChicago and another senior author of the study. These additional assays, done by both the Chen and He labs, showed that TVA inactivates a receptor on the cell surface called GPR43 which is usually activated by short-chain fatty acids often produced by gut microbiota. TVA overpowers these short-chain fatty acids and activates a cellular signaling process known as the CREB pathway, which is involved in a variety of functions including cellular growth, survival, and differentiation. The team also showed that mouse models where the GPR43 receptor was exclusively removed from CD8+ T cells also lacked their improved tumor fighting ability.

Finally, the team also worked with Justin Kline, MD, Professor of Medicine at UChicago, to analyze blood samples taken from patients undergoing CAR-T cell immunotherapy treatment for lymphoma. They saw that patients with higher levels of TVA tended to respond to treatment better than those with lower levels. They also tested cell lines from leukemia by working with Wendy Stock, MD, the Anjuli Seth Nayak Professor of Medicine, and saw that TVA enhanced the ability of an immunotherapy drug to kill leukemia cells.

Focus on the nutrients, not the food

The study suggests that TVA could be used as a dietary supplement to help various T cell-based cancer treatments, although Chen points out that it is important to determine the optimized amount of the nutrient itself, not the food source. There is a growing body of evidence about the detrimental health effects of consuming too much red meat and dairy, so this study shouldn't be taken as an excuse to eat more cheeseburgers and pizza; rather, it indicates that nutrient supplements such as TVA could be used to promote T cell activity. Chen thinks there may be other nutrients that can do the same.

"There is early data showing that other fatty acids from plants signal through a similar receptor, so we believe there is a high possibility that nutrients from plants can do the same thing by activating the CREB pathway as well," he said.

The new research also highlights the promise of this "metabolomic" approach to understanding how the building blocks of diet affect our health. Chen said his team hopes to build a comprehensive library of nutrients circulating in the blood to understand their impact on immunity and other biological processes like aging.

"After millions of years of evolution, there are only a couple hundred metabolites derived from food that end up circulating in the blood, so that means they could have some importance in our biology," Chen said. "To see that a single nutrient like TVA has a very targeted mechanism on a targeted immune cell type, with a very profound physiological response at the whole organism level -- I find that really amazing and intriguing."

The study, "Trans-vaccenic acid reprograms CD8+ T cells and anti-tumor immunity," was supported by the National Institutes of Health (grants CA140515, CA174786, CA276568, 1375 HG006827, K99ES034084), a UChicago Biological Sciences Division Pilot Project Award, the Ludwig Center at UChicago, the Sigal Fellowship in Immuno-oncology, the Margaret E. Early Medical Research Trust, the AASLD Foundation a Harborview Foundation Gift Fund, and the Howard Hughes Medical Institute.
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        'Dolomite Problem': 200-year-old geology mystery resolved
        For 200 years, scientists have failed to grow a common mineral in the laboratory under the conditions believed to have formed it naturally. Now, researchers have finally pulled it off, thanks to a new theory developed from atomic simulations. Their success resolves a long-standing geology mystery called the 'Dolomite Problem.' Dolomite -- a key mineral in the Dolomite mountains in Italy, Niagara Falls, the White Cliffs of Dover and Utah's Hoodoos -- is very abundant in rocks older than 100 millio...

      

      
        'Strange metal' is strangely quiet in noise experiment
        Experiments have provided the first direct evidence that electricity seems to flow through 'strange metals' in an unusual liquid-like form.

      

      
        Particulate pollution from coal associated with double the risk of mortality than PM2.5 from other sources
        Exposure to fine particulate air pollutants from coal-fired power plants (coal PM2.5) is associated with a risk of mortality more than double that of exposure to PM2.5 from other sources, according to a new study. Examining Medicare and emissions data in the U.S. from 1999 to 2020, the researchers also found that 460,000 deaths were attributable to coal PM2.5 during the study period -- most of them occurring between 1999 and 2007, when coal PM2.5 levels were highest.

      

      
        Telescope Array detects second highest-energy cosmic ray ever
        In 1991, an experiment detected the highest-energy cosmic ray ever observed. Later dubbed the Oh-My-God particle, the cosmic ray's energy shocked astrophysicists. Nothing in our galaxy had the power to produce it, and the particle had more energy than was theoretically possible for cosmic rays traveling to Earth from other galaxies. Simply put, the particle should not exist. On May 27, 2021, the Telescope Array experiment detected the second-highest extreme-energy cosmic ray. The newly dubbed Ama...

      

      
        Hybrid transistors set stage for integration of biology and microelectronics
        Researchers create transistors combining silicon with biological silk, using common microprocessor manufacturing methods. The silk protein can be easily modified with other chemical and biological molecules to change its properties, leading to circuits that respond to biology and the environment.

      

      
        From the first bite, our sense of taste helps pace our eating
        When you eagerly dig into a long-awaited dinner, signals from your stomach to your brain keep you from eating so much you'll regret it -- or so it's been thought.

      

      
        Neanderthals were the world's first artists, research reveals
        Recent research has shown that engravings in a cave in La Roche-Cotard (France), which has been sealed for thousands of years, were actually made by Neanderthals. The findings reveal that the Neanderthals were the first humans with an appreciation of art.

      

      
        Ultra-processed foods and higher risk of mouth, throat and esophagus cancers
        Eating more ultra-processed foods (UPFs) may be associated with a higher risk of developing cancers of upper aerodigestive tract (including the mouth, throat and esophagus), according to a new study.  The authors of this international study, which analyzed diet and lifestyle data on 450,111 adults who were followed for approximately 14 years, say obesity associated with the consumption of UPFs may not be the only factor to blame.

      

      
        NASA's Webb reveals new features in heart of Milky Way
        The latest image from NASA's James Webb Space Telescope shows a portion of the dense center of our galaxy in unprecedented detail, including never-before-seen features astronomers have yet to explain. The star-forming region, named Sagittarius C (Sgr C), is about 300 light-years from the Milky Way's central supermassive black hole, Sagittarius A*.

      

      
        'Triple star' discovery could revolutionize understanding of stellar evolution
        A ground-breaking new discovery could transform the way astronomers understand some of the biggest and most common stars in the Universe.  Research by PhD student Jonathan Dodd and Professor Rene Oudmaijer, from the University's School of Physics and Astronomy, points to intriguing new evidence that massive Be stars -- until now mainly thought to exist in double stars -- could in fact be 'triples'.  The remarkable discovery could revolutionise our understanding of the objects -- a subset of B sta...

      

      
        First comprehensive look at effects of 2020-2021 California megafires on terrestrial wildlife habitat
        In 2020 and 2021, California experienced fire activity unlike anything recorded in the modern record. When the smoke cleared, the amount of burned forest totaled ten times more than the annual average going back to the late 1800s. We know that wildlife in western forests evolved with changing habitat and disturbances like wildfire. Each species responds differently, some benefiting from openings, others losing critical habitat. What we don't know is how increasing fire severity at large scales is...

      

      
        Sophisticated swarming: Bacteria support each other across generations
        When bacteria build communities, they cooperate and share nutrients across generations. Researchers have been able to demonstrate this for the first time using a newly developed method. This innovative technique enables the tracking of gene expression during the development of bacterial communities over space and time.

      

      
        Our brains are not able to 'rewire' themselves, despite what most scientists believe, new study argues
        Contrary to the commonly-held view, the brain does not have the ability to rewire itself to compensate for the loss of sight, an amputation or stroke, for example, say scientists. The researchers argue that the notion that the brain, in response to injury or deficit, can reorganize itself and repurpose particular regions for new functions, is fundamentally flawed -- despite being commonly cited in scientific textbooks. Instead, they argue that what is occurring is merely the brain being trained t...

      

      
        Babies as young as four months show signs of self-awareness
        Babies as young as four months old can make sense of how their bodies interact with the space around them, according to new research.

      

      
        Trilobites rise from the ashes to reveal ancient map
        Ten newly discovered species of trilobites, hidden for 490 million years in a little-studied part of Thailand, could be the missing pieces in an intricate puzzle of ancient world geography.

      

      
        Massive Antarctic ozone hole over past four years: What is to blame?
        Despite public perception, the Antarctic ozone hole has been remarkably massive and long-lived over the past four years; researchers believe chlorofluorocarbons (CFCs) aren't the only things to blame.

      

      
        Dwarf galaxies use 10-million-year quiet period to churn out stars
        If you look at massive galaxies teeming with stars, you might be forgiven in thinking they are star factories, churning out brilliant balls of gas. But actually, less evolved dwarf galaxies have bigger regions of star factories, with higher rates of star formation. Now, University of Michigan researchers have discovered the reason underlying this: These galaxies enjoy a 10-million-year delay in blowing out the gas cluttering up their environments. Star-forming regions are able to hang on to their...
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'Dolomite Problem': 200-year-old geology mystery resolved | ScienceDaily
For 200 years, scientists have failed to grow a common mineral in the laboratory under the conditions believed to have formed it naturally. Now, a team of researchers from the University of Michigan and Hokkaido University in Sapporo, Japan have finally pulled it off, thanks to a new theory developed from atomic simulations.


						
Their success resolves a long-standing geology mystery called the "Dolomite Problem." Dolomite -- a key mineral in the Dolomite mountains in Italy, Niagara Falls, the White Cliffs of Dover and Utah's Hoodoos -- is very abundant in rocks older than 100 million years, but nearly absent in younger formations.

"If we understand how dolomite grows in nature, we might learn new strategies to promote the crystal growth of modern technological materials," said Wenhao Sun, the Dow Early Career Professor of Materials Science and Engineering at U-M and the corresponding author of the paper published today in Science.

The secret to finally growing dolomite in the lab was removing defects in the mineral structure as it grows. When minerals form in water, atoms usually deposit neatly onto an edge of the growing crystal surface. However, the growth edge of dolomite consists of alternating rows of calcium and magnesium. In water, calcium and magnesium will randomly attach to the growing dolomite crystal, often lodging into the wrong spot and creating defects that prevent additional layers of dolomite from forming. This disorder slows dolomite growth to a crawl, meaning it would take 10 million years to make just one layer of ordered dolomite.

Luckily, these defects aren't locked in place. Because the disordered atoms are less stable than atoms in the correct position, they are the first to dissolve when the mineral is washed with water. Repeatedly rinsing away these defects -- for example, with rain or tidal cycles -- allows a dolomite layer to form in only a matter of years. Over geologic time, mountains of dolomite can accumulate.

To simulate dolomite growth accurately, the researchers needed to calculate how strongly or loosely atoms will attach to an existing dolomite surface. The most accurate simulations require the energy of every single interaction between electrons and atoms in the growing crystal. Such exhaustive calculations usually require huge amounts of computing power, but software developed at U-M's Predictive Structure Materials Science (PRISMS) Center offered a shortcut.

"Our software calculates the energy for some atomic arrangements, then extrapolates to predict the energies for other arrangements based on the symmetry of the crystal structure," said Brian Puchala, one of the software's lead developers and an associate research scientist in U-M's Department of Materials Science and Engineering.




That shortcut made it feasible to simulate dolomite growth over geologic timescales.

"Each atomic step would normally take over 5,000 CPU hours on a supercomputer. Now, we can do the same calculation in 2 milliseconds on a desktop," said Joonsoo Kim, a doctoral student of materials science and engineering and the study's first author.

The few areas where dolomite forms today intermittently flood and later dry out, which aligns well with Sun and Kim's theory. But such evidence alone wasn't enough to be fully convincing. Enter Yuki Kimura, a professor of materials science from Hokkaido University, and Tomoya Yamazaki, a postdoctoral researcher in Kimura's lab. They tested the new theory with a quirk of transmission electron microscopes.

"Electron microscopes usually use electron beams just to image samples," Kimura said. "However, the beam can also split water, which makes acid that can cause crystals to dissolve. Usually this is bad for imaging, but in this case, dissolution is exactly what we wanted."

After placing a tiny dolomite crystal in a solution of calcium and magnesium, Kimura and Yamazaki gently pulsed the electron beam 4,000 times over two hours, dissolving away the defects. After the pulses, dolomite was seen to grow approximately 100 nanometers -- around 250,000 times smaller than an inch. Although this was only 300 layers of dolomite, never had more than five layers of dolomite been grown in the lab before.

The lessons learned from the Dolomite Problem can help engineers manufacture higher-quality materials for semiconductors, solar panels, batteries and other tech.

"In the past, crystal growers who wanted to make materials without defects would try to grow them really slowly," Sun said. "Our theory shows that you can grow defect-free materials quickly, if you periodically dissolve the defects away during growth."

The research was funded by the American Chemical Society PRF New Doctoral Investigator grant, the U.S. Department of Energy and the Japanese Society for the Promotion of Science.
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'Strange metal' is strangely quiet in noise experiment | ScienceDaily
True to form, a "strange metal" quantum material proved strangely quiet in recent quantum noise experiments at Rice University. Published this week in Science, the measurements of quantum charge fluctuations known as "shot noise" provide the first direct evidence that electricity seems to flow through strange metals in an unusual liquidlike form that cannot be readily explained in terms of quantized packets of charge known as quasiparticles.


						
"The noise is greatly suppressed compared to ordinary wires," said Rice's Douglas Natelson, the study's corresponding author. "Maybe this is evidence that quasiparticles are not well-defined things or that they're just not there and charge moves in more complicated ways. We have to find the right vocabulary to talk about how charge can move collectively."

The experiments were performed on nanoscale wires of a quantum critical material with a precise 1-2-2 ratio of ytterbium, rhodium and silicon (YbRh2Si2), which has been studied in great depth during the past two decades by Silke Paschen, a solid-state physicist at the Vienna University of Technology (TU Wien). The material contains a high degree of quantum entanglement that produces a very unusual ("strange") temperature-dependent behavior that is very different from the one in normal metals such as silver or gold.

In such normal metals, each quasiparticle, or discrete unit, of charge is the product of incalculable tiny interactions between countless electrons. First put forward 67 years ago, the quasiparticle is a concept physicists use to represent the combined effect of those interactions as a single quantum object for the purposes of quantum mechanical calculations.

Some prior theoretical studies have suggested that the charge in a strange metal might not be carried by such quasiparticles, and shot noise experiments allowed Natelson, study lead author Liyang Chen, a former student in Natelson's lab, and other Rice and TU Wien co-authors to gather the first direct empirical evidence to test the idea.

"The shot noise measurement is basically a way of seeing how granular the charge is as it goes through something," Natelson said. "The idea is that if I'm driving a current, it consists of a bunch of discrete charge carriers. Those arrive at an average rate, but sometimes they happen to be closer together in time, and sometimes they're farther apart."

Applying the technique in YbRh2Si2 crystals presented significant technical challenges. Shot noise experiments cannot be performed on single macroscopic crystals but, rather, require samples of nanoscopic dimensions. Thus, the growth of extremely thin but nevertheless perfectly crystalline films had to be achieved, something that Paschen, Maxwell Andrews and their collaborators at TU Wien managed after almost a decade of hard work. Next, Chen had to find a way to maintain that level of perfection while fashioning wires from these thin films that were about 5,000 times narrower than a human hair.




Rice co-author Qimiao Si, the lead theorist on the study and the Harry C. and Olga K. Wiess Professor of Physics and Astronomy, said he, Natelson and Paschen first discussed the idea for the experiments while Paschen was a visiting scholar at Rice in 2016. Si said the results are consistent with a theory of quantum criticality he published in 2001 that he has continued to explore in a nearly two-decade collaboration with Paschen.

"The low shot noise brought about fresh new insights into how the charge-current carriers entwine with the other agents of the quantum criticality that underlies the strange metallicity," said Si, whose group performed calculations that ruled out the quasiparticle picture. "In this theory of quantum criticality, the electrons are pushed to the verge of localization, and the quasiparticles are lost everywhere on the Fermi surface."

Natelson said the larger question is whether similar behavior might arise in any or all of the dozens of other compounds that exhibit strange metal behavior.

"Sometimes you kind of feel like nature is telling you something," Natelson said. "This 'strange metallicity' shows up in many different physical systems, despite the fact that the microscopic, underlying physics is very different. In copper-oxide superconductors, for example, the microscopic physics is very, very different than in the heavy-fermion system we're looking at. They all seem to have this linear-in-temperature resistivity that's characteristic of strange metals, and you have to wonder is there something generic going on that is independent of whatever the microscopic building blocks are inside them."

The research was supported by the Department of Energy's Basic Energy Sciences program (DE-FG02-06ER46337), the National Science Foundation (1704264, 2220603), the European Research Council (101055088), the Austrian Science Fund (FWF I4047, FWF SFB F 86), the Austrian Research Promotion Agency (FFG 2156529, FFG 883941), the European Union's Horizon 2020 program (824109-EMP), the Air Force Office of Scientific Research (FA8665-22-1-7170), the Welch Foundation (C-1411) and the Vannevar Bush Faculty Fellowship (ONR-VB-N00014-23-1-2870).
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Particulate pollution from coal associated with double the risk of mortality than PM2.5 from other sources | ScienceDaily
Exposure to fine particulate air pollutants from coal-fired power plants (coal PM2.5) is associated with a risk of mortality more than double that of exposure to PM2.5 from other sources, according to a new study led by George Mason University, The University of Texas at Austin, and Harvard T.H. Chan School of Public Health. Examining Medicare and emissions data in the U.S. from 1999 to 2020, the researchers also found that 460,000 deaths were attributable to coal PM2.5 during the study period -- most of them occurring between 1999 and 2007, when coal PM2.5 levels were highest.


						
The study was published on November 23, 2023, in Science.

While previous studies have quantified the mortality burden from coal-fired power plants, much of this research has assumed that coal PM2.5 has the same toxicity as PM2.5 from other sources.

"PM2.5 from coal has been treated as if it's just another air pollutant. But it's much more harmful than we thought, and its mortality burden has been seriously underestimated," said lead author Lucas Henneman, assistant professor in the Sid and Reva Dewberry Department of Civil, Environmental, and Infrastructure Engineering at Mason. "These findings can help policymakers and regulators identify cost-effective solutions for cleaning up the country's air, for example, by requiring emissions controls or encouraging utilities to use other energy sources, like renewables."

Using emissions data from 480 coal power plants in the U.S. between 1999 and 2020, the researchers modeled where wind carried coal sulfur dioxide throughout the week after it was emitted and how atmospheric processes converted the sulfur dioxide into PM2.5. This model produced annual coal PM2.5 exposure fields for each power plant. They then examined individual-level Medicare records from 1999 to 2016, representing the health statuses of Americans ages 65 and older and representing a total of more than 650 million person-years. By linking the exposure fields to the Medicare records, inclusive of where enrollees lived and when they died, the researchers were able to understand individuals' exposure to coal PM2.5 and calculate the impact it had on their health.

They found that across the U.S. in 1999, the average level of coal PM2.5 was 2.34 micrograms per cubic meter of air (mg/m3). This level decreased significantly by 2020, to 0.07 mg/m3. The researchers calculated that a one mg/m3 increase in annual average coal PM2.5 was associated with a 1.12% increase in all-cause mortality, a risk 2.1 times greater than that of PM2.5 from any other source. They also found that 460,000 deaths were attributable to coal PM2.5, representing 25% of all PM2.5-related deaths among Medicare enrollees before 2009.

The researchers were also able to quantify deaths attributable to specific power plants, producing a ranking of the coal-fired power plants studied based on their contribution to coal PM2.5's mortality burden. They found that 10 of these plants each contributed at least 5,000 deaths during the study period. They visualized the deaths from each power plant in a publicly available online tool (https://cpieatgt.github.io/cpie/).




The study also found that 390,000 of the 460,000 deaths attributable to coal-fired power plants took place between 1999 and 2007, averaging more than 43,000 deaths per year. After 2007, these deaths declined drastically, to an annual total of 1,600 by 2020.

"Beyond showing just how harmful coal pollution has been, we also show good news: Deaths from coal were highest in 1999 but by 2020 decreased by about 95%, as coal plants have installed scrubbers or shut down," Henneman said.

"I see this as a success story," added senior author Corwin Zigler, associate professor in the Department of Statistics and Data Sciences at UT Austin and founding member of the UT Center for Health & Environment: Education & Research. "Coal power plants were this major burden that U.S. policies have already significantly reduced. But we haven't completely eliminated the burden -- so this study provides us a better understanding of how health will continue to improve and lives will be saved if we move further toward a clean energy future."

The researchers pointed out the study's continuing urgency and relevance, writing in the paper that coal power is still part of some U.S. states' energy portfolios and that global coal use for electricity generation is even projected to increase.

"As countries debate their energy sources -- and as coal maintains a powerful, almost mythical status in American energy lore -- our findings are highly valuable to policymakers and regulators as they weigh the need for cheap energy with the significant environmental and health costs," said co-author Francesca Dominici, Clarence James Gamble Professor of Biostatistics, Population, and Data Science at Harvard Chan School and director of the Harvard Data Science Initiative.

Funding for the study came from the National Institutes of Health (grants R01ES026217, R01MD012769, R01ES028033, 1R01ES030616, 1R01AG066793, 1R01MD016054-01A1, 1R01ES 034373-01, 1RF1AG080948, and 1R01ES029950); the Environmental Protection Agency (grant 835872); the EmPOWER Air Data Challenge (grant LRFH); the Alfred P. Sloan Foundation (grant G-2020-13946); and the Health Effects Institute (grants R-82811201 and 4953).
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Telescope Array detects second highest-energy cosmic ray ever | ScienceDaily
In 1991, the University of Utah Fly's Eye experiment detected the highest-energy cosmic ray ever observed. Later dubbed the Oh-My-God particle, the cosmic ray's energy shocked astrophysicists. Nothing in our galaxy had the power to produce it, and the particle had more energy than was theoretically possible for cosmic rays traveling to Earth from other galaxies. Simply put, the particle should not exist.


						
The Telescope Array has since observed more than 30 ultra-high-energy cosmic rays, though none approaching the Oh-My-God-level energy. No observations have yet revealed their origin or how they are able to travel to the Earth.

On May 27, 2021, the Telescope Array experiment detected the second-highest extreme-energy cosmic ray. At 2.4 x 1020eV, the energy of this single subatomic particle is equivalent to dropping a brick on your toe from waist height. Led by the University of Utah (the U) and the University of Tokyo, the Telescope Array consists of 507 surface detector stations arranged in a square grid that covers 700 km2 (~270 miles2) outside of Delta, Utah in the state's West Desert. The event triggered 23 detectors at the north-west region of the Telescope Array, splashing across 48 km2 (18.5 mi2). Its arrival direction appeared to be from the Local Void, an empty area of space bordering the Milky Way galaxy.

"The particles are so high energy, they shouldn't be affected by galactic and extra-galactic magnetic fields. You should be able to point to where they come from in the sky," said John Matthews, Telescope Array co-spokesperson at the U and co-author of the study. "But in the case of the Oh-My-God particle and this new particle, you trace its trajectory to its source and there's nothing high energy enough to have produced it. That's the mystery of this -- what the heck is going on?"

In their observation that published on Nov. 24, 2023, in the journal Science, an international collaboration of researchers describe the ultra-high-energy cosmic ray, evaluate its characteristics, and conclude that the rare phenomena might follow particle physics unknown to science. The researchers named it the Amaterasu particle after the sun goddess in Japanese mythology. The Oh-My-God and the Amaterasu particles were detected using different observation techniques, confirming that while rare, these ultra-high energy events are real.

"These events seem like they're coming from completely different places in the sky. It's not like there's one mysterious source," said John Belz, professor at the U and co-author of the study. "It could be defects in the structure of spacetime, colliding cosmic strings. I mean, I'm just spit-balling crazy ideas that people are coming up with because there's not a conventional explanation."

Natural particle accelerators

Cosmic rays are echoes of violent celestial events that have stripped matter to its subatomic structures and hurled it through universe at nearly the speed of light. Essentially cosmic rays are charged particles with a wide range of energies consisting of positive protons, negative electrons, or entire atomic nuclei that travel through space and rain down onto Earth nearly constantly.




Cosmic rays hit Earth's upper atmosphere and blasts apart the nucleus of oxygen and nitrogen gas, generating many secondary particles. These travel a short distance in the atmosphere and repeat the process, building a shower of billions of secondary particles that scatter to the surface. The footprint of this secondary shower is massive and requires that detectors cover an area as large as the Telescope Array. The surface detectors utilize a suite of instrumentation that gives researchers information about each cosmic ray; the timing of the signal shows its trajectory and the amount of charged particles hitting each detector reveals the primary particle's energy.

Because particles have a charge, their flight path resembles a ball in a pinball machine as they zigzag against the electromagnetic fields through the cosmic microwave background. It's nearly impossible to trace the trajectory of most cosmic rays, which lie on the low- to middle-end of the energy spectrum. Even high-energy cosmic rays are distorted by the microwave background. Particles with Oh-My-God and Amaterasuenergy blast through intergalactic space relatively unbent. Only the most powerful of celestial events can produce them.

"Things that people think of as energetic, like supernova, are nowhere near energetic enough for this. You need huge amounts of energy, really high magnetic fields to confine the particle while it gets accelerated," said Matthews.

Ultra-high-energy cosmic rays must exceed 5 x 1019 eV. This means that a single subatomic particle carries the same kinetic energy as a major league pitcher's fast ball and has tens of millions of times more energy than any human-made particle accelerator can achieve. Astrophysicists calculated this theoretical limit, known as the Greisen-Zatsepin-Kuzmin (GZK) cutoff, as the maximum energy a proton can hold traveling over long distances before the effect of interactions of the microwave background radiation take their energy. Known source candidates, such as active galactic nuclei or black holes with accretion disks emitting particle jets, tend to be more than 160 million light years away from Earth. The new particle's 2.4 x 1020 eV and the Oh-My-God particle's 3.2 x 1020 eV easily surpass the cutoff.

Researchers also analyze cosmic ray composition for clues of its origins. A heavier particle, like iron nuclei, are heavier, have more charge and are more susceptible to bending in a magnetic field than a lighter particle made of protons from a hydrogen atom. The new particle is likely a proton. Particle physics dictates that a cosmic ray with energy beyond the GZK cutoff is too powerful for the microwave background to distort its path, but back tracing its trajectory points towards empty space.

"Maybe magnetic fields are stronger than we thought, but that disagrees with other observations that show they're not strong enough to produce significant curvature at these ten-to-the-twentieth electron volt energies," said Belz. "It's a real mystery."

Expanding the footprint




The Telescope Array is uniquely positioned to detect ultra-high-energy cosmic rays. It sits at about 1,200 m (4,000 ft), the elevation sweet-spot that allows secondary particles maximum development, but before they start to decay. Its location in Utah's West Desert provides ideal atmospheric conditions in two ways: the dry air is crucial because humidity will absorb the ultraviolet light necessary for detection; and the region's dark skies are essential, as light pollution will create too much noise and obscure the cosmic rays.

Astrophysicists are still baffled by the mysterious phenomena. The Telescope Array is in the middle of an expansion that that they hope will help crack the case. Once completed, 500 new scintillator detectors will expand the Telescope Array will sample cosmic ray-induced particle showers across 2,900 km2  (1,100 mi2 ), an area nearly the size of Rhode Island. The larger footprint will hopefully capture more events that will shed light on what's going on.
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Hybrid transistors set stage for integration of biology and microelectronics | ScienceDaily
Your phone may have more than 15 billion tiny transistors packed into its microprocessor chips. The transistors are made of silicon, metals like gold and copper, and insulators that together take an electric current and convert it to 1s and 0s to communicate information and store it. The transistor materials are inorganic, basically derived from rock and metal.


						
But what if you could make these fundamental electronic components part biological, able to respond directly to the environment and change like living tissue?

This is what a team at Tufts University Silklab did when they created transistors replacing the insulating material with biological silk. They reported their findings in Advanced Materials.

Silk fibroin -- the structural protein of silk fibers -- can be precisely deposited onto surfaces and easily modified with other chemical and biological molecules to change its properties. Silk functionalized in this manner can pick up and detect a wide range of components from the body or environment.

The team's first demonstration of a prototype device used the hybrid transistors to make a highly sensitive and ultrafast breath sensor, detecting changes in humidity. Further modifications of the silk layer could enable devices to detect some cardiovascular and pulmonary diseases, as well as sleep apnea, or pick up carbon dioxide levels and other gases and molecules in the breath that might provide diagnostic information. Used with blood plasma, they could potentially provide information on levels of oxygenation and glucose, circulating antibodies, and more.

Prior to the development of the hybrid transistors, the Silklab, led by Fiorenzo Omenetto, the Frank C. Doble Professor of engineering, had already used fibroin to make bioactive inks for fabrics that can detect changes in the environment or on the body, sensing tattoos that can be placed under the skin or on the teeth to monitor health and diet, and sensors that can be printed on any surface to detect pathogens like the virus responsible for COVID19.

How It Works

A transistor is simply an electrical switch, with a metal electrical lead coming in and another going out. In between the leads is the semiconductor material, so-called because it's not able to conduct electricity unless coaxed.




Another source of electrical input called a gate is separated from everything else by an insulator. The gate acts as the "key" to turn the transistor on and off. It triggers the on-state when a threshold voltage- which we will call "1" -- creates an electric field across the insulator, priming electron movement in the semiconductor and starting the flow of current through the leads.

In a biological hybrid transistor, a silk layer is used as the insulator, and when it absorbs moisture, it acts like a gel carrying whatever ions (electrically charged molecules) are contained within. The gate triggers the on-state by rearranging ions in the silk gel. By changing the ionic composition in the silk, the transistor operation changes, allowing it to be triggered by any gate value between zero and one.

"You could imagine creating circuits that make use of information that is not represented by the discrete binary levels used in digital computing, but can process variable information as in analog computing, with the variation caused by changing what's inside the silk insulator" said Omenetto. "This opens up the possibility of introducing biology into computing within modern microprocessors," said Omenetto. Of course, the most powerful known biological computer is the brain, which processes information with variable levels of chemical and electrical signals.

The technical challenge in creating hybrid biological transistors was to achieve silk processing at the nanoscale, down to 10nm or less than 1/10000th the diameter of a human hair. "Having achieved that, we can now make hybrid transistors with the same fabrication processes that are used for commercial chip manufacturing," said Beom Joon Kim, postdoctoral researcher at the School of Engineering. "This means you can make a billion of these with capabilities available today."

Having billions of transistor nodes with connections reconfigured by biological processes in the silk could lead to microprocessors which could act like the neural networks used in AI. "Looking ahead, one could imagine have integrated circuits that train themselves, respond to environmental signals, and record memory directly in the transistors rather than sending it to separate storage," said Omenetto.

Devices detecting and responding to more complex biological states, as well as large-scale analog and neuromorphic computing are yet to be created. Omenetto is optimistic for future opportunities. "This opens up a new way of thinking about the interface between electronics and biology, with many important fundamental discoveries and applications ahead."
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From the first bite, our sense of taste helps pace our eating | ScienceDaily
When you eagerly dig into a long-awaited dinner, signals from your stomach to your brain keep you from eating so much you'll regret it -- or so it's been thought. That theory had never really been directly tested until a team of scientists at UC San Francisco recently took up the question.


						
The picture, it turns out, is a little different.

The team, led by Zachary Knight, PhD, a UCSF professor of physiology in the Kavli Institute for Fundamental Neuroscience, discovered that it's our sense of taste that pulls us back from the brink of food inhalation on a hungry day. Stimulated by the perception of flavor, a set of neurons -- a type of brain cell -- leaps to attention almost immediately to curtail our food intake.

"We've uncovered a logic the brainstem uses to control how fast and how much we eat, using two different kinds of signals, one coming from the mouth, and one coming much later from the gut," said Knight, who is also an investigator with the Howard Hughes Medical Institute and a member of the UCSF Weill Institute for Neurosciences. "This discovery gives us a new framework to understand how we control our eating."

The study, which appears Nov. 22, 2023 in Nature, could help reveal exactly how weight-loss drugs like Ozempic work, and how to make them more effective.

New views into the brainstem 

Pavlov proposed over a century ago that the sight, smell and taste of food are important for regulating digestion. More recent studies in the 1970s and 1980s have also suggested that the taste of food may restrain how fast we eat, but it's been impossible to study the relevant brain activity during eating because the brain cells that control this process are located deep in the brainstem, making them hard to access or record in an animal that's awake.




Over the years, the idea had been forgotten, Knight said.

New techniques developed by lead author Truong Ly, PhD, a graduate student in Knight's lab, allowed for the first-ever imaging and recording of a brainstem structure critical for feeling full, called the nucleus of the solitary tract, or NTS, in an awake, active mouse. He used those techniques to look at two types of neurons that have been known for decades to have a role in food intake.

The team found that when they put food directly into the mouse's stomach, brain cells called PRLH (for prolactin-releasing hormone) were activated by nutrient signals sent from the GI tract, in line with traditional thinking and the results of prior studies.

However, when they allowed the mice to eat the food as they normally would, those signals from the gut didn't show up. Instead, the PRLH brain cells switched to a new activity pattern that was entirely controlled by signals from the mouth.

"It was a total surprise that these cells were activated by the perception of taste," said Ly. "It shows that there are other components of the appetite-control system that we should be thinking about."

While it may seem counterintuitive for our brains to slow eating when we're hungry, the brain is actually using the taste of food in two different ways at the same time. One part is saying, "This tastes good, eat more," and another part is watching how fast you're eating and saying, "Slow down or you're going to be sick."

"The balance between those is how fast you eat," said Knight.




The activity of the PRLH neurons seems to affect how palatable the mice found the food, Ly said. That meshes with our human experience that food is less appetizing once you've had your fill of it.

Brain cells that inspire weight-loss drugs

The PRLH-neuron-induced slowdown also makes sense in terms of timing. The taste of food triggers these neurons to switch their activity in seconds, from keeping tabs on the gut to responding to signals from the mouth.

Meanwhile, it takes many minutes for a different group of brain cells, called CGC neurons, to begin responding to signals from the stomach and intestines. These cells act over much slower time scales -- tens of minutes -- and can hold back hunger for a much longer period of time.

"Together, these two sets of neurons create a feed-forward, feed-back loop," said Knight. "One is using taste to slow things down and anticipate what's coming. The other is using a gut signal to say, 'This is how much I really ate. Ok, I'm full now!'"

The CGC brain cells' response to stretch signals from the gut is to release GLP-1, the hormone mimicked by Ozempic, Wegovy and other new weight-loss drugs.

These drugs act on the same region of the brainstem that Ly's technology has finally allowed researchers to study. "Now we have a way of teasing apart what's happening in the brain that makes these drugs work," he said.

A deeper understanding of how signals from different parts of the body control appetite would open doors to designing weight-loss regimens designed for the individual ways people eat by optimizing how the signals from the two sets of brain cells interact, the researchers said.

The team plans to investigate those interactions, seeking to better understand how taste signals from food interact with feedback from the gut to suppress our appetite during a meal.
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Neanderthals were the world's first artists, research reveals | ScienceDaily
Recent research has shown that engravings in a cave in La Roche-Cotard (France), which has been sealed for thousands of years, were actually made by Neanderthals. This research was performed by Basel archaeologist Dorota Wojtczak together with a team of researchers from France and Denmark, whose findings reveal that the Neanderthals were in fact the first humans with an appreciation of art.


						
When the French archaeologist Jean-Claude Marquet entered the La Roche-Cotard cave in the Loire Valley for the first time back in 1974, he suspected that the fine lines on the wall could be of human origin. He also found scrapers and other retouched pieces known as Mousterian stone artifacts that suggested the cave had been used by Neanderthals. Were the marks on the wall evidence of early Neanderthal artistic activity?

Posing this question raised the possibility of breaking with the consensus of the time, which largely assumed that Homo neanderthalensis lacked any higher cognitive abilities. Fearing he would be unable to provide sufficient scientific evidence to prove his hypothesis, Marquet left the cave untouched for almost 40 years.

Marks on the wall produced by human hands

Together with an international team, he made another attempt in 2016. This time he was accompanied by Dr. Dorota Wojtczak from Integrative Prehistoric and Archaeological Science (IPAS) at the Department of Environmental Sciences of the University of Basel, who specializes in archaeological use-wear analysis. "Our task was to use modern methods to prove the human origin of these wall engravings," explains Wojtczak in her office at IPAS. The researchers recently published their findings in the journal PLoS ONE.

First with photos and drawings and later with a 3D scanner, the marks in the tuff rock of the cave wall were meticulously recorded. In her laboratory in Basel, Wojtczak compared these samples from the cave with tuff she had worked on experimentally with wood, bone and stone tools, as well as with her hands. "This research clearly showed that the cave marks were not made with tools, but by scratching with human fingers," says Wojtczak.

Cave sealed for over 50,000 years

At the same time, examination of cave sediment by researchers from Denmark showed that the cave must have been sealed off by mud residues from the Loire and soil sediments for over 50,000 years before being rediscovered. This makes the La Roche-Cotard cave system a very special location -- a veritable "time capsule." "At this time, 50,000 years ago, there were no modern humans in Europe, only Neanderthals," says Wojtczak. The wall marks and artifacts can therefore only come from these early humans.




While the clear geometric shapes with parallel and triangular lines suggest that these marks were not scribbled on the wall by chance, the researcher does not know what they represent. "But they could only have been made by someone who proceeded with planning and understanding," she says. And whether it was "art" as such, or a form of recording-keeping, is a matter of interpretation.

La Roche-Cotard promises further findings

The cave holds many other archaeological secrets. Jean-Claude Marquet also found an object that resembles the face of a human or animal back in 1976, and Wojtczak's use-wear analysis suggests that this object is also man-made. Another object from the cave appears to be a small oil lamp. "Specialists are currently investigating whether the object bears any pigments or soot substances that could help to identify the type of fuel used at the time," explains Wojtczak.

The chamber of La Roche-Cotard that has been explored so far is just one part of an entire cave system. The researcher hopes to gain further insight into the Neanderthals' activities, particularly from Chamber 4, which is still largely covered by sediment. Wojtczak is convinced that every investigation will help to further the dismantle traditional consensus of Neanderthals as mentally inferior humans, and reinforce the perception of them as more like the cousins of modern humans. "They could speak, and probably even sang," she adds, grinning.

Dorota Wojtczak will continue her research into Neanderthal life in La Roche-Cotard together with her students from the Prehistory and Archaeological Science degree program.
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Ultra-processed foods and higher risk of mouth, throat and esophagus cancers | ScienceDaily
Eating more ultra-processed foods (UPFs) may be associated with a higher risk of developing cancers of upper aerodigestive tract (including the mouth, throat and esophagus), according to a new study led by researchers from the University of Bristol and the International Agency for Research on Cancer (IARC). The authors of this international study, which analysed diet and lifestyle data on 450,111 adults who were followed for approximately 14 years, sayobesity associated with the consumption of UPFs may not be the only factor to blame. The study is published today [22 November] in the European Journal of Nutrition.


						
Several studies have identified an association between UPF consumption and cancer, including a recent study which looked at the association between UPFs and 34 different cancers in the largest cohort study in Europe, the European Prospective Investigation into Cancer and Nutrition (EPIC) cohort.

As more evidence emerges about the associations between eating UPFs and adverse health outcomes, researchers from the Bristol Medical School and IARC wanted to explore this further. Since many UPFs have an unhealthy nutritional profile, the team sought to establish whether the association between UPF consumption and head and neck cancer and esophageal adenocarcinoma (a cancer of the esophagus) in EPIC could be explained by an increase in body fat.

Results from the team's analyses showed that eating 10% more UPFs is associated with a 23% higher risk of head and neck cancer and a 24% higher risk of esophageal adenocarcinoma in EPIC. Increased body fat only explained a small proportion of the statistical association between UPF consumption and the risk of these upper-aerodigestive tract cancers.

Fernanda Morales-Berstein, a Wellcome Trust PhD student at the University of Bristol and the study's lead author, explained: "UPFs have been associated with excess weight and increased body fat in several observational studies. This makes sense, as they are generally tasty, convenient and cheap, favouring the consumption of large portions and an excessive number of calories. However, it was interesting that in our study the link between eating UPFs and upper-aerodigestive tract cancer didn't seem to be greatly explained by body mass index and waist-to-hip ratio."

The authors suggest that other mechanisms could explain the association. For example, additives including emulsifiers and artificial sweeteners which have been previously associated with disease risk, and contaminants from food packaging and the manufacturing process, may partly explain the link between UPF consumption and upper-aerodigestive tract cancer in this study.

However, Fernanda Morales-Berstein and colleagues did add caution regarding their findings and suggest that the associations between UPF consumption and upper-aerodigestive tract cancers found in the study could be affected by certain types of bias. This would explain why they found evidence of an association between higher UPF consumption and increased risk of accidental deaths, which is highly unlikely to be causal.




George Davey Smith, Professor of Clinical Epidemiology and Director of the MRC Integrative Epidemiology Unit at the University of Bristol, and co-author on the paper, said: "UPFs are clearly associated with many adverse health outcomes, yet whether they actually cause these, or whether underlying factors such as general health-related behaviours and socioeconomic position are responsible for the link, is still unclear, as the association with accidental deaths draws attention to."

Inge Huybrechts, Team head of the Lifestyle exposures and interventions team at IARC, added: "Cohorts with long-term dietary follow-up intake assessments, considering also contemporary consumption habits, are needed to replicate these study's findings, as the EPIC dietary data were collected in the 1990s, when the consumption of UPFs was still relatively low. As such associations may potentially be stronger in cohorts including recent dietary follow-up assessments."

Further research is needed to identify other mechanisms, such as food additives and contaminants, which may explain the links observed. However, based on the finding that body fat did not greatly explain the link between UPF consumption and upper-aerodigestive tract cancer risk in this study, Fernanda Morales-Berstein, suggested: "Focussing solely on weight loss treatment, such as Semaglutide, is unlikely to greatly contribute to the prevention of upper-aerodigestive tract cancers related to eating UPFs."

Dr Helen Croker, Assistant Director of Research and Policy at World Cancer Research Fund, added: "This study adds to a growing pool of evidence suggesting a link between UPFs and cancer risk. The association between a higher consumption of UPFs and an increased risk of developing upper-aerodigestive tract cancer supports our Cancer Prevention Recommendations to eat a healthy diet, rich in wholegrains, vegetables, fruit, and beans."

The study was funded by the Wellcome Trust; Cancer Research UK; World Cancer Research Fund International; Institut National du Cancer; Horizon 2020 'Dynamic longitudinal exposome trajectories in cardiovascular and metabolic non-communicable diseases' study; University of Bristol Vice Chancellor's Fellowship; British Heart Foundation and the Medical Research Council.
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NASA's Webb reveals new features in heart of Milky Way | ScienceDaily
The latest image from NASA's James Webb Space Telescope shows a portion of the dense center of our galaxy in unprecedented detail, including never-before-seen features astronomers have yet to explain. The star-forming region, named Sagittarius C (Sgr C), is about 300 light-years from the Milky Way's central supermassive black hole, Sagittarius A*.


						
"There's never been any infrared data on this region with the level of resolution and sensitivity we get with Webb, so we are seeing lots of features here for the first time," said the observation team's principal investigator Samuel Crowe, an undergraduate student at the University of Virginia in Charlottesville. "Webb reveals an incredible amount of detail, allowing us to study star formation in this sort of environment in a way that wasn't possible previously."

"The galactic center is the most extreme environment in our Milky Way galaxy, where current theories of star formation can be put to their most rigorous test," added professor Jonathan Tan, one of Crowe's advisors at the University of Virginia.

Protostars

Amid the estimated 500,000 stars in the image is a cluster of protostars -- stars that are still forming and gaining mass -- producing outflows that glow like a bonfire in the midst of an infrared-dark cloud. At the heart of this young cluster is a previously known, massive protostar over 30 times the mass of our Sun. The cloud the protostars are emerging from is so dense that the light from stars behind it cannot reach Webb, making it appear less crowded when in fact it is one of the most densely packed areas of the image. Smaller infrared-dark clouds dot the image, looking like holes in the starfield. That's where future stars are forming.

Webb's NIRCam (Near-Infrared Camera) instrument also captured large-scale emission from ionized hydrogen surrounding the lower side of the dark cloud, shown cyan-colored in the image. Typically, Crowe says, this is the result of energetic photons being emitted by young massive stars, but the vast extent of the region shown by Webb is something of a surprise that bears further investigation. Another feature of the region that Crowe plans to examine further is the needle-like structures in the ionized hydrogen, which appear oriented chaotically in many directions.

"The galactic center is a crowded, tumultuous place. There are turbulent, magnetized gas clouds that are forming stars, which then impact the surrounding gas with their outflowing winds, jets, and radiation," said Ruben Fedriani, a co-investigator of the project at the Instituto Astrofisica de Andalucia in Spain. "Webb has provided us with a ton of data on this extreme environment, and we are just starting to dig into it."

Around 25,000 light-years from Earth, the galactic center is close enough to study individual stars with the Webb telescope, allowing astronomers to gather unprecedented information on how stars form, and how this process may depend on the cosmic environment, especially compared to other regions of the galaxy. For example, are more massive stars formed in the center of the Milky Way, as opposed to the edges of its spiral arms?

"The image from Webb is stunning, and the science we will get from it is even better," Crowe said. "Massive stars are factories that produce heavy elements in their nuclear cores, so understanding them better is like learning the origin story of much of the universe."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2023/11/231121175511.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



'Triple star' discovery could revolutionize understanding of stellar evolution | ScienceDaily
A ground-breaking new discovery by University of Leeds scientists could transform the way astronomers understand some of the biggest and most common stars in the Universe.


						
Research by PhD student Jonathan Dodd and Professor Rene Oudmaijer, from the University's School of Physics and Astronomy, points to intriguing new evidence that massive Be stars -- until now mainly thought to exist in double stars -- could in fact be "triples."

The remarkable discovery could revolutionise our understanding of the objects -- a subset of B stars -- which are considered an important "test bed" for developing theories on how stars evolve more generally.

These Be stars are surrounded by a characteristic disc made of gas -- similar to the rings of Saturn in our own Solar System. And although Be stars have been known for about 150 years -- having first been identified by renowned Italian astronomer Angelo Secchi in 1866 -- until now, no one has known how they were formed.

Consensus among astronomers so far has said the discs are formed by the rapid rotation of the Be stars, and that itself can be caused by the stars interacting with another star in a binary system.

Triple systems

Mr Dodd, corresponding author of the research, said: "The best point of reference for that is if you've watched Star Wars, there are planets where they have two Suns."

But now, by analysing data from the European Space Agency's Gaia satellite, the scientists say they have found evidence these stars actually exist in triple systems -- with three bodies interacting instead of just two.




Mr Dodd added: "We observed the way the stars move across the night sky, over longer periods like 10 years, and shorter periods of around six months. If a star moves in a straight line, we know there's just one star, but if there is more than one, we will see a slight wobble or, in the best case, a spiral.

"We applied this across the two groups of stars that we are looking at -- the B stars and the Be stars -- and what we found, confusingly, is that at first it looks like the Be stars have a lower rate of companions than the B stars. This is interesting because we'd expect them to have a higher rate."

However, Principal Investigator Prof Oudmaijer said: "The fact that we do not see them might be because they are now too faint to be detected."

Mass transfer

The researchers then looked at a different set of data, looking for companion stars that are further away, and found that at these larger separations the rate of companion stars is very similar between the B and Be stars.

From this, they were able to infer that in many cases a third star is coming into play, forcing the companion closer to the Be star -- close enough that mass can be transferred from one to the other and form the characteristic Be star disc. This could also explain why we do not see these companions anymore; they have become too small and faint to be detected after the "vampire" Be star has sucked in so much of their mass.




The discovery could have huge impacts on other areas of astronomy -- including our understanding of black holes, neutron stars and gravitational wave sources.

Prof Oudmaijer said: "There's a revolution going on in physics at the moment around gravitational waves. We have only been observing these gravitational waves for a few years now, and these have been found to be due to merging black holes.

"We know that these enigmatic objects -- black holes and neutron stars -- exist, but we don't know much about the stars that would become them. Our findings provide a clue to understanding these gravitational wave sources."

He added: "Over the last decade or so, astronomers have found that binarity is an incredibly important element in stellar evolution. We are now moving more towards the idea it is even more complex than that and that triple stars need to be considered."

"Indeed," Oudmaijer said, "triples have become the new binaries."

The team behind the discovery includes PhD student Mr Dodd and Prof Oudmaijer from Leeds, along with University of Leeds PhD student Isaac Radley and two former Leeds academics Dr Miguel Vioque of the ALMA Observatory in Chile and Dr Abigail Frost at the European Southern Observatory in Chile. The team received funding from the Science and Technology Facilities Council (STFC).
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First comprehensive look at effects of 2020-2021 California megafires on terrestrial wildlife habitat | ScienceDaily
The only thing constant is change -- isn't that how the saying goes? We know that wildlife in western forests evolved with changing habitat and disturbances like wildfire. Each species responds differently, some benefiting from openings, others losing critical habitat. What we don't know is how increasing fire severity at large scales is impacting their habitat and survival, because many species are not adapted to these types of "megafires." Researchers at the Rocky Mountain Research Station set about finding some answers. They summarize their findings in "The 2020-2021 California megafires and their impacts to wildlife habitat," a paper that published today in the Proceedings of the National Academy of Sciences.


						
Why California and why this time period? In 2020 and 2021, California experienced fire activity unlike anything recorded in the modern record. When the smoke cleared, the amount of burned forest totaled ten times more than the annual average going back to the late 1800s. Nearly half of the forests that burned experienced high-severity fire, killing 75-100% of the vegetation, and much of this fire covered large continuous areas, rather than a patchy mosaic. California's Department of Fish and Wildlife curates a comprehensive wildlife database, mapping habitat suitability of hundreds of species across the state. Coupling that with Forest Service records of wildfires and some fancy computer footwork gave researchers an opportunity to take a broad look at how these types of "megafires" are shaping wildlife habitat within the state.

Jessalyn Ayars, the lead author, said, "Our intent was to take a broad look to gain a better understanding of the impacts of these kinds of fires on wildlife habitat as a whole." She continued, "and since each species is different, this study provides a good jumping-off point for others to be able to focus on a single species of interest or small group of species that share similar habitats."

The fires and habitat studied were mostly located in the Sierra Nevada, southern Cascades, and Klamath mountain regions of California. Researchers looked at more than 600 wildlife species and found that for 50 species, fires spanned 15-30% of habitat within their range in the state. One hundred species experience high severity fire over more than 10% of their geographic range within California. Sixteen of those species are considered species of management concern, such as the great gray owl, wolverine, Pacific marten, and northern rubber boa.

Previous research shows that some species such as great gray owls may benefit from fire in terms of foraging habitat and can be somewhat resilient, but again, the unknown is whether that benefit holds true with this magnitude of habitat change in such a short time.

Some good news is that by looking more closely at some of the details around habitat change by species, scientists learned that these fires are not disproportionately impacting habitats for species of conservation concern compared to wildlife species in general, a finding that suggests that where these species live may serve as refugia for them.

Gavin Jones, senior author and Ayars' advisor, has conducted research on how proactive forest management can offset risks over the long term of California spotted owl habitat loss from increased wildfire size and severity. Given the impacts of large-scale habitat shifts in a short period of time, coupled with the likelihood that extreme fires will be more common in the future, this new paper adds to the body of research and underscores the importance of increasing the pace and scale of proactive forest management.
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Sophisticated swarming: Bacteria support each other across generations | ScienceDaily
When bacteria build communities, they cooperate and share nutrients across generations. Researchers at the University of Basel have been able to demonstrate this for the first time using a newly developed method. This innovative technique enables the tracking of gene expression during the development of bacterial communities over space and time.


						
In nature, bacteria usually live in communities. They collectively colonize our gut, also known as the gut microbiome, or form biofilms such as dental plaque. Living in communities provides many advantages to the individual microbes. They are more resilient against adverse environmental conditions, conquer new territories and benefit from each other.

Analyzing microbial communities in space and time

The development of bacterial communities is a highly complex process where bacteria form intricate three-dimensional structures. In their latest study published in Nature Microbiology, the team led by Professor Knut Drescher from the Biozentrum of the University of Basel has investigated the development of bacterial swarm communities in detail.

They achieved a methodological breakthrough enabling them to simultaneously measure gene expression and image the behaviour of individual cells in microbial communities in space and time.

Bacteria provide resources for future generations

"We used Bacillus subtilis as a model organism. This ubiquitous bacterium is also found in our intestinal flora. We have revealed that these bacteria, which live in communities, cooperate and interact with each other across generations," explains Prof Knut Drescher, head of the study. "Earlier generations deposit metabolites for later generations."

They also identified different subpopulations within a bacterial swarm, which produce and consume different metabolites. Some of the metabolites secreted by one subpopulation become the food for other subpopulations that emerge later during swarm development.




Distribution of tasks within the community

The researchers combined state-of-the-art adaptive microscopy, gene expression analyses, metabolite analyses, and robotic sampling. Using this innovative approach, the researchers have been able to simultaneously examine gene expression and bacterial behavior at precisely defined locations and specific times as well as to identify the metabolites secreted by the bacteria. The bacterial swarm could thus be divided into three major regions: the swarm front, the intermediate region and the swarm center. However, the three regions display gradual transitions.

"Depending on the region, the bacteria differ in appearance, characteristics and behavior. While they are mostly motile at the edges, the bacteria in the center form long non-motile threads, resulting in a 3D biofilm. One reason is the varying availability of space and resources," explains first author Hannah Jeckel. "The spatial distribution of bacteria with distinct behavior enables the community to expand but also to hide in a protective biofilm." This process appears to be a widespread strategy in bacterial communities and is crucial for their survival.

Complex dynamics within bacterial communities

This study illustrates the complexity and dynamics within bacterial communities and reveals cooperative interactions among individual bacteria -- in favor of the community. The spatial and temporal effects thus play a central role in the development and establishment of microbial communities. A milestone of this work is the development of a pioneering technique that enabled the researchers to acquire comprehensive spatiotemporal data of a multicellular process at a resolution never before achieved in any other biological system.
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Our brains are not able to 'rewire' themselves, despite what most scientists believe, new study argues | ScienceDaily

Writing in eLife, Professors Tamar Makin (Cambridge) and John Krakauer (Johns Hopkins) argue that the notion that the brain, in response to injury or deficit, can reorganise itself and repurpose particular regions for new functions, is fundamentally flawed -- despite being commonly cited in scientific textbooks. Instead, they argue that what is occurring is merely the brain being trained to utilise already existing, but latent, abilities.

One of the most common examples given is where a person loses their sight -- or is born blind -- and the visual cortex, previously specialised in processing vision, is rewired to process sounds, allowing the individual to use a form of 'echolocation' to navigate a cluttered room. Another common example is of people who have had a stroke and are initially unable to move their limbs repurposing other areas of the brain to allow them to regain control.

Krakauer, Director of the Center for the Study of Motor Learning and Brain Repair at Johns Hopkins University, said: "The idea that our brain has an amazing ability to rewire and reorganise itself is an appealing one. It gives us hope and fascination, especially when we hear extraordinary stories of blind individuals developing almost superhuman echolocation abilities, for example, or stroke survivors miraculously regaining motor abilities they thought they'd lost.

"This idea goes beyond simple adaptation, or plasticity -- it implies a wholesale repurposing of brain regions. But while these stories may well be true, the explanation of what is happening is, in fact, wrong."

In their article, Makin and Krakauer look at a ten seminal studies that purport to show the brain's ability to reorganise. They argue, however, that while the studies do indeed show the brain's ability to adapt to change, it is not creating new functions in previously unrelated areas -- instead it's utilising latent capacities that have been present since birth.

For example, one of the studies -- research carried out in the 1980s by Professor Michael Merzenich at University of California, San Francisco -- looked at what happens when a hand loses a finger. The hand has a particular representation in the brain, with each finger appearing to map onto a specific brain region. Remove the forefinger, and the area of the brain previously allocated to this finger is reallocated to processing signals from neighbouring fingers, argued Merzenich -- in other words, the brain has rewired itself in response to changes in sensory input.




Not so, says Makin, whose own research provides an alternative explanation.

In a study published in 2022, Makin used a nerve blocker to temporarily mimic the effect of amputation of the forefinger in her subjects. She showed that even before amputation, signals from neighbouring fingers mapped onto the brain region 'responsible' for the forefinger -- in other words, while this brain region may have been primarily responsible for process signals from the forefinger, it was not exclusively so. All that happens following amputation is that existing signals from the other fingers are 'dialled up' in this brain region.

Makin, from the Medical Research Council (MRC) Cognition and Brain Sciences Unit at the University of Cambridge, said: "The brain's ability to adapt to injury isn't about commandeering new brain regions for entirely different purposes. These regions don't start processing entirely new types of information. Information about the other fingers was available in the examined brain area even before the amputation, it's just that in the original studies, the researchers didn't pay much notice to it because it was weaker than for the finger about to be amputated."

Another compelling counterexample to the reorganisation argument is seen in a study of congenitally deaf cats, whose auditory cortex -- the area of the brain that processes sound -- appears to be repurposed to process vision. But when they are fitted with a cochlear implant, this brain region immediately begins processing sound once again, suggesting that the brain had not, in fact, rewired.

Examining other studies, Makin and Krakauer found no compelling evidence that the visual cortex of individuals that were born blind or the uninjured cortex of stroke survivors ever developed a novel functional ability that did not otherwise exist.

Makin and Krakauer do not dismiss the stories of blind people being able to navigate purely based on hearing, or individuals who have experienced a stroke regain their motor functions, for example. They argue instead that rather than completely repurposing regions for new tasks, the brain is enhancing or modifying its pre-existing architecture -- and it is doing this through repetition and learning.

Understanding the true nature and limits of brain plasticity is crucial, both for setting realistic expectations for patients and for guiding clinical practitioners in their rehabilitative approaches, they argue.

Makin added: "This learning process is a testament to the brain's remarkable -- but constrained -capacity for plasticity. There are no shortcuts or fast tracks in this journey. The idea of quickly unlocking hidden brain potentials or tapping into vast unused reserves is more wishful thinking than reality. It's a slow, incremental journey, demanding persistent effort and practice. Recognising this helps us appreciate the hard work behind every story of recovery and adapt our strategies accordingly.

"So many times, the brain's ability to rewire has been described as 'miraculous' -- but we're scientists, we don't believe in magic. These amazing behaviours that we see are rooted in hard work, repetition and training, not the magical reassignment of the brain's resources."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2023/11/231121175335.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Babies as young as four months show signs of self-awareness | ScienceDaily
Babies as young as four months old can make sense of how their bodies interact with the space around them, according to new research from the University of Birmingham.


						
The findings, published today (21 November 2023) in Scientific Reports, shed new light on how self-awareness develops.

Experts from the Birmingham BabyLab showed babies a ball on a screen moving towards or away from them. When the ball was closest to them on the screen, the babies were presented with a 'touch' (a small vibration) on their hands, whilst their brain activity was being measured. The data collection for the study was conducted at Goldsmiths (University of London).

The researchers found that from just four months old, babies show enhanced somatosensory (tactile) brain activity when a touch is preceded by an object moving towards them.

Dr Giulia Orioli, Research Fellow in Psychology at the University of Birmingham, who led the study said: "Our findings indicate that even in the first few months of life, before babies have even learned to reach for objects, the multisensory brain is wired up to make links between what babies see and what they feel. This means they can sense the space around them and understand how their bodies interact with that space. This is sometimes referred to as peripersonal space.

"Of course, humans do this all the time as adults, using our combined senses to perceive where we are in space and making predictions about when we will touch an object or not. But now that we know that babies in the early stages of their development begin to show signs of this, it opens up questions about how much of these abilities are learnt, or innate."

The researchers also explored how an unexpected 'touch' would affect some of the older babies in the study. They found that in babies aged eight months old when the touch on their hand was preceded by the ball on the screen moving away from them, the babies' brain activity showed signs that they were surprised.

Andrew Bremner, Professor of Developmental Psychology, commented: "Seeing the older babies show surprise responses suggests that they had not expected the touch due to the visual direction the object was moving in. This indicates that as babies proceed through their first year of life, their brains construct a more sophisticated awareness of how their body exists in the space around them."

Next, the researchers are hoping to follow up this study with younger and older participants. Research with adults can illuminate the kinds of brain activity which infants are developing towards. They are also hoping to be able to see if there are early signs of these "multisensory" abilities in newborn babies.

Dr Orioli concluded: "It is a challenge working with newborns, as they spend such a large portion of their time sleeping and eating, but we are starting to have some success working with this age group, and it is going to be fascinating to see if babies only a few days old have the foundations of a sense of their bodies in space. If so, it could be that we are looking at the origins of human consciousness."
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Trilobites rise from the ashes to reveal ancient map | ScienceDaily
Ten newly discovered species of trilobites, hidden for 490 million years in a little-studied part of Thailand, could be the missing pieces in an intricate puzzle of ancient world geography.


						
Trilobites are extinct sea creatures with half-moon-shaped heads that breathed through their legs. A 100-page monograph in the British journal offers great detail about the new species, including one named in honor of Thai Royal Princess Maha Chakri Sirindhorn.

The trilobite fossils were trapped between layers of petrified ash in sandstone, the product of old volcanic eruptions that settled on the sea floor and formed a green layer called a tuff. Unlike some other kinds of rocks or sediment, tuffs contain crystals of zircon -- a mineral that formed during an eruption and are, as the name of the rock layer containing them suggests, tough.

Zircon is chemically stable as well as heat and weather resistant. It is hard as steel and persists when minerals in other kinds of rocks erode. Inside these resilient zircon crystals, individual atoms of uranium gradually decay and transform into atoms of lead.

"We can use radio isotope techniques to date when the zircon formed and thus find the age of the eruption, as well as the fossil," said Nigel Hughes, monograph co-author and UC Riverside geology professor.

It is rare to find tuffs from this particular period of time, the late Cambrian period, between 497 and 485 million years ago. "Not many places around the world have this. It is one of the worst dated intervals of time in Earth's history," Hughes said.

"The tuffs will allow us to not only determine the age of the fossils we found in Thailand, but to better understand parts of the world like China, Australia, and even North America where similar fossils have been found in rocks that cannot be dated," said Shelly Wernette, former Hughes lab geologist now at Texas State University, and first author of the monograph.




The fossils were uncovered on the coast of an island called Ko Tarutao. It is about 40 minutes southwest from the mainland via high speed boat and is part of an UNESCO geopark site that has encouraged international teams of scientists to work in this area.

For Wernette, the most interesting discovery was 12 types of trilobites that have been seen in other parts of the world, but never in Thailand before. "We can now connect Thailand to parts of Australia, a really exciting discovery."

During the trilobites' lifetime, this region was on the outer margins of Gondwanaland, an ancient supercontinent that included Africa, India, Australia, South America, and Antarctica.

"Because continents shift over time, part of our job has been to work out where this region of Thailand was in relation to the rest of Gondwanaland," Hughes said. "It's a moving, shape shifting, 3D jigsaw puzzle we're trying to put together. This discovery will help us do that."

For example, take the species named for Royal Princess Sirindhorn. The species was named in tribute to the princess for her steadfast dedication to developing the sciences in Thailand. "I also thought this species had a regal quality. It has a broad headdress and clean sweeping lines," Wernette said.

If researchers can get a date from the tuffs containing her namesake species, Tsinania sirindhornae, and determine when they lived, they will be able to say that closely related species of Tsinania found in northern and southern China are roughly the same age.

Ultimately, the researchers feel that the pictures of the ancient world hidden in the fossils they found contain invaluable information for the present day.

"What we have here is a chronicle of evolutionary change accompanied by extinctions. The Earth has written this record for us, and we're fortunate to have it," Hughes said. "The more we learn from it the better prepared we are for the challenges we're engineering on the planet for ourselves today."
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Massive Antarctic ozone hole over past four years: What is to blame? | ScienceDaily
Despite public perception, the Antarctic ozone hole has been remarkably massive and long-lived over the past four years, University of Otago researchers believe chlorofluorocarbons(CFCs) aren't the only things to blame.


						
In a study, just published in Nature Communications, the group analysed the monthly and daily ozone changes, at different altitudes and latitudes within the Antarctic ozone hole, from 2004 to 2022.

Lead author Hannah Kessenich, PhD candidate in the Department of Physics, says they found there is much less ozone in the centre of the ozone hole compared to 19 years ago.

"This means that the hole is not only larger in area, but also deeper throughout most of spring.

"We made connections between this drop in ozone and changes in the air that is arriving into the polar vortex above Antarctica. This reveals the recent, large ozone holes may not be caused just by CFCs," she says.

While the Montreal Protocol on Substances that Deplete the Ozone Layer, which has been in place since 1987, regulates the production and consumption of human-made chemicals known to deplete the ozone, the researchers believe other complex factors are also contributing to the ozone hole.

"Most major communications about the ozone layer over the last few years have given the public the impression that the 'ozone issue' has been solved.




"While the Montreal Protocol has vastly improved our situation with CFCs destroying ozone, the hole has been amongst the largest on record over the past three years, and in two of the five years prior to that.

"Our analysis ended with data from 2022, but as of today the 2023 ozone hole has already surpassed the size of the three years prior -- late last month it was over 26 million km2, nearly twice the area of Antarctica."

Ms Kessenich believes understanding ozone variability is important because of the major role it plays in the Southern Hemisphere's climate.

"We all know about the recent wildfires and cyclones in Australia and New Zealand and the Antarctic ozone hole is part of this picture.

"While separate from the impact of greenhouse gases on climate, the ozone hole interacts with the delicate balance in the atmosphere. Because ozone usually absorbs UV light, a hole in the ozone layer can not only cause extreme UV levels on the surface of Antarctica, but it can also drastically impact where heat is stored in the atmosphere.

"Downstream effects include changes to the Southern Hemisphere's wind patterns and surface climate, which can impact us locally."

She is quick to allay fears about extreme UV rays, though.

"New Zealanders need not worry about applying extra sunscreen this year as the Antarctic ozone hole is generally not open above New Zealand -- it is mostly located directly over Antarctica and the South Pole."
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Dwarf galaxies use 10-million-year quiet period to churn out stars | ScienceDaily
If you look at massive galaxies teeming with stars, you might be forgiven in thinking they are star factories, churning out brilliant balls of gas. But actually, less evolved dwarf galaxies have bigger regions of star factories, with higher rates of star formation.


						
Now, University of Michigan researchers have discovered the reason underlying this: These galaxies enjoy a 10-million-year delay in blowing out the gas cluttering up their environments. Star-forming regions are able to hang on to their gas and dust, allowing more stars to coalesce and evolve.

In these relatively pristine dwarf galaxies, massive stars -- stars about 20 to 200 times the mass of our sun -- collapse into black holes instead of exploding as supernovae. But in more evolved, polluted galaxies, like our Milky Way, they are more likely to explode, thereby generating a collective superwind. Gas and dust get blasted out of the galaxy, and star formation quickly stops.

Their findings are published in the Astrophysical Journal.

"As stars go supernova, they pollute their environment by producing and releasing metals," said Michelle Jecmen, study first author and an undergraduate researcher. "We argue that at low metallicity -- galaxy environments that are relatively unpolluted -- there is a 10-million-year delay in the start of strong superwinds, which, in turn, results in higher star formation."

The U-M researchers point to what's called the Hubble tuning fork, a diagram that depicts the way astronomer Edwin Hubble classified galaxies. In the handle of the tuning fork are the largest galaxies. Huge, round and brimming with stars, these galaxies have already turned all of their gas into stars. Along the tines of the tuning fork are spiral galaxies that do have gas and star-forming regions along their compact arms. At the end of the tuning fork's tines are the least evolved, smallest galaxies.

"But these dwarf galaxies have just these really mondo star-forming regions," said U-M astronomer Sally Oey, senior author of the study. "There have been some ideas around why that is, but Michelle's finding offers a very nice explanation: These galaxies have trouble stopping their star formation because they don't blow away their gas."

Additionally, this 10-million-year period of quiet offers astronomers the opportunity to peer at scenarios similar to the cosmic dawn, a period of time just after the Big Bang, Jecmen said. In pristine dwarf galaxies, gas clumps together and forms gaps through which radiation can escape. This previously known phenomenon is called the "picket fence" model, with UV radiation escaping between slats in the fence. The delay explains why gas would have had time to clump together.




Ultraviolet radiation is important because it ionizes hydrogen -- a process that also occurred right after the Big Bang, causing the universe to go from opaque to transparent.

"And so looking at low-metallicity dwarf galaxies with lots of UV radiation is somewhat similar to looking all the way back to the cosmic dawn," Jecmen said. "Understanding the time near the Big Bang is so interesting. It's foundational to our knowledge. It's something that happened so long ago -- it's so fascinating that we can see sort of similar situations in galaxies that exist today."

A second study, published in the Astrophysical Journal Letters and led by Oey, used the Hubble Space Telescope to look at Mrk 71, a region in a nearby dwarf galaxy about 10 million light years away. In Mrk 71, the team found observational evidence of Jecmen's scenario. Using a new technique with the Hubble Space Telescope, the team employed a filter set that looks at the light of triply ionized carbon.

In more evolved galaxies with lots of supernova explosions, those explosions heat gas in a star cluster to very high temperatures -- to millions of degrees Kelvin, Oey said. As this hot superwind expands, it blasts the rest of the gas out of the star clusters. But in low metallicity environments such as Mrk 71, where stars aren't blowing up, energy within the region is radiated away. It doesn't have the chance to form a superwind.

The team's filters picked up a diffuse glow of the ionized carbon throughout Mrk 71, demonstrating that the energy is radiating away. Therefore, there is no hot superwind, instead allowing dense gas to remain throughout the environment.

Oey and Jecmen say there are many implications for their work.

"Our findings may also be important in explaining the properties of galaxies that are being seen at cosmic dawn by the James Webb Space Telescope right now," Oey said. "I think we're still in the process of understanding the consequences."
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        Mixing heat with hair styling products may be bad for your health
        Hair products often contain ingredients that easily evaporate, so users may inhale some of these chemicals, potentially posing health repercussions. Now, researchers have studied emissions of these volatile organic compounds (VOCs), including siloxanes, which shine and smooth hair. The scientists report that using these hair care products can change indoor air composition quickly, and common heat styling techniques -- straightening and curling -- increase VOC levels even more.

      

      
        Innovative design achieves tenfold better resolution for functional MRI brain imaging
        Hospital MRI scanners, using 3 Tesla magnets, provide poor spatial resolution in brain imaging. More recent 7T MRIs are better but used mainly in the rare research lab. Scientists have now supercharged the standard 7T scanner to improve the resolution by nearly a factor of 10 -- a 50-times improvement over standard 3T MRIs. The NexGen 7T can track signals through the brain and perhaps tie functional changes to brain maladies.

      

      
        Extra practice blending letter sounds helps struggling readers
        New research has shown that extra practice in blending printed letter sounds can help struggling beginner readers (age 4-5) learn to read.

      

      
        Scientists devise new technique that can pinpoint the causes and treatments of autoimmune diseases
        An international team of researchers has developed a method that combines advanced high-throughput microfluidics and gene editing technology to source new treatments that could potentially help people with autoimmune conditions and cancer. In validating the new technique, they discovered a molecule they believe could inhibit interferon gamma production in the gut which -- if proven in clinical trials -- could represent an ideal means to control inflammatory bowel disease (IBD).

      

      
        New platform solves key problems in targeted drug delivery
        Cell and gene therapies hold promise for treating various diseases, but technology to deliver targeted medicines to specific cells is lacking. Engineered cells produce multifunctional particles, designed to carry cargo and target specific cell types. In experiments, the particles successfully delivered gene editing cargo to T cells.

      

      
        Stem cell-based treatment controls blood sugar in people with Type 1 diabetes
        An innovative stem cell-based treatment for Type 1 diabetes can meaningfully regulate blood glucose levels and reduce dependence on daily insulin injections, according to new clinical trial results. The therapy aims to replace the insulin-producing beta cells that people with Type 1 diabetes lack. Dubbed VC-02, the small medical implant contains millions of lab-grown pancreatic islet cells, including beta cells, that originate from a line of pluripotent stem cells.

      

      
        Decoding cell fate: Key mechanism in stem cell switch identified
        Stem cells can differentiate to replace dead and damaged cells. But how do stem cells decide which type of cell to become in a given situation? Using intestinal organoids, scientists identified a new gene, Daam1, that plays an essential role, switching on the development of secretory cells in the intestine. This finding opens new perspectives in cancer research.

      

      
        AI recognizes the tempo and stages of embryonic development
        How can we reliably and objectively characterize the speed and various stages of embryonic development? With the help of artificial intelligence! Researchers present an automated method.

      

      
        Particulate pollution from coal associated with double the risk of mortality than PM2.5 from other sources
        Exposure to fine particulate air pollutants from coal-fired power plants (coal PM2.5) is associated with a risk of mortality more than double that of exposure to PM2.5 from other sources, according to a new study. Examining Medicare and emissions data in the U.S. from 1999 to 2020, the researchers also found that 460,000 deaths were attributable to coal PM2.5 during the study period -- most of them occurring between 1999 and 2007, when coal PM2.5 levels were highest.

      

      
        New clues into the head-scratching mystery of itch
        Scientists show for the first time that bacteria can cause itch by activating nerve cells in the skin. The findings can inform new therapies to treat itch that occurs in inflammatory skin conditions like eczema and dermatitis.

      

      
        Lowering a form of brain cholesterol reduces Alzheimer's-like damage in mice
        Researchers have found that a form of cholesterol known as cholesteryl esters builds up in the brains of mice with Alzheimer's-like disease, and that clearing out the cholesteryl esters helps prevent brain damage and behavioral changes.

      

      
        Chemists use oxygen, copper 'scissors' to make cheaper drug treatments possible
        Researchers have devised a way to produce chemicals used in medicine and agriculture for a fraction of the usual cost. Using oxygen as a reagent and copper as a catalyst to break organic molecules' carbon-carbon bonds and convert them into amines, which are widely used in pharmaceuticals. Traditional metal catalysis uses expensive metals such as platinum, silver, gold and palladium, but the researchers used oxygen and copper -- an abundant base metal.

      

      
        Researchers develop new method for prenatal genetic testing
        Researchers have developed a non-invasive genetic test that can screen the blood of pregnant individuals to survey all genes from the fetal genome.

      

      
        Drones enabled the use of defibrillators before ambulance arrival
        Researchers have evaluated the possibility of alerting drones equipped with automated external defibrillators (AED) to patients with suspected cardiac arrest. In more than half of the cases, the drones were ahead of the ambulance by an average of three minutes. In cases where the patient was in cardiac arrest, the drone-delivered defibrillator was used in a majority of cases.

      

      
        Researchers pinpoint brain area where people who are blind recognize faces identified by sound
        Using a specialized device that translates images into sound, neuroscientists showed that people who are blind recognized basic faces using the part of the brain known as the fusiform face area, a region that is crucial for the processing of faces in sighted people.

      

      
        New study on experience of adopted people as they become parents
        A new piece of research looks at the challenges faced by adopted people when they become parents. The study investigated the lived experiences of adopted people in the UK as they become parents. Until now research in this area has been very limited and hasn't tended to included the experiences of adopted men as fathers.

      

      
        Survival of the fittest? New study shows how cancer cells use cell competition to evade the body's defenses
        Cell competition, a defense system orchestrated by epithelial cells to suppress cancer formation, is altered in epithelial cells with sequential mutations. Activated Ras mutant epithelial cells, which would normally be eliminated into the lumen, instead infiltrate into the tissue to form invasive tumors. The underlying mechanisms were found to be increased MMP21 expression, via activation of NF-?B signaling. Analysis using human samples suggests that the NF-?B-MMP21 pathway contributes to early c...

      

      
        A new diagnostic tool to identify and treat pathological social withdrawal, Hikikomori
        Hikikomori is a pathology characterized by social withdrawal for a period exceeding six months. While first defined in Japan, the pathology is growing globally. To help better assess individuals for Hikikomori, researchers developed the the Hikikomori Diagnostic Evaluation, or HiDE, a diagnostic tool to be a guide on collecting information on the growing pathology.

      

      
        Your eyes talk to your ears. Scientists know what they're saying
        Scientists can now pinpoint where someone is looking just by listening to their ears. Following a discovery that the ears emit subtle sounds when the eyes move, a new report finds that decoding the sounds reveals where your eyes are looking. These faint ear sounds may fine-tune perception and could be used to develop innovative hearing tests.

      

      
        Anti-rheumatic drugs could prevent thyroid disease
        Anti-rheumatic drugs used for rheumatoid arthritis might prevent the development of autoimmune thyroid disease, according to a new observational study.

      

      
        Mice eating less of specific amino acid -- overrepresented in diet of obese people -- live longer, healthier
        A new study in mice shows that cutting down the amount of a single amino acid called isoleucine can, among other benefits, extend their lifespan, make them leaner and less frail as they age and reduce cancer and prostate problems, all while the mice ate more calories.

      

      
        Pediatric oncology: Scientists discover new Achilles heel of leukemia cells
        Leukemia is the most common type of cancer in children. Treatment involves intensive chemotherapy, which has severe side effects due to its non-specific mode of action. A team has now discovered a site in the DNA of cancer cells that is essential for leukemia cells to survive. Cancer cells in which the gene encoded at this site was modified experimentally died off. The gene locus thus constitutes a promising target for an alternative therapy in the future.

      

      
        Nutrient found in beef and dairy improves immune response to cancer
        Trans-vaccenic acid (TVA), a long-chain fatty acid found in meat and dairy products from grazing animals such as cows and sheep, improves the ability of CD8+ T cells to infiltrate tumors and kill cancer cells, according to a new study.

      

      
        Team discovers rules for breaking into Pseudomonas
        Researchers report that they have found a way to get antibacterial drugs through the nearly impenetrable outer membrane of Pseudomonas aeruginosa, a bacterium that -- once it infects a person -- is notoriously difficult to treat.

      

      
        From the first bite, our sense of taste helps pace our eating
        When you eagerly dig into a long-awaited dinner, signals from your stomach to your brain keep you from eating so much you'll regret it -- or so it's been thought.

      

      
        Chlorine disinfectant is no more effective than water at killing off hospital superbug
        Research has shown spores of Clostridioides difficile, commonly known as C. diff, are completely unaffected despite being treated with high concentrations of bleach used in many hospitals. The study's authors say susceptible people working and being treated in clinical settings might be unknowingly placed at risk of contracting the superbug.

      

      
        Ultra-processed foods and higher risk of mouth, throat and esophagus cancers
        Eating more ultra-processed foods (UPFs) may be associated with a higher risk of developing cancers of upper aerodigestive tract (including the mouth, throat and esophagus), according to a new study.  The authors of this international study, which analyzed diet and lifestyle data on 450,111 adults who were followed for approximately 14 years, say obesity associated with the consumption of UPFs may not be the only factor to blame.

      

      
        Medical AI tool gets human thumbs-up
        A new artificial intelligence computer program can generate doctors' notes so well that two physicians couldn't tell the difference, according to an early study from both groups.

      

      
        Apology psychology: Breaking gender stereotypes leads to more effective communication
        From social media to the workplace, non-stereotypical apologies can help repair trust, according to new study.

      

      
        Perfecting the performance of nerve implants
        Researchers are extending their understanding of the effectiveness of electrical fields that are increasingly being used in implants to stimulate and repair damaged nerves. Effective nerve stimulation is the key to helping alleviate debilitating conditions such as sciatica.

      

      
        High temperatures may have caused over 70,000 excess deaths in Europe in 2022
        The burden of heat-related mortality during the summer of 2022 in Europe may have exceeded 70,000 deaths according to a new study. The authors of the study revised upwards initial estimates of the mortality associated with record temperatures in 2022 on the European continent.

      

      
        Novel molecular mechanisms in the early development of diabetes mellitus
        Researchers conducted a gene expression analysis at the single-cell level on pancreatic islets from prediabetic and diabetic mouse models. Analysis results revealed upregulation of Anxa10 expression in pancreatic beta cells during the early phases of diabetes, attributed to elevated blood glucose levels. This elevated Anxa10 expression was found to influence intracellular calcium homeostasis, leading to a reduction in insulin secretory capacity.

      

      
        Our brains are not able to 'rewire' themselves, despite what most scientists believe, new study argues
        Contrary to the commonly-held view, the brain does not have the ability to rewire itself to compensate for the loss of sight, an amputation or stroke, for example, say scientists. The researchers argue that the notion that the brain, in response to injury or deficit, can reorganize itself and repurpose particular regions for new functions, is fundamentally flawed -- despite being commonly cited in scientific textbooks. Instead, they argue that what is occurring is merely the brain being trained t...

      

      
        Clinical trial results give new hope for children with rare gliomas
        A collaboration of researchers has published successful results from a Phase II clinical trial for the treatment of BRAF mutated low-grade paediatric gliomas.

      

      
        Babies as young as four months show signs of self-awareness
        Babies as young as four months old can make sense of how their bodies interact with the space around them, according to new research.

      

      
        Microautophagy is essential for preventing aging
        Researchers have shown that lysosomes, key organelles for maintaining cellular stability, can be repaired once damaged by a process termed microautophagy. They identified molecules called STK38 and GABARAPs as key regulators of this process. Depletion of microautophagy regulators lead to increased cellular senescence and a shorter lifespan, indicating the importance of this process. This study is highly significant for the achievement of healthy aging and points toward new therapies for age-relat...

      

      
        Certain skin bacteria can inhibit growth of antibiotic-resistant bacteria
        Researchers have found a bacteriocin that can help inhibit the growth of antibiotic-resistant bacteria.

      

      
        How we play together
        Psychologists are using EEG to research what games reveal about our ability to cooperate.

      

      
        Researchers shed light on how one deadly pathogen makes its chemicals
        Investigators have played a key role in deciphering a previously unidentified cluster of genes responsible for producing sartorypyrones, a chemical made by the fungal pathogen Aspergillus fumigatus, whose family causes Aspergillosis in humans.

      

      
        How gut microbes help alleviate constipation
        Scientists have identified the genes in the probiotic Bifidobacteria longum responsible for improving gut motility. A research team found that B. longum strains possessing the abfA cluster of genes can ameliorate constipation through enhanced utilization of an indigestible fiber called arabinan in the gut.

      

      
        How bloodstain 'tails' can point to significant, additional forensic details
        Scientists demonstrate how bloodstains can yield valuable details by examining the protrusions that deviate from the boundaries of otherwise elliptical bloodstains. The researchers studied how these 'tails' are formed using a series of high-speed experiments with human blood droplets less than a millimeter wide impacting horizontal surfaces at various angles. They found that the tail length can reflect information about the size, impact speed, and impact angle of the blood drop that formed the st...

      

      
        Scientists take a step forward in understanding how to tackle chronic infections in cystic fibrosis patients
        Scientists have engineered a living material resembling human phlegm, which will help them to better understand how a certain kind of infection develops on the lungs of patients with cystic fibrosis.

      

      
        How do we learn? Neuroscientists pinpoint how memories are likely to be stored in the brain
        What is the mechanism that allows our brains to incorporate new information about the world, and form memories? New work by a team of neuroscientists shows that learning occurs through the continuous formation of new connectivity patterns between specific engram cells in different regions of the brain.

      

      
        Hearing loss is associated with subtle changes in the brain
        A team of researchers employed hearing tests and magnetic resonance imaging (MRI) to determine whether hearing impairment is associated with differences in specific brain regions and affects dementia risk.

      

      
        Promising target for CAR T cells helps cancer trick the immune system
        GRP78 is a promising CAR T-cell immunotherapy target for brain and solid tumors. Discover why it's special, including how cancer uses it to trick immune cells.

      

      
        Could eating turkey ease colitis?
        According to data in mice, extra tryptophan could reduce the risk of future colitis flares.

      

      
        Researchers help unravel brain processes involved in vision
        Faced with images that break the expected pattern, like a 'do not enter' sign where a 'stop' sign is expected, how does the brain react and learn compared to being shown images which match what was predicted? That was the question a team set out to answer. A long-standing theory suggests the brain learns a predictive model of the world and its internal predictions are updated when incoming sensory data proves them wrong.

      

      
        Bacteria store memories and pass them on for generations
        Scientists have discovered that bacteria can create something like memories about when to form strategies that can cause dangerous infections in people, such as resistance to antibiotics and bacterial swarms when millions of bacteria come together on a single surface. The discovery -- which has potential applications for preventing and combatting bacterial infections and addressing antibiotic-resistant bacteria -- relates to a common chemical element bacterial cells can use to form and pass along...

      

      
        The bilingual brain may be better at ignoring irrelevant information
        Results showed that bilinguals seem to be more efficient at ignoring information that's irrelevant, rather than suppressing -- or inhibiting information.

      

      
        Coffee grounds may hold key to preventing neurodegenerative diseases
        A team of researchers found that caffeic-acid based Carbon Quantum Dots (CACQDs), which can be derived from spent coffee grounds, have the potential to protect brain cells from the damage caused by several neurodegenerative diseases.
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Mixing heat with hair styling products may be bad for your health | ScienceDaily
Hair products often contain ingredients that easily evaporate, so users may inhale some of these chemicals, potentially posing health repercussions. Now, researchers have studied emissions of these volatile organic compounds (VOCs), including siloxanes, which shine and smooth hair. The scientists report in ACS' Environmental Science & Technology that using these hair care products can change indoor air composition quickly, and common heat styling techniques -- straightening and curling -- increase VOC levels even more.


						
Some prior studies have examined the amounts of siloxanes released from personal care products. But most focused on products that are washed off the body, such as skin cleansers, which might behave differently from products that are left on the hair, like creams or oils. In addition, most previous studies on siloxane emissions haven't looked at the real-time, rapid changes in indoor air composition that might occur while people are actively styling hair. Nusrat Jung and colleagues wanted to fill in the details about VOCs released from hair products, especially in real-world scenarios such as small bathrooms where they're typically applied.

The researchers set up a ventilated tiny house where participants used their usual hair products -- including creams, sprays and oils -- and heated tools. Before, during and after hair styling, the team measured real-time emissions of VOCs including cyclic volatile methyl siloxanes (cVMS), which are used in many hair care products. The mass spectrometry data showed rapid changes in the chemical composition of air in the house and revealed that cVMS accounted for most of the VOCs that were detected. Emissions were influenced by product type and hair length, as well as the type and temperature of the styling tool. Longer hair and higher temperatures released higher amounts of VOCs.

As a result of their findings, the researchers estimated that a person's potential daily inhalation of one cVMS, known as D5, could reach as much as 20 mg per day. In the experiments, turning on an exhaust fan removed most of the air pollutant from the room within 20 minutes after a hair care routine was completed, but the scientists note that this practice could affect outdoor air quality in densely populated cities. They say studies of the long-term human health impacts of siloxane exposure are urgently needed, because most findings are from animal studies.
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Innovative design achieves tenfold better resolution for functional MRI brain imaging | ScienceDaily
An intense international effort to improve the resolution of magnetic resonance imaging (MRI) for studying the human brain has culminated in an ultra-high resolution 7 Tesla scanner that records up to 10 times more detail than current 7T scanners and over 50 times more detail than current 3T scanners, the mainstay of most hospitals.


						
The dramatically improved resolution means that scientists can see functional MRI (fMRI) features 0.4 millimeters across, compared to the 2 or 3 millimeters typical of today's standard 3T fMRIs.

"The NexGen 7T scanner is a new tool that allows us to look at the brain circuitry underlying different diseases of the brain with higher spatial resolution in fMRI, diffusion and structural imaging, and therefore to perform human neuroscience research at higher granularity. This puts UC Berkeley at the forefront of human neuroimaging research," said David Feinberg, the director of the project to build the scanner, acting professor at the Helen Wills Neuroscience Institute at the University of California, Berkeley, and president of Advanced MRI Technologies (AMRIT), a research company based in Sebastopol, California.

"The ultra-high resolution scanner will allow research on underlying changes in brain circuitry in a multitude of brain disorders, including degenerative diseases, schizophrenia and developmental disorders, including autism spectrum disorder."

This next generation or NexGen 7T MRI scanner is described in a paper that will be published Nov. 27 in the journal Nature Methods.

The improved resolution will help neuroscientists probe the neuronal circuits in different regions of the brain's neocortex and allow researchers to track signals propagating from one area of the cortex to another as we think and reason, and perhaps discover underlying causes of developmental disorders. This could lead to better ways of diagnosing brain disorders, perhaps by identifying new biomarkers that would allow diagnosis of mental disorders earlier or, more specifically, in order to choose the best therapy.

"Normally, MRI is not fast enough at all to see the direction of the information being passed from one area of the brain to another," Feinberg said. "The scanner's higher spatial resolution can identify activity at different depths in the brain's cortex to indirectly reveal brain circuitry by differentiating activity in different cell layers of the cortex."

This is possible because neuroscientists have found in vision brain areas that the superficial and deepest cortex layers (blue arrows in image on right) incorporate "top-down" circuits, that is, they receive information from higher cortical brain areas, whereas the middle cortex involves "bottom-up" circuitry, receiving input to the brain from our senses. Pinpointing the fMRI activity to a specific depth in the cortex lets neuroscientists track the flow of information throughout the brain and cortex.




With the higher spatial resolution, neuroscientists will be able to home in on the activity of something on the order of 850 individual neurons within a single voxel -- a 3D pixel -- instead of the 600,000 recorded with standard hospital MRIs, said Silvia Bunge, a UC Berkeley professor of psychology who is one of the first to use the NexGen 7T to conduct research on a human brain.

"We were able to look at the layer profile of the prefrontal cortex, and it's beautiful," said Bunge, who studies abstract reasoning. "It's so exciting to have this state-of-the-art, world-class machine."

For William Jagust, a UC Berkeley professor of public health who studies the brain changes associated with Alzheimer's disease, the improved resolution could finally help connect the dots between observed changes due to Alzheimer's that occur in the brain -- abnormal clumps of protein called beta amyloid and tau -- and changes in memory.

"We know that part of the memory system in the brain degenerates as we get older, but we know little about the actual changes to the memory system -- we can only go so far because of the resolution of our current MRI systems," said Jagust. "With this new scanner, we think we're going to be able to take apart a lot more carefully exactly where things have gone wrong. This could help with diagnosis or predicting outcomes in normal people."

Jack Gallant, a UC Berkeley professor of psychology, hopes the scanner will help neuroscientists discover how functional changes in the brain lead to developmental and mental disorders such as dyslexia, autism and schizophrenia, or that result from neurological disorders, such as dementia and stroke.

"Mental disorders have an enormous impact on individuals, families and society. Together they represent about 10% of the U.S. GDP. Mental disorders are fundamentally disorders of brain function, but functional measures are not used currently to diagnose most brain disorders or to look to see if a treatment's working. Instead, these disorders are diagnosed behaviorally. This is a weak approach, because there are a lot of different mental brain states that can lead to exactly the same behavior," Gallant said. "What we need is more powerful MRI machines like this so that we can map, at high resolution, how information is represented in the brain. To me this is the big potential clinical benefit of ultra-high resolution MRI."

BRAIN Initiative




The breakthrough came about through an initial $13.4 million in funding from the Brain Research through Advancing Innovative Neurotechnologies (BRAIN) Initiative of the U.S. National Institutes of Health (NIH). The initiative aims to develop new technologies that will produce a dynamic picture of the brain showing how individual cells and complex neural circuits interact across the brain and over time.

Additional funding from UC Berkeley's Chancellor's Office and the Weill Neurohub brought the total funding to over $22 million, which allowed Feinberg to assemble a multidisciplinary team of academics and leading scientists at the multinational corporation Siemens Healtheneers, a major manufacturer of hospital and research MRI scanners; MR CoilTech Limited of Glasgow, Scotland, maker of transmitter and receiver detector coils used in MRI to generate and record signals; and AMRIT, a designer of imaging pulse sequences that control the scanner hardware.

Incorporating newly developed hardware technology from those groups, Siemens collaborated with Feinberg's team to rebuild a conventional 7 Tesla MRI scanner delivered to UC Berkeley in 2000 to improve the spatial resolution in pictures captured during brain scans.

"There's been a large increase throughout the world of sites that use 7T MRI scanners, but they were mostly for development and were difficult to use," said Nicolas Boulant, a physicist visiting from the NeuroSpin project at the University of Paris in Saclay, where he leads the team that operates the world's only 11.7 Tesla MRI scanner, the strongest magnetic field employed to date. "David's team really put together many ingredients to make a quantum leap at 7 Tesla, to go beyond what was achievable before and gain performance."

Boulant hopes to adapt some of the new ingredients in the NexGen 7T -- in particular, redesigned gradient coils -- to eventually achieve even better resolution with the 11.7 Tesla MRI scanner. The gradient coils generate a rising magnetic field across the brain so that each part of the brain sees a different field strength, which helps to precisely map brain activity.

"The higher the magnetic field, the more difficult it is to really grab the potential promised by these higher-field MRI scanners to see finer details in the human brain," he said. "You need all this peripheral equipment, which needs to be on steroids to meet those promises. The NexGen 7T is really a game-changer when you want to do neuro MRI."

To reach higher spatial resolution, the NexGen 7T scanner had to be designed with a greatly improved gradient coil and with larger receiver array coils -- which detect the brain signals -- using from 64 to 128 channels to achieve a higher signal-to-noise ratio (SNR) in the cortex and faster data acquisition. All these improvements were combined with a higher signal from the ultra-high field 7T magnet to achieve cumulative gains in the scanner performance.

The extremely powerful gradient coil is the first to be made with three layers of wire windings. Designed by Peter Dietz at Siemens in Erlangen, Germany, the "Impulse" gradient has 10 times the performance of gradient systems in current 7T scanners. Mathias Davids, then a physics graduate student at Heidelberg University in Mannheim, Germany, and a member of Feinberg's team, collaborated with Dietz in performing physiologic modeling to allow a faster gradient slew rate -- a measure of how quickly the magnetic field changes across the brain -- while remaining under the neuronal stimulation thresholds of the human body.

"It's designed so that the gradient pulses can be turned on and off much quicker -- in microseconds -- to record the signals much quicker, and also so the much higher amplitude gradients can be utilized without stimulating the peripheral nerves in the body or stimulating the heart, which are physiologic limitations," Feinberg said.

A second key development in the scanner, Feinberg said, is the 128-channel receiver system that replaces the standard 32 channels. The large receiver coil arrays built by Shajan Gunamony of MR CoilTech in Glasgow, UK, gave a higher signal-to-noise ratio in the cerebral cortex and also provided higher parallel imaging acceleration for faster data acquisition to encode large image matrices for ultra high resolution fMRI and structural MRI.

To take advantage of the new hardware technology, Suhyung Park, Rudiger Stirnberg, Renzo Huber, Xiaozhi Cao and Feinberg designed new pulse sequences of precisely timed gradient pulses to rapidly achieve ultra high resolution. The smaller voxels, measured in units of cubic millimeters and less than 0.1 microliter, provide a 3D image resolution that is 10 times higher than that of previous 7T fMRIs and 125 times higher than the typical hospital 3T MRI scanners used for medical diagnosis.

Voxels matter

The most common MRI scanners employ superconducting magnets that produce a steady magnetic field of 3 Tesla -- 90,000 times stronger than Earth's magnetic field.

"A 3T fMRI scanner can resolve spatial details with a resolution of about 2 to 3 mm. The cortical circuits that underpin thought and behavior are about 0.5 mm across, so standard research scanners cannot resolve these important structures," Gallant said.

In contrast, fMRI focuses on blood flow in arteries and veins and can vividly distinguish oxygenated hemoglobin funneling into working areas of the brain from deoxygenated hemoglobin in less active areas. This allows neuroscientists to determine which areas of the brain are engaged during a specific task.

But again, the 3 mm resolution of a 3T fMRI can distinguish only large veins, not the small ones that could indicate activity within microcircuits.

The NexGen 7T will allow neuroscientists to pinpoint activity within the thin cortical layers in the gray matter, as well as within the narrow column circuits that are organized perpendicular to the layers. These columns are of special interest to Gallant, who studies how the world we see is represented in the visual cortex. He has actually been able to reconstruct what a person is seeing based solely on recordings from the brain's visual cortex.

"The machine that David has built, in theory, should get down to 500 microns, or something like that, which is way better than anything else -- we're very near the scale you would want if you're getting signals from a single column, for example," Gallant said. "It's fantastic. The whole thing about MRI is how big is the little volumetric unit, the voxel, the three-dimensional pixel that you're recording from. That's the only thing that matters."

For the moment, NexGen 7T brain scanners must be custom-built from regular 7T scanners. The cost should be considerably lower than the $22 million required to build the first one, however. These funds came not only from the BRAIN Initiative, but also from UC Berkeley funds through the Helen Wills Neuroscience Center, with which Feinberg, Bunge, Gallant and Jagust are affiliated.

Feinberg said that UC Berkeley's NexGen 7T scanner technology will be disseminated by Siemens and MR CoilTech Ltd.

"My view is that we may never be able to understand the human brain on the cellular synaptic circuitry level, where there are more connections than there are stars in the universe," Feinberg said. " But we are now able to see signal patterns of brain circuits and begin to tease apart feedback and feed forward circuitry in different depths of the cerebral cortex. And in that sense, we will soon be able to understand the human brain organization better, which will give us a new view into disease processes and ultimately allow us to test new therapies. We are seeking a better understanding and view of brain function that we can reliably test and reproducibly use noninvasively."

Other co-authors of the paper are Alexander Beckett of Advanced MRI Technologies; Chunlei Liu of UC Berkeley's Helen Wills Neuroscience Institute; An (Joseph) Vu of UC San Francisco; Lawrence Wald, Bernhard Gruber, Jon Polimeni and Jason Stockmann of the A. A. Martinos Center for Biomedical Imaging at Massachusetts General Hospital; Kawin Setsompop of Stanford University in California; Rudiger Sternberg of the German Center for Neurodegenerative Diseases in Bonn, Germany; Laurentius (Renzo) Huber of Maastricht University in the Netherlands; and Suhyung Park at Chonnam National University, South Korea.

The work was supported by BRAIN Initiative grants through the NIH (U01-EB025162, R01-322 MH111444) and other NIH grants (P41-EB030006, NIH R44-MH129278), as well as by funds from UC Berkeley's Chancellor's Office and the Weill Neurohub.
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Extra practice blending letter sounds helps struggling readers | ScienceDaily
The use of synthetic phonics to teach reading to children in reception (age 4-5) classes has improved attainment. A new study shows that extra help in blending the sounds in words is most effective in improving the skills essential for reading.


						
New research at Aston University has shown that extra practice in blending printed letter sounds can help struggling beginner readers in reception classes to learn to read.

Children in England learn to read through a system known as synthetic phonics, where they are taught the sounds of letters, 'phonemes', and how these sounds are written, 'graphemes'. For example, 'my' and 'lie' have the same phoneme at the end, but different graphemes. Pupils learn to identify graphemes, match them with phonemes, and blend the phonemes together to form the sound of the complete words (for example c-a-t = "k -- ae -- t" = "cat"). This is known as blending. To learn successfully in this way, children need 'letter sound knowledge' (LSK) -- awareness of the sounds represented by letters/graphemes and 'phonological awareness' (PA) -- the awareness of individual sounds in words.

While the use of phonics has been shown to increase reading attainment in children, many teachers are not sure what additional support is most beneficial for those who are still struggling. They will often give extra LSK training using flashcards showing each letter or letter combination.

The new research, led by Dr Laura Shapiro in the School of Psychology, shows that extra training on how to blend printed letter sounds is most beneficial because this type of training had the biggest impact on PA, which is an essential skill for learning to read.

The researchers worked with teachers to identify children struggling with reading and recruited 222 children from 12 primary schools for the study, working with each child for half a term.

The researchers compared three key components of early reading -- sounding out printed letters, blending the sounds out loud, and both sounding out and blending printed letter sounds. In each session, the researchers showed the children one word at a time, without a picture or sentence context, to allow the child to focus on the target word. After the child was helped to read the word, they were shown an illustration relating to the word and a related sentence was read out loud to them. This context made the task enjoyable and meaningful and often prompted chats and interaction.




Dr Shapiro said:

"Many teachers already give extra support to struggling readers in reception, and often give support on learning letter sounds. Although practice on letter sounds is helpful, our study suggests it is more beneficial to give children extra practice in sounding out the letters AND blending the sounds together to make a word." The researchers carefully controlled the conditions of the study to identify exactly which component of reading it was most crucial to support. The training used the same standardised instructions, pictures, and context sentences, with only the focus of the training changing.

Dr Shapiro says that they will now work with teachers to develop a strategy suitable for the classroom. Together, they will identify the most practical and enjoyable ways to provide PA support to children and develop effective strategies that can be shared for other teachers to use and adapt.

Dr Shapiro has this advice for teachers and parents:

"Help children to practice blending the sounds in words, such as 'm-u-ch' makes 'much', and do this whilst pointing at the letters in the printed word so that they can see the connection between the letters, their sounds and the blended word. Children enjoyed seeing the word put into context with a picture and a fun sentence. It helps to keep the reading part simple, for example, show them just one word and hide the rest of the page and the picture. Then once you've supported them to sound this word out, show the picture, read the remainder out loud and give them an opportunity to talk about the story."
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Scientists devise new technique that can pinpoint the causes and treatments of autoimmune diseases | ScienceDaily
Scientists have developed a potentially transformative new technique that could aid in the discovery and development of new therapeutics for a number of globally prevalent autoimmune diseases.


						
Conditions such as lupus, rheumatoid arthritis and inflammatory bowel disease (IBD) -- as well as failures within transplanted cells -- are all caused by altered cytokine secretion of immune cells within the human body.

To find treatments for such diseases, experts need to identify the genetic regulators of the secretion so they can explore the most effective ways of inhibiting them.

An international team of researchers has developed a new method, referred to as Secretion-Enabled Cell Ranking and Enrichment (SECRE) and detailed in a study published in Nature Biomedical Engineering.

They have demonstrated the method is accurate in sorting hundreds of millions of CRISPR-edited cells based on their secretion patterns, and identifying the genetic regulators of cytokine secretion in an autoimmune condition.In addition to this, the method takes into account the detailed profiles of approved treatments, and those under development, to establish if therapies already in existence can be reapplied in new ways.

Writing in the study, the researchers detail how they have validated their approach on the cells known to play an essential role in the development and severity of IBD, and proved it has the potential of finding new ways of treating conditions that impact millions of people globally.

The research is the result of a project lasting around four years between scientists in the UK, United States and Canada, world-leading experts in engineering new tools for the diagnosis and treatment of disease, led by Professor Shana Kelley, President of the Chan-Zuckerberg Institute and Professor at Northwestern University.




Dr Mahmoud Labib, Lecturer in the University of Plymouth's Peninsula Medical School, and the main inventor of the approach said: "This is an incredibly novel approach that can potentially deliver huge benefits for patients, clinicians and the drug companies working to establish new treatments. It gives us the ability to sort large number of cells based on their secretion patterns and identify therapeutic targets that could be applied to help those with conditions for which there are currently few therapeutic options. Through our existing work, we have demonstrated there is the potential for it to help identify ways of treating various autoimmune conditions, but my work is also now extending to types of cancer including some of the most aggressive types of brain tumours."

A potential treatment for inflammatory bowel disease?

Inflammatory bowel disease (IBD) is a long-term health condition that has been estimated to affect around 7million people worldwide. It is characterised by chronic inflammation of the digestive tract, which can result in severe tummy pain and diarrhoea, and there is presently no known cure.

As part of work to validate their approach, the researchers examined the effect of several kinase inhibitors on CD4+ T cells, which are known to produce interferon gamma, a protein widely implicated in several autoimmune diseases including IBD. The inhibitors looked at included XMU-MP1, a small molecule that has previously been explored as a treatment for heart failure, hair loss and a number of other medical conditions.

In this instance, the researchers used XMU-MP1 to treat mice with a form of colitis that has a similar cell secretion profile to that found in humans with IBD. They found the mice experience significantly less weight loss and reduced colitis symptoms, while their colons remained virtually normal in appearance and did not show any significant loss of intestinal stem cells.

Based on these findings, the researchers say their results suggest that using XMU-MP1 as a means to inhibit interferon gamma production in the gut may represent an ideal means to control IBD. They also say it provides a promising future strategy for the therapeutic molecular targeting of the condition, although extensive clinical trials would be required before it could be considered as a treatment.

How the SECRE technique works

The Secretion-Enabled Cell Ranking and Enrichment (SECRE) technique captures the secreted cytokine on the surface of the cell. These cytokines are then labelled with magnetic nanoparticles and sorted at high resolution within a microfluidic device, fabricated using scaled three-dimensional printing.

The SECRE technique enables rapid and high-throughput sorting of cells based on their secretion patterns, which makes it amenable to large-scale functional genetic screens. This approach also links the functional signature of the cell with its phenotype, allowing for selective sorting of specific subsets of immune cells on the basis of specific cell-surface markers as well as the secretion specific factors.
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New platform solves key problems in targeted drug delivery | ScienceDaily
In recent years, cell and gene therapies have shown significant promise for treating cancer, cystic fibrosis, diabetes, heart disease, HIV/AIDS and other difficult-to-treat diseases. But the lack of effective ways to deliver biological treatments into the body has posed a major barrier for bringing these new therapies to the market -- and, ultimately, to the patients who need them most.


						
Now, Northwestern University synthetic biologists have developed a flexible new platform that solves part of this daunting delivery problem. Mimicking natural processes used by viruses, the delivery system binds to target cells and effectively transfers drugs inside.

The workhorses behind this new platform are extracellular vesicles (EVs) -- tiny, virus-sized nanoparticles that all cells already naturally produce. In the new study, researchers used the powerful approach of synthetic biology to build DNA "programs" that -- when inserted into "producer" cells -- direct those cells to self-assemble custom EVs with useful surface features. The programs also direct cells to produce and load the EVs with biological drugs.

In proof-of-concept experiments, the particles successfully delivered biological drugs -- in this case CRISPR gene-editing agents that knocked out a receptor used by HIV -- to T cells, which are notoriously difficult to target. The researchers also hypothesize the system should work for many drugs and many types of cells.

The research was published today (Nov. 27) in the journal Nature Biomedical Engineering. It marks the first study to successfully use EVs to deliver cargo into T cells.

"The genomics revolution has transformed our understanding of the molecular bases of many diseases, but these insights have not resulted in new medicines for one fundamental reason: We lack the technology needed to deliver targeted medicines to specific sites in the body where they are needed," said Northwestern's Joshua N. Leonard, who led the study. "These shared delivery challenges are holding us back. By making broadly enabling delivery platforms available, we can remove a huge amount of risk and cost from bringing new drugs to clinical trials or to market. Instead of designing a new delivery system every time a company makes a new drug, we hope that they can instead use modular, reconfigurable platforms like ours, thus accelerating the rate at which gene and cell therapies are developed and evaluated."

A synthetic biology pioneer, Leonard is a professor of chemical and biological engineering at Northwestern's McCormick School of Engineering and a key member of the Center for Synthetic Biology (CSB). Working with Northwestern's Innovation and New Ventures Office, Leonard launched Syenex in 2022 to help solve drug delivery for cell and gene therapy developers. Syenex is one of 12 startups housed at the Querrey InQbation Lab, Northwestern's new incubator. The multidisciplinary team includes Julius Lucks, a professor of chemical and biological engineering at McCormick and CSB member, and Judd Hultquist, an assistant professor of medicine (infectious diseases) and microbiology-immunology at Northwestern University Feinberg School of Medicine.




The promises -- and challenges -- of targeted drug delivery

By replacing faulty genes or delivering healthy new genes or cells into a patient, gene and cell therapies hold promise for treating a wide range of diseases. Using a delivery vehicle, gene therapies enter the body to transfer genetic material into specific cells to treat or prevent disease. Cell therapies use a similar approach but transfer full cells, which are typically modified outside the body before being administered.

In the most successful cases, viral vectors -- which use parts derived from viruses but cannot cause an infection -- have served as the delivery mechanism for both cell and gene therapies. But this strategy comes with limitations. The immune system sometimes recognizes virus parts as foreign and blocks such vectors before they deliver their cargo.

"Viruses have a natural ability to enter cells and deliver cargo," Leonard said. "Borrowing viral parts is an effective strategy for achieving delivery, but then you are somewhat limited to the types of delivery that the virus evolved to do. It takes substantial engineering work to tweak those systems to alter their functions for each application. In this story, we instead attempted to mimic the strategy that viruses have evolved, but we used new biological 'parts' to overcome some limitations of viral vectors and ultimately make new functionalities possible."

To design a multifunctional vehicle, the researchers looked to EVs, which Leonard described as "a blank slate." In all living beings (from yeast to plants to humans), cells naturally shed EVs, which researchers think play an important role in communication among cells and natural processes such as immune function.

"These particles are being shed and taken up by cells all the time -- in both healthy and disease processes," Leonard said. "For example, we know that cancer cells shed EVs, and that seems to be a part of the process by which cancer spreads from one site to another. On the flip side, EVs also transfer samples of invading pathogens from infected cells to immune cells, helping the body marshal an effective response."

Harnessing a 'blank slate'




For Leonard's EV-based platform, his team developed and synthesized custom DNA molecules that were introduced into a producer cell. The DNA provided instructions for the producer cell to produce new biomolecules and then load those molecules onto the surface and inside the interior of EVs. This effectively generated EVs adorned with specifically designed characteristics -- and cargo already in tow.

"We treat the EVs produced by cells as essentially blank slates upon which we can compose new functions by engineering those producer cells to express engineered or natural proteins and nucleic acids," Leonard said. "These alter the EV function and can comprise bioactive, therapeutic cargo."

To be successful, the EVs must target the correct cells, transfer their cargo into those cells and avoid side effects -- all while avoiding the patient's always vigilant immune system. Compared to viruses, EVs are likely more capable of evading rejection by the immune system. Because EVs can be produced with materials largely found in a patient's own cells, the body is less likely to treat the particles as a foreign substance.

The T cell challenge

To test the concept, Leonard and his team looked to an attractive yet stubborn target: T cells. Because T cells naturally help the body fight germs and disease, researchers have looked to enhance T cells' natural abilities for immunotherapy applications.

"Most cells are constantly sampling little bits of their environment," said the study's lead author Devin Stranford, a graduate from Leonard's lab and now a scientist at Syenex. "But, for whatever reason, T cells don't do that as much. Therefore, it's challenging to deliver drugs to T cells because they won't actively take them up. You have to get the biology right in order for those delivery events to occur."

In the experiments, the researchers engineered a producer cell to generate EVs loaded with Cas9, a protein that is part of the CRISPR system, paired with an engineered RNA molecule to direct it to recognize and alter a specific sequence of DNA in a cell's genome. The researchers introduced the modified EVs into a culture of T cells. The EVs efficiently bound to the T cells and successfully delivered their cargo, leading to a genetic edit that inactivated the gene encoding a receptor used by HIV to infect T cells. Although treatment of HIV infections was not an immediate goal of this project, this work nonetheless illustrates that promise, demonstrating the types of new therapeutic functions that the technology enables.

"A key goal of this work was using rigorous methods to ensure that the cargo got all the way to where it needed to go," Leonard said. "Because we're making edits to the genome of these cells, we can use powerful technologies like next-generation sequencing to confirm that those exact edits were present in the recipient cells, in the location of the genome where they were intended."

What's next?

Called GEMINI (Genetically Encoded Multifunctional Integrated Nanovesicles), the new platform represents a suite of technologies for genetically engineering cells to produce multifunctional EVs to address diverse patient needs.

"Depending on the treatment, one might need a billion EVs," he said. "But because they are so small, it's actually a tiny amount of material. Others have already demonstrated that EVs can be produced in clinically translatable ways at commercial scale. Indeed, a particular benefit of biologically encoding EV functions, as we have, is that all the complexity goes into engineering the DNA programs. Once that is done, such processes are readily compatible with mature, existing manufacturing methods."

Through Syenex, Leonard hopes to use the GEMINI platform, alongside other synthetic biology technologies, to rapidly generate best-in-case delivery vehicles that enable developers -- ranging from academic spinouts to mature biotechnology companies -- to design new, life-changing cell and gene therapies.

"By demonstrating the ability to genetically encode cargo and surface compositions of nanovesicles with the GEMINI platform, we can turn a hard biology problem into an easier DNA engineering problem," Leonard said. "That enables us to tap into the ongoing exponential improvements in DNA synthesis and sequencing that have powered the growth of synthetic biology. We are optimistic that these approaches will enable researchers to solve the big delivery challenges and develop new and improved treatments that benefit a wide range of patients."
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Stem cell-based treatment controls blood sugar in people with Type 1 diabetes | ScienceDaily
An innovative stem cell-based treatment for Type 1 diabetes can meaningfully regulate blood glucose levels and reduce dependence on daily insulin injections, according to new clinical trial results from the University of British Columbia (UBC) and Vancouver Coastal Health (VCH).


						
"This is a significant step toward a functional cure for Type 1 diabetes," said Dr. David Thompson, principal investigator at the Vancouver trial site, clinical professor of endocrinology at UBC and director of the Vancouver General Hospital Diabetes Centre. "For the first time, a stem cell-based device can reduce the amount of insulin required for some trial participants with Type 1 diabetes. With further refinement of this approach, it's only a matter of time until we have a therapy that can eliminate the need for daily insulin injections entirely."

The findings, published today in Nature Biotechnology, arise from a multicenter clinical trial for an experimental cell therapy developed by U.S. biotechnology company ViaCyte (acquired by Vertex Pharmaceuticals) that is being clinically tested in Canada.

The therapy aims to replace the insulin-producing beta cells that people with Type 1 diabetes lack. Dubbed VC-02, the small medical implant contains millions of lab-grown pancreatic islet cells, including beta cells, that originate from a line of pluripotent stem cells.

The devices -- approximately the size of a Band-Aid and no thicker than a credit card -- are implanted just beneath a patient's skin where it is hoped they will provide a steady, long-term regulated supply of self-sustaining insulin.

"Each device is like a miniature insulin-producing factory," said co-author Dr. Timothy Kieffer, a professor within the departments of surgery and cellular and physiological sciences at UBC, and past chief scientific officer of ViaCyte. "The pancreatic islet cells, grown from stem cells, are packaged into the device to essentially recreate the blood sugar-regulating functions of a healthy pancreas. This may have tremendous benefits over transplant of scarcely available donor-derived cells, given that we can create a virtually limitless supply."

The clinical trial was conducted at Vancouver General Hospital, with additional sites in Belgium and the U.S. Ten participants, each of whom had no detectable insulin production at the start of the study, underwent surgery to receive up to 10 device implants each.




Six months later, three participants showed significant markers of insulin production and maintained those levels throughout the remainder of the year-long study. These participants spent more time in an optimal blood glucose range and reduced their intake of externally administered insulin.

One participant, in particular, showed remarkable improvement, with time spent in the target blood glucose range increasing from 55 to 85 per cent, and a 44-per-cent reduction in their daily insulin administration.

The results are the latest in a series of clinical trials funded by Canada's Stem Cell Network and conducted by the UBC-VCH team.

"The Stem Cell Network is delighted to support this clinical trial and we're pleased to see the promising results," said Cate Murray, president and CEO of the SCN. "Moving toward a functional cure for diabetes will require a coordinated and collaborative effort. It takes excellent science by top researchers in world-leading institutions, funders, like SCN, that de-risk research, and innovative biotech companies that can manufacture and scale the technology. SCN is proud to play its part and we look forward to what's next in game-changing diabetes research."

The trials aim to accelerate the development and clinical testing of novel stem-cell based therapies for the 300,000 Canadians living with Type 1 diabetes. Diabetes is estimated to cost the Canadian health-care system $29 billion annually.

Previously, in a 2021 study in Cell Stem Cell, the researchers were the first to show that the approach could produce insulin in the human body. The latest trial sought to significantly increase the amount of insulin produced by leveraging two-to-three times more devices per participant, alongside an updated device design with small perforations to allow for blood vessel ingrowth -- a feature aimed at improving survival of the lab-grown cells.

In another ongoing trial, the UBC-VCH team is investigating whether a version of the device containing cells that have been genetically engineered to evade the immune system, using CRISPR gene-editing technology, could eliminate the need for participants to take immunosuppressant drugs alongside the treatment.

"We envision a future where people with Type 1 diabetes are able to live their lives free from daily insulin injections and free from immune-suppressing drugs," said Dr. Thompson. "That future is now within reach, and Canada is leading the way in efforts to bring these novel treatments to patients."
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Decoding cell fate: Key mechanism in stem cell switch identified | ScienceDaily
Stem cells can differentiate to replace dead and damaged cells. But how do stem cells decide which type of cell to become in a given situation? Using intestinal organoids, the group of Bon-Kyoung Koo at IMBA and the Institute for Basic Science identified a new gene, Daam1, that plays an essential role, switching on the development of secretory cells in the intestine. This finding, published on November 24 in Science Advances, opens new perspectives in cancer research.


						
Our bodies are, in some ways, like cars -- to keep functioning, they need to be checked and repaired regularly. In the case of our bodies, any cells that are damaged or dead need to be replaced to keep organs functioning. This replacement occurs thanks to tissue-resident adult stem cells. In contrast with embryonic stem cells, which can form any cell type in the body, adult stem cells will only form the cell types that are found in the tissue they belong to. But how do tissue-specific stem cells know which cell type to give rise to? Gabriele Colozza, a postdoctoral researcher in the lab of Bon-Kyoung Koo at IMBA -- now director at the Center for Genome Engineering, Institute for Basic Science in South Korea -- decided to investigate this question using intestinal stem cells.

Intestines -- a constant construction site 

"In our intestines, cells are exposed to extreme conditions," Colozza explains. Mechanical wear and tear, but also digestive enzymes and varying pH values all affect intestinal cells. In turn, stem cells in the intestine's mucosa differentiate to form new intestinal cells. "Damaged cells have to be replaced, but it is a delicate balance between stem cell renewal and differentiation into other cell types: uncontrolled stem cell proliferation may lead to tumor formation; on the other hand, if too many stem cells differentiate, the tissue will be depleted of stem cells and ultimately unable to self-renew."

This balance is delicately tuned by signaling pathways and feedback loops, which allow cells to communicate with each other. One important pathway is called Wnt. The Wnt pathway is known for its role in embryonic development, and if left unchecked, an overactive Wnt pathway can lead to excessive cell division and the formation of tumors.

Molecular partner identified 

A well-known antagonist of Wnt signalling -- keeping Wnt in check -- is Rnf43, which was originally identified by Bon-Kyoung Koo. Prior to this study, Rnf43 was known to target the Wnt receptor Frizzled and mark it for degradation. "We wanted to know how Rnf43 works, and also what -- in turn -- controls Rnf43 and helps it to regulate Wnt signalling." From earlier research, the scientists knew that Rnf43 on its own was not sufficient to break down the Wnt receptor Frizzled, which sits in the plasma membrane. "In our project, we used biochemical assays to identify which proteins interact with Rnf43." A key partner of Rnf43 turned out to be the protein Daam1.




To understand how Daam1 regulates Rnf43 and affects the tissues it acts in, Colozza turned to intestinal organoids. "We found that Daam1 is required for Rnf43 to be active, so for Rnf43 to regulate Wnt signaling at all. Further work in cells showed Rnf43 needs Daam1 to move the Wnt receptor Frizzled into vesicles called endosomes. From the endosomes, Frizzled is shuttled to the lysosomes where it is degraded, dampening Wnt signaling," Colozza adds.

Intestinal organoids are three-dimensional cell cultures grown from adult intestinal stem cells, allowing the researchers to mimic the intestinal mucosa. For Colozza, organoids were an opportunity to understand how Rnf43 and Daam1 affect the delicate balance of stem cell renewal and differentiation in the intestine. "We found that when we knock-out Rnf43 or Daam1, the organoids grow into tumor-like structures. These tumor-like organoids keep on growing, even if we withdraw the growth factors they usually depend on, such as R-spondin."

Switching on Paneth cell formation 

When Colozza followed up this result in mouse tissue, the researchers were in for a surprise. "When Rnf43 was missing, the intestines grew tumors -- as expected. But when Daam1 was missing, no tumors grew. We were puzzled by this striking difference: how can the loss of factors in the same pathway, that behave similarly in organoids, lead to such different outcomes?"

Looking closely at the intestines, Colozza saw that intestines lacking Rnf43 were full of a specific type of secretory cells, the Paneth cells. Intestines lacking Daam1, on the other hand, contained no extra Paneth cells. Paneth cells secrete growth factors, such as Wnt, that stimulate cell division. "Daam1 is required for the efficient formation of Paneth cells. When Daam1 is active, stem cells differentiate to form Paneth cells. When Daam1 is not active, the stem cells differentiate into another cell type."

Tumors modify their niche to grow

This link between the molecular results and Paneth cells explains the puzzling difference between intestines and organoids. "In organoid culture, we scientists provide growth factors, so the knockout of both Rnf43 and Daam1 lead to tumor-like organoids. But in the intestine, there is no little scientist providing growth factors. Instead, Paneth cells provide growth factors, like Wnt, and create the right conditions for stem cells to survive and divide. When Paneth cells are lacking -- such as when Daam1 is not active to drive cells into becoming Paneth cells -- stem cells will not divide much. But when there are too many Paneth cells -- such as in intestines lacking Rnf43 -- the excessive growth factors can contribute to the formation of tumors."

Colozza's and colleagues' study is the first genetic proof that Daam1, a member of the non-canonical Wnt pathway, is important for specifying Paneth cells, and directly involved in the development of this crucial secretory cell. The results also shed light on the importance of the stem cell niche. "We show that tumor cells modify their microenvironment, and influence their supporting environment so that they can grow better."
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AI recognizes the tempo and stages of embryonic development | ScienceDaily
Animal embryos go through a series of characteristic developmental stages on their journey from a fertilized egg cell to a functional organism. This biological process is largely genetically controlled and follows a similar pattern across different animal species. Yet, there are differences in the details -- between individual species and even among embryos of the same species. For example, the tempo at which individual embryonic stages are passed through can vary. Such variations in embryonic development are considered an important driver of evolution, as they can lead to new characteristics, thus promoting evolutionary adaptations and biodiversity.


						
Studying the embryonic development of animals is therefore of great importance to better understand evolutionary mechanisms. But how can differences in embryonic development, such as the timing of developmental stages, be recorded objectively and efficiently? Researchers at the University of Konstanz led by systems biologist Patrick Muller are developing and using methods based on artificial intelligence (AI). In their current article in Nature Methods, they describe a novel approach that automatically captures the tempo of development processes and recognizes characteristic stages without human input -- standardized and across species boundaries.

Every embryo is a little different

Our current knowledge of animal embryogenesis and individual developmental stages is based on studies in which embryos of different ages were observed under the microscope and described in detail. Thanks to this painstaking manual work, reference books with idealized depictions of individual embryonic stages are available for many animal species today. "However, embryos often do not look exactly the same under the microscope as they do in the schematic drawings. And the transitions between individual stages are not abrupt, but more gradual," explains Muller. Manually assigning an embryo to the various stages of development is therefore not trivial even for experts and a bit subjective.

What makes it even more difficult: Embryonic development does not always follow the expected timetable. "Various factors can influence the timing of embryonic development, such as temperature," explains Muller. The AI-supported method he and his colleagues developed is a substantial step forward. For a first application example, the researchers trained their Twin Network with more than 3 million images of zebrafish embryos that were developing healthily. They then used the resulting AI model to automatically determine the developmental age of other zebrafish embryos.

Objective, accurate and generalizable

The researchers were able to demonstrate that the AI is capable of identifying key steps in zebrafish embryogenesis and detecting individual stages of development fully automatically and without human input. In their study, the researchers used the AI system to compare the developmental stage of embryos and describe the temperature dependence of embryonic development in zebrafish. Although the AI was trained with images of normally developing embryos, it was also able to identify malformations that can occur spontaneously in a certain percentage of embryos or that may be triggered by environmental toxins.

In a final step, the researchers transferred the method to other animal species, such as sticklebacks or the worm Caenorhabditis elegans, which is evolutionarily quite distant from zebrafish. "Once the necessary image material is available, our Twin Network-based method can be used to analyze the embryonic development of various animal species in terms of time and stages. Even if no comparative data for the animal species exists, our system works in an objective, standardized way," Muller explains. The method therefore holds great potential for studying the development and evolution of previously uncharacterized animal species.
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Particulate pollution from coal associated with double the risk of mortality than PM2.5 from other sources | ScienceDaily
Exposure to fine particulate air pollutants from coal-fired power plants (coal PM2.5) is associated with a risk of mortality more than double that of exposure to PM2.5 from other sources, according to a new study led by George Mason University, The University of Texas at Austin, and Harvard T.H. Chan School of Public Health. Examining Medicare and emissions data in the U.S. from 1999 to 2020, the researchers also found that 460,000 deaths were attributable to coal PM2.5 during the study period -- most of them occurring between 1999 and 2007, when coal PM2.5 levels were highest.


						
The study was published on November 23, 2023, in Science.

While previous studies have quantified the mortality burden from coal-fired power plants, much of this research has assumed that coal PM2.5 has the same toxicity as PM2.5 from other sources.

"PM2.5 from coal has been treated as if it's just another air pollutant. But it's much more harmful than we thought, and its mortality burden has been seriously underestimated," said lead author Lucas Henneman, assistant professor in the Sid and Reva Dewberry Department of Civil, Environmental, and Infrastructure Engineering at Mason. "These findings can help policymakers and regulators identify cost-effective solutions for cleaning up the country's air, for example, by requiring emissions controls or encouraging utilities to use other energy sources, like renewables."

Using emissions data from 480 coal power plants in the U.S. between 1999 and 2020, the researchers modeled where wind carried coal sulfur dioxide throughout the week after it was emitted and how atmospheric processes converted the sulfur dioxide into PM2.5. This model produced annual coal PM2.5 exposure fields for each power plant. They then examined individual-level Medicare records from 1999 to 2016, representing the health statuses of Americans ages 65 and older and representing a total of more than 650 million person-years. By linking the exposure fields to the Medicare records, inclusive of where enrollees lived and when they died, the researchers were able to understand individuals' exposure to coal PM2.5 and calculate the impact it had on their health.

They found that across the U.S. in 1999, the average level of coal PM2.5 was 2.34 micrograms per cubic meter of air (mg/m3). This level decreased significantly by 2020, to 0.07 mg/m3. The researchers calculated that a one mg/m3 increase in annual average coal PM2.5 was associated with a 1.12% increase in all-cause mortality, a risk 2.1 times greater than that of PM2.5 from any other source. They also found that 460,000 deaths were attributable to coal PM2.5, representing 25% of all PM2.5-related deaths among Medicare enrollees before 2009.

The researchers were also able to quantify deaths attributable to specific power plants, producing a ranking of the coal-fired power plants studied based on their contribution to coal PM2.5's mortality burden. They found that 10 of these plants each contributed at least 5,000 deaths during the study period. They visualized the deaths from each power plant in a publicly available online tool (https://cpieatgt.github.io/cpie/).




The study also found that 390,000 of the 460,000 deaths attributable to coal-fired power plants took place between 1999 and 2007, averaging more than 43,000 deaths per year. After 2007, these deaths declined drastically, to an annual total of 1,600 by 2020.

"Beyond showing just how harmful coal pollution has been, we also show good news: Deaths from coal were highest in 1999 but by 2020 decreased by about 95%, as coal plants have installed scrubbers or shut down," Henneman said.

"I see this as a success story," added senior author Corwin Zigler, associate professor in the Department of Statistics and Data Sciences at UT Austin and founding member of the UT Center for Health & Environment: Education & Research. "Coal power plants were this major burden that U.S. policies have already significantly reduced. But we haven't completely eliminated the burden -- so this study provides us a better understanding of how health will continue to improve and lives will be saved if we move further toward a clean energy future."

The researchers pointed out the study's continuing urgency and relevance, writing in the paper that coal power is still part of some U.S. states' energy portfolios and that global coal use for electricity generation is even projected to increase.

"As countries debate their energy sources -- and as coal maintains a powerful, almost mythical status in American energy lore -- our findings are highly valuable to policymakers and regulators as they weigh the need for cheap energy with the significant environmental and health costs," said co-author Francesca Dominici, Clarence James Gamble Professor of Biostatistics, Population, and Data Science at Harvard Chan School and director of the Harvard Data Science Initiative.

Funding for the study came from the National Institutes of Health (grants R01ES026217, R01MD012769, R01ES028033, 1R01ES030616, 1R01AG066793, 1R01MD016054-01A1, 1R01ES 034373-01, 1RF1AG080948, and 1R01ES029950); the Environmental Protection Agency (grant 835872); the EmPOWER Air Data Challenge (grant LRFH); the Alfred P. Sloan Foundation (grant G-2020-13946); and the Health Effects Institute (grants R-82811201 and 4953).
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New clues into the head-scratching mystery of itch | ScienceDaily
Scientists at Harvard Medical School have shown for the first time that a common skin bacterium -- Staphylococcus aureus -- can cause itch by acting directly on nerve cells.


						
The findings, based on research in mice and in human cells, are reported Nov. 22 in Cell. The research adds an important piece to the long-standing puzzle of itch and helps explain why common skin conditions like eczema and atopic dermatitis are often accompanied by persistent itch.

In such conditions, the equilibrium of microorganisms that keep our skin healthy is often thrown off balance, allowing S. aureus to flourish, the researchers said. Up until now, the itch that occurs with eczema and atopic dermatitis was believed to arise from the accompanying inflammation of the skin. But the new findings show that S. aureus single-handedly causes itch by instigating a molecular chain reaction that culminates in the urge to scratch.

"We've identified an entirely novel mechanism behind itch -- the bacterium Staph aureus, which is found on almost every patient with the chronic condition atopic dermatitis. We show that itch can be caused by the microbe itself," said senior author Isaac Chiu, associate professor of immunology in the Blavatnik Institute at HMS.

The study experiments showed that S. aureus releases a chemical that activates a protein on the nerve fibers that transmit signals from the skin to the brain. Treating animals with an FDA-approved anti-clotting medicine successfully blocked the activation of the protein to interrupt this key step in the itch-scratch cycle. The treatment relieved symptoms and minimized skin damage.

The findings can inform the design of oral medicines and topical creams to treat persistent itch that occurs with various conditions linked to an imbalance in the skin microbiome, such as atopic dermatitis, prurigo nodularis, and psoriasis.

The repeated scratching that is a hallmark of these conditions can cause skin damage and amplify inflammation.




"Itch can be quite debilitating in patients who suffer from chronic skin conditions. Many of these patients carry on their skin the very microbe we've now shown for the first time can induce itch," said study first author Liwen Deng, a postdoctoral research fellow in the Chiu Lab.

Identifying the molecular spark plug that ignites itch 

Researchers exposed the skin of mice to S. aureus. The animals developed intensifying itch over several days, and the repeated scratching caused worsening skin damage that spread beyond the original site of exposure.

Moreover, mice exposed to S. aureus became hypersensitive to innocuous stimuli that would not typically cause itch. The exposed mice were more likely than unexposed mice to develop abnormal itching in response to a light touch.

This hyperactive response, a condition called alloknesis, is common in patients with chronic conditions of the skin characterized by persistent itch. But it can also happen in people without any underlying conditions -- think of that scratchy feeling you might get from a wool sweater.

To determine how the bacterium triggered itch, the researchers tested multiple modified versions of the S. aureus microbe that were engineered to lack specific pieces of the bug's molecular makeup. The team focused on 10 enzymes known to be released by this microbe upon skin contact. One after another, the researchers eliminated nine suspects -- showing that a bacterial enzyme called protease V8 was single-handedly responsible for initiating itch in mice. Human skin samples from patients with atopic dermatitis also had more S. aureus and higher V8 levels than healthy skin samples.




The analyses showed that V8 triggers itch by activating a protein called PAR1, which is found on skin neurons that originate in the spinal cord and carry various signals -- touch, heat, pain, itch -- from the skin to the brain. Normally, PAR1 lies dormant but upon contact with certain enzymes, including V8, it gets activated. The research showed that V8 snips one end of the PAR1 protein and awakens it. Experiments in mice showed that once activated, PAR1 initiates a signal that the brain eventually perceives as itch. When researchers repeated the experiments in lab dishes containing human neurons, they also responded to V8.

Interestingly, various immune cells implicated in skin allergies and classically known to cause itch -- mast cells and basophils -- did not drive itch after bacterial exposure, the experiments showed. Nor did inflammatory chemicals called interleukins, or white cells, which are activated during allergic reactions and are also known to be elevated in skin diseases and even in certain neurologic disorders.

"When we started the study, it was unclear whether the itch was a result of inflammation or not," Deng said. "We show that these things can be decoupled, that you don't necessarily have to have inflammation for the microbe to cause itch, but that the itch exacerbates inflammation on the skin."

Interrupting the itch-scratch cycle

Because PAR1 -- the protein activated by S. aureus -- is involved in blood-clotting, researchers wanted to see whether an already approved anticlotting drug that blocks PAR1 would stop itch. It did.

The itchy mice whose skin was exposed to S. aureus experienced rapid improvement when treated with the drug. Their desire to scratch diminished dramatically, as did the skin damage caused by scratching.

Moreover, once treated with PAR1 blockers, the mice no longer experienced abnormal itch in response to innocuous stimuli.

The PAR1 blocker is already used in humans to prevent blood clots and could be repurposed as anti-itch medication. For example, the researchers noted, the active ingredient in the medicine could become the basis for anti-itch topical creams.

One immediate question that the researchers plan to explore in future work is whether other microbes besides S. aureus can trigger itch.

"We know that many microbes, including fungi, viruses, and bacteria, are accompanied by itch but how they cause itch is not clear," Chiu said.

Beyond that, the findings raise a broader question: Why would a microbe cause itch? Evolutionarily speaking, what's in it for the bacterium?

One possibility, the researchers said, is that pathogens may hijack itch and other neural reflexes to their advantage. For example, previous research has shown that the TB bacterium directly activates vagal neurons to cause cough, which might enable it to spread more easily from one host to another.

"It's a speculation at this point, but the itch-scratch cycle could benefit the microbes and enable their spread to distant body sites and to uninfected hosts," Deng said. "Why do we itch and scratch? Does it help us, or does it help the microbe? That's something that we could follow up on in the future."

The work was funded by the National Institutes of Health (grants R01AI168005, R01AI153185, R01NS065926, R01NS102161, R01NS111929, R37AI052453, R01AR076082, U01AI152038, UM1AI151958, R01AI153185, R01JL160582, F32AI172080, T32AI049928, 1R21AG075419), Food Allergy Science Initiative (FASI), Burroughs Wellcome Fund, Drako Family Fund, Jackson-Wijaya Research Fund, Canadian Institutes of Health Research (CIHR) (grants 376560 and 469411), and ANR-PARCURE (PRCE-CE18, 2020).

Chiu serves on the scientific advisory board of GSK Pharmaceuticals. Provisional patent application Serial No. 63/438,668, in which some coauthors are listed as inventors, was filed based on these findings.
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Lowering a form of brain cholesterol reduces Alzheimer's-like damage in mice | ScienceDaily
In Alzheimer's disease and related dementias, cognitive decline is driven by the overaccumulation of a normal brain protein known as tau. Wherever tau builds up, nearby brain tissue starts to degenerate and die.


						
Now, researchers at Washington University School of Medicine in St. Louis have found -- in mice -- that Alzheimer's-like tau deposits in the brain lead to the accumulation of a form of cholesterol known as cholesteryl esters, and that lowering cholesteryl ester levels helps prevent brain damage and behavioral changes.

"This has important therapeutic implications," said senior author David M. Holtzman, MD, the Barbara Burton and Reuben M. Morriss III Distinguished Professor of Neurology. "The compound we used in this study has side effects that make it unsuitable for use in people. But if you could develop a therapy that reduces cholesteryl esters inside brain cells without unacceptable side effects, it would be a promising candidate to test in neurodegenerative diseases."

The findings are published Nov. 22 in the journal Neuron.

The link between cholesterol and dementia is not as far-fetched as it might seem. The biggest genetic risk factor for Alzheimer's is APOE, a gene involved in activating the brain's immune cells. When such cells are activated in the wrong way or at the wrong time, they can damage brain tissue. But APOE also has another important job in the body: It carries cholesterol and other lipids around in the blood. In this capacity, it plays a role in atherosclerosis.

To investigate the connections between APOE, lipids and brain damage, Holtzman and first author Alexandra Litvinchuk, PhD, a postdoctoral researcher, studied mice with a high-risk tau gene that predisposes them to accumulate tau in their brains. Such mice start developing signs of neurodegeneration around 6 months of age. By 91/2 months, their brains are severely damaged, and they no longer are able to complete ordinary tasks of mouse life such as properly building a nest. The mice also carried a second genetic modification: Their own APOE genes had been removed and either replaced with a variant of the human APOE gene -- APOE3, which confers an average risk of Alzheimer's; or APOE4, which doubles or triples the risk of Alzheimer's -- or not replaced at all.

Investigation revealed that APOE4 is linked to distorted lipid metabolism in the brain. In 91/2-month-old tau mice carrying APOE4, the same brain areas that became atrophied and damaged also amassed excess lipids, and in a strange pattern. Levels of more than 180 kinds of lipids were altered. Among the most striking differences was that immune cells known as microglia in those areas were filled to the brim with cholesteryl esters. APOE3 did not have the same effect. The measurement of the brain lipids was done in collaboration with scientists at the company Denali Therapeutics led by Gilbert Di Paolo, PhD.




"Microglia filled up with lipids become hyperinflammatory and start secreting things that are not good for the brain," Holtzman said.

Therefore, clearing out lipids potentially could reduce brain inflammation and neurodegeneration, he said. To find out, Litvinchuk and Holtzman used an LXR agonist, a member of an experimental class of drugs that lowers lipid levels in cells. The researchers fed the drug, called GW3965, to tau mice carrying APOE4, starting at 6 months of age. The mice were assessed at 91/2 months, by which point their brains normally would have sustained considerable damage. Mice that had received the drug retained significantly more brain volume than those that had received a placebo. They also had lower levels of tau, fewer inflammatory cells and less inflammation, less loss of synapses in their brains, and were better at building nests.

Further investigation revealed that the LXR agonist works by upregulating a gene called Abca1 that helps move cholesterol and other lipids out of cells. Using genetic methods to increase Abca1 levels had the same effect as drug treatment: less lipid accumulation, lower levels of tau, less inflammation and reduced neurodegeneration.

"What's exciting is that we see all these effects in an animal model that shares a lot of features with human neurodegenerative diseases," Holtzman said. "It shows that this kind of approach could have a lot of promise."

One major obstacle stands in the way of translating this approach to people, Holtzman added. LXR agonists also affect lipid metabolism in the liver, and so they tend to cause fatty liver disease. Chemists are hard at work trying to design LXR agonists without that side effect. If they succeed, the resulting drugs may have benefits for heart disease as well as brain disease.

"There's a lot of similarity between the mechanism that's driving immune cells to damage the brain in Alzheimer's disease and the one that's driving the same kinds of immune cells to cause vascular damage in atherosclerosis," Holtzman said. "In both cases, lipids accumulate in immune cells, causing them to become hyperinflammatory and damage nearby tissues. Getting rid of that lipid accumulation may have double benefits for human health."
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Chemists use oxygen, copper 'scissors' to make cheaper drug treatments possible | ScienceDaily
Drugs to treat cancer are often very expensive to produce, resulting in high costs for the patients who need them. Thanks to pathbreaking research by UCLA chemists, led by organic chemistry professor Ohyun Kwon, the price of drug treatments for cancer and other serious illnesses may soon plummet.


						
One chemical used in some anti-cancer drugs, for example, costs pharmaceutical companies $3,200 per gram -- 50 times more than a gram of gold. The UCLA researchers devised an inexpensive way to produce this drug molecule from a chemical costing just $3 per gram. They were also able to apply the process to produce many other chemicals used in medicine and agriculture for a fraction of the usual cost.

This feat, published in the journal Science, involves a process known as "aminodealkenylation." Using oxygen as a reagent and copper as a catalyst to break the carbon-carbon bonds of many different organic molecules, the researchers replaced these bonds with carbon-nitrogen bonds, converting the molecules into derivatives of ammonia called amines.

Because amines interact strongly with molecules in living plants and animals, they are widely used in pharmaceuticals, as well as in agricultural chemicals. Familiar amines include nicotine, cocaine, morphine and amphetamine, and neurotransmitters like dopamine. Fertilizers, herbicides and pesticides also contain amines.

Industrial production of amines is therefore of great interest, but the raw materials and reagents are often expensive, and the processes can require many complicated steps to complete. Using fewer steps and no expensive ingredients, the process developed at UCLA can produce valuable chemicals at a much lower cost than current methods.

"This has never been done before," Kwon said. "Traditional metal catalysis uses expensive metals such as platinum, silver, gold and palladium, and other precious metals such as rhodium, ruthenium and iridium. But we are using oxygen and copper, one of the world's most abundant base metals."

The new method uses a form of oxygen called ozone, a potent oxidant, to break the carbon-carbon bond in hydrocarbons called alkenes, and a copper catalyst to couple the broken bond with nitrogen, turning the molecule into an amine. In one example, the researchers produced a c-Jun N-terminal kinase inhibitor -- an anti-cancer drug -- in just three chemical steps, instead of the 12 or 13 steps previously needed. The cost per gram can thus be reduced from thousands of dollars to just a few dollars.

In another example, the protocol took just one step to convert adenosine -- a neurotransmitter and DNA building block that costs less than 10 cents per gram -- into the amine N6-methyladenosine. The amine plays crucial roles in controlling gene expression in cellular, developmental and disease processes, and its production cost has previously been $103 per gram.

Kwon's research group was able to modify hormones, pharmaceutical reagents, peptides and nucleosides into other useful amines, showing the new method's potential to become a standard production technique in drug manufacturing and many other industries.

The research was funded by the National Institutes of Health.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2023/11/231122192345.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Researchers develop new method for prenatal genetic testing | ScienceDaily
A team of investigators from Massachusetts General Hospital (MGH), Brigham and Women's Hospital (BWH), and the Broad Institute of MIT and Harvard have developed a non-invasive genetic test that can screen the blood of pregnant individuals to survey all genes for fetal DNA sequence variants. The team evaluated the test by examining blood samples from 51 pregnant persons, finding that the test was able to capture variants that were inherited from the mother as well as new variants that were not present in the mother and associated with prenatal diagnoses. Results from their proof-of-principle analysis are published in the New England Journal of Medicine.


						
"Our study suggests that it is feasible to screen most genes across the fetal genome using a blood test rather than requiring an invasive procedure such as amniocentesis," explains senior author Michael E. Talkowski, PhD, director of MGH's Center for Genomic Medicine, an associate professor of Neurology at Harvard Medical School (HMS), and Institute Member of the Broad Institute.

Non-invasive prenatal testing (NIPT), also known as prenatal-cell-free DNA-screening, allows a pregnant individual to receive a blood test that screens for very large changes in fetal chromosomes such as an extra copy of chromosome 21, known as Down syndrome (trisomy 21); the gain or loss of entire copies of other chromosomes; the presence and number of X and Y sex chromosomes (indicating the sex of the fetus), and, more recently, for a small number of variants that are relevant for some fetal conditions.

For many prenatal genetic diagnoses, however, it is necessary to determine individual nucleotide changes across the protein coding sequence of the genome, known as the 'exome.' Exome screening currently requires genetic testing with an invasive medical procedure such as amniocentesis that involves significant cost and carries some inherent risks to the mother and fetus. The newly developed test could offer the capacity to discover and interpret variants across the fetal exome from DNA circulating in the mother's blood. The method is referred to by the team as non-invasive fetal sequencing (NIFS).

This high-resolution NIFS approach enabled the research team to survey the exome, discover sequence changes, and distinguish potentially pathogenic variants from likely benign variants inherited from the mother. They tested their NIFS approach on 51 pregnancies that spanned all three trimesters and were representative of the pregnant population receiving care at Massachusetts General Hospital and Brigham and Women's Hospital, the founding members of the Mass General Brigham healthcare system.

The NIFS screening method used a maternal blood draw without the need for a separate genetic test on the mother or father. The research team found that the method was highly sensitive for discovering single-base DNA changes and small insertions and deletions that were present in the fetal genome but not in the maternal genome, irrespective of the amount of fetal DNA detected. "In our retrospective analysis, we were able to accurately discover and predict fetal sequence variants from the NIFS approach with >99% sensitivity from the raw data and >90% sensitivity after filtering using our analysis methods," said co-lead author Harrison Brand, PhD, an investigator in the department of Neurology at MGH and an assistant professor at HMS.

In 14 pregnancies referred for the current standard-of-care genetic testing that were also evaluated with the NIFS approach, NIFS detected all of the clinically relevant variants that were reported from invasive testing in the same individuals.




The authors conducted this initial test on 51 pregnancies, but the findings suggest that the test could potentially be done on many samples. "The clinical implications of this research are potentially profound, particularly for pregnancies in which a fetal anomaly is suspected from ultrasound and an invasive test is indicated," says co-senior author Kathryn Gray, MD, PhD, an obstetrician and clinical geneticist at Brigham and Women's Hospital and assistant professor of Obstetrics and Gynecology at HMS at the time of the study who is currently an associate professor at the University of Washington.

"It has long been known that fetal sequence variants can be obtained from cell-free fetal DNA, and exome sequencing is already part of the standard-of-care, but it currently requires an invasive procedure," adds Talkowski, who is also the Desmond and Ann Heathwood MGH Research Scholar 2015-2020, "These results suggest that non-invasive sequencing can likely capture the same genetic information from the fetal exome that is already being obtained in the standard-of-care, but from a blood test alone without the invasive procedure."

The team is currently working with other researchers to expand and validate these findings and to further develop the methods. "Our benchmarking suggests there is more room for optimization and that most variants currently captured in a standard exome test may be accessible to NIFS with further methods development," says co-lead author Christopher Whelan, PhD, a computational scientist at the Broad Institute and the Talkowski laboratory.

The team emphasizes that this is not currently a clinical test and that these early studies will need to be replicated in much larger samples. While this work is ongoing, Talkowski, Gray and their colleagues are already planning for how best to support patients as they navigate testing options and test results during pregnancy. As Dr. Gray notes, "We understand the fear and uncertainty that patients experience during pregnancy. In instances where a current standard-of-care test identifies an abnormality during prenatal diagnostic testing, we ensure that patients have access to a multi-disciplinary team, including maternal-fetal medicine and pediatric specialists, genetic counselors, and social workers to help patients understand complicated test results. Non-invasive tests, including currently available NIPT screening methods, will require the same support network."
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Drones enabled the use of defibrillators before ambulance arrival | ScienceDaily
Researchers at Karolinska Institutet have evaluated the possibility of alerting drones equipped with automated external defibrillators (AED) to patients with suspected cardiac arrest. In more than half of the cases, the drones were ahead of the ambulance by an average of three minutes. In cases where the patient was in cardiac arrest, the drone-delivered defibrillator was used in a majority of cases. The results have been published in the journal The Lancet Digital Health.


						
"The use of an AED is the single most important factor in saving lives. We have been deploying drones equipped with AED since the summer of 2020 and show in this follow-up study that drones can arrive at the scene before an ambulance by several minutes. This lead time has meant that the AED could be used by people at the scene in several cases," says Andreas Claesson, Associate Professor at the Center for Cardiac Arrest Research at the Department of Clinical Research and Education, Sodersjukhuset, Karolinska Institutet, and principal investigator of the study.

Every year, around 6000 people in Sweden suffer a sudden cardiac arrest, but only a tenth of those affected survive. Although an early shock with a AED can dramatically increase the chance of survival and there are tens of thousands of AED in the community, they are not available in people's homes where most cardiac arrests occur.

To shorten the time to defibrillation with an AED, Karolinska Institutet, together with Region Vastra Gotaland, SOS Alarm and the drone operator Everdrone, has since 2020 tested the possibility of sending out a drone with a AED at the same time as an ambulance is alerted. The project covered an area of approximately 200,000 people in western Sweden. An initial study conducted in the summer of 2020 in Gothenburg and Kungalv showed that the idea was feasible and safe.

"This more comprehensive and follow-up study now shows in a larger material that the methodology works throughout the year, summer and winter, in daylight and darkness. Drones can be alerted, arrive, deliver AED, and people on site have time to use the AED before the ambulance arrives," says Sofia Schierbeck, PhD student at the same department and first author of the study.

In the study, drones delivered a AED in 55 cases of suspected cardiac arrest. In 37 of these cases, the delivery took place before an ambulance, corresponding to 67 percent, with a median lead of 3 minutes and 14 seconds. In the 18 cases of actual cardiac arrest, the caller managed to use the AED in six cases, representing 33 percent. A shock was recommended by the device in two cases and in one case the patient survived.

"Our study now shows once and for all that it is possible to deliver AED with drones and that this can be done several minutes before the arrival of the ambulance in connection with acute cardiac arrest," says Andreas Claesson. "This time saving meant that the healthcare emergency center could instruct the person who called the ambulance to retrieve and use the AED in several cases before the ambulance arrived."

The research was mainly funded by the Swedish Heart-Lung Foundation.
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Researchers pinpoint brain area where people who are blind recognize faces identified by sound | ScienceDaily
Using a specialized device that translates images into sound, Georgetown University Medical Center neuroscientists and colleagues showed that people who are blind recognized basic faces using the part of the brain known as the fusiform face area, a region that is crucial for the processing of faces in sighted people.


						
The findings appeared in PLOS ONE on November 22, 2023.

"It's been known for some time that people who are blind can compensate for their loss of vision, to a certain extent, by using their other senses," says Josef Rauschecker, Ph.D., D.Sc., professor in the Department of Neuroscience at Georgetown University and senior author of this study. "Our study tested the extent to which this plasticity, or compensation, between seeing and hearing exists by encoding basic visual patterns into auditory patterns with the aid of a technical device we refer to as a sensory substitution device. With the use of functional magnetic resonance imaging (fMRI), we can determine where in the brain this compensatory plasticity is taking place."

Face perception in humans and nonhuman primates is accomplished by a patchwork of specialized cortical regions. How these regions develop has remained controversial. Due to their importance for social behavior, many researchers believe that the neural mechanisms for face recognition are innate in primates or depend on early visual experience with faces.

"Our results from people who are blind implies that fusiform face area development does not depend on experience with actual visual faces but on exposure to the geometry of facial configurations, which can be conveyed by other sensory modalities," Rauschecker adds.

Paula Plaza, Ph.D., one of the lead authors of the study, who is now at Universidad Andres Bello, Chile, says, "Our study demonstrates that the fusiform face area encodes the 'concept' of a face regardless of input channel, or the visual experience, which is an important discovery."

Six people who are blind and 10 sighted people, who served as control subjects, went through three rounds of functional MRI scans to see what parts of the brain were being activated during the translations from image into sound. The scientists found that brain activation by sound in people who are blind was found primarily in the left fusiform face area while face processing in sighted people occurred mostly in the right fusiform face area.




"We believe the left/right difference between people who are and aren't blind may have to do with how the left and right sides of the fusiform area processes faces -- either as connected patterns or as separate parts, which may be an important clue in helping us refine our sensory substitution device," says Rauschecker, who is also co-director of the Center for Neuroengineering at Georgetown University.

Currently, with their device, people who are blind can recognize a basic 'cartoon' face (such as an emoji happy face) when it is transcribed into sound patterns. Recognizing faces via sounds was a time-intensive process that took many practice sessions. Each session started with getting people to recognize simple geometrical shapes, such as horizontal and vertical lines; complexity of the stimuli was then gradually increased, so the lines formed shapes, such as houses or faces, which then became even more complex (tall versus wide houses and happy faces versus sad faces).

Ultimately, the scientists would like to use pictures of real faces and houses in combination with their device, but the researchers note that they would first have to greatly increase the resolution of the device. "We would love to be able to find out whether it is possible for people who are blind to learn to recognize individuals from their pictures. This may need a lot more practice with our device but now that we've pinpointed the region of the brain where the translation is taking place, we may have a better handle on how to fine-tune our processes," Rauschecker concludes.

In addition to Rauschecker, the other authors at Georgetown University are Laurent Renier and Stephanie Rosemann. Anne G. De Volder, who passed away while this manuscript was in preparation, was at the Neural Rehabilitation Laboratory, Institute of Neuroscience, Universite Catholique de Louvain, Brussels, Belgium.

This work was supported by a grant from the National Eye Institute (#R01 EY018923).
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New study on experience of adopted people as they become parents | ScienceDaily
Parenting is always challenging, but for adopted people becoming a mum or dad can be extra demanding, as well as extra special -- according to research from the University of East Anglia.


						
A new study is the first in to investigate the lived experiences of adopted people in the UK as they become parents.

It finds that they are affected by issues that link back to their adoption and to difficult experiences in their past -- related to loss, rejection, abuse and neglect.

Because of these difficult early experiences, many adoptees experience significant challenges, particularly as teenagers and young adults.

These included mental health problems, emotional and behavioural difficulties, education and employment, relationship problems, and substance misuse.

But while many people were parenting under the pressure of also trying to manage these challenges, becoming a mum or dad was often a key turning point and a motivation to turn their lives around.

Lead researcher Prof Beth Neil, from UEA's School of Social Work, said: "Adoption is a life-changing event, and it is really important to understand how people are affected throughout their whole life -- not just in childhood.




"Becoming a parent is a key life experience, but the research on adopted people becoming parents is very limited and has not tended to include people adopted through the child protection system, or the experiences of adopted men as fathers.

"We wanted to better understand the issues faced by people who are adopted, as they become parents themselves."

The team worked with 20 adopted men and 20 adopted women -- who were interviewed about their experiences.

Most of the participants were in their 20s and 30s and all had been adopted under the age of 12 -- with two thirds having been adopted through the child protection system.

Almost a quarter of the parents in the study were not living with their children -- including some who had themselves lost their children to care or adoption.

Prof Neil said: "We guided them to break down their life into key chapters and talk through the high points, the low points and the turning points that were most significant to them. We wanted to understand adopted people's life stories in their own words.




"What we found is that when adopted people become parents, lots of issues can come up that link back to their adoption and to difficult experiences in their past such as issues of loss, rejection, abuse and neglect.

"For some, having their first child meant meeting the first person in their life that they had a biological connection to. Others were afraid they would not bond with their child or that their child would reject them.

"Because many of the participants had a history of abuse and neglect, thinking about their birth parents often raised anxieties that they would parent their own child poorly.

"The flipside of this was the determination to try and break cycles of abuse, and we saw that for many, becoming a parent was a positive turning point.

"Because the often-difficult backgrounds of the parents, many reported problems in their teenage years and as young adults with mental health, education and employment, substance misuse, relationships with parents and partners.

"Often these problems were ongoing when they became a mum or dad, threatening their parenting and playing into their biggest fear -- that they might repeat negative cycles of neglect or abuse with their own children.

"Sadly, many adoptees feared that asking for help and expressing worries would lead to scrutiny of their parenting.

"Most people were managing well in their role as mum and dad, but a minority were still struggling with difficult problems, and a small number of parents had experienced their worst fear -- the removal of their own children. For parents who were judged unable to look after their own children, not 'breaking the cycle' was devastating."

The team say that support for adopted adults with mental health problems is a particularly pressing need, as parental mental health problems are a strong mediating factor in the link between childhood adversity and compromised parenting.

Where adoptees are still struggling with these issues when they become a parent, then support is needed at that life stage.

But ideally, the adoption system needs to recognise the need to provide support to adoptive families much earlier on, to prevent the difficulties that often become particularly challenging during the teenage years.

The study found that identity issues raised by both men and women were very similar. This is important because almost all previous research had focused just on mothers. But fathers also felt deeply about the impact of adoption on their life, and issues linked to adoption came up for them when they became dads.

"This research highlights the need for more support for adopted people both in childhood and when they become parents themselves," added Prof Neil.

This study was funded by the Economic and Social Research Council (ESRC).

'How do adopted adults see the significance of adoption and being a parent in their life stories? A narrative analysis of 40 life story interviews with male and female adoptees' is published in the journal Children and Youth Services Review.
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Survival of the fittest? New study shows how cancer cells use cell competition to evade the body's defenses | ScienceDaily
Living cells compete with each other and try to adapt to the local environment. Cells that are unable to do so are eliminated eventually. This cellular competition is crucial as the surrounding normal epithelial cells use it to identify and eliminate mutant cancer cells. Studies have reported that when activating mutants of "Ras" proteins are expressed in mammalian epithelial cells, they are pushed toward the lumen, excreted along with other bodily waste, and eliminated by competition. Epithelial cells containing Ras mutants have been reported to be removed in this manner in several organs, including the small intestine, stomach, pancreas, and lungs. This suggests that cell competition is an innate defense system orchestrated by epithelial cells to prevent the accumulation of incidentally produced cancerous cells and thereby suppress cancer formation.


						
In general, mutations in multiple genes accumulate in a stepwise manner when normal cells become cancerous. However, it is not known how cell competition is affected by this process. For instance, human colorectal cancer develops when the adenomatous polyposis coli (APC) gene becomes dysfunctional and activates "Wnt signaling," followed by the activation of Ras signaling.

In a recent study, a team of researchers from Japan, led by Associate Professor Shunsuke Kon of the Department of Cancer Biology, Institute of Biomedical Research and Innovation, Tokyo University of Science (TUS), examined the effects of the accumulation of stepwise gene mutations on cell competition and investigated the role of cell competition in the actual cancer formation process. Their study was published in Nature Communications on November 3, 2023 with Mr. Kazuki Nakai, a third year PhD student at the Graduate School of Life Sciences in TUS, as the lead author.

The study results showed that when Wnt signals were activated in epithelial cells, cell competition function was altered. Activated Ras mutant epithelial cells, which would normally be eliminated into the lumen, instead infiltrated diffusely into the tissue to form highly invasive cancerous tumors.

As senior author Dr. Kon explains, "We discovered that in epithelial tissues where Wnt and Ras signals, which commonly occur in human colorectal cancer, are activated in stages, the function of cell competition is altered. It was revealed that the production of cancer cells that diffusely infiltrate into the interstitium is promoted."

Further, the research team identified an increased expression of matrix metalloproteinase 21 (MMP21) as one of the mechanisms underlying the production of diffusely invasive cancer cells in early colorectal cancer due to abnormal cell competition. This, in turn, was shown to be directly caused by activation of nuclear factor kappa B (NF-kB) signals via the innate immune system. Blocking NF-kB signaling restored the luminal elimination of Ras mutant epithelial cells. These findings raise some intriguing questions, such as "How do transformed cells sense the cellular content that leads to the NF-B-MMP21 pathway?" and "How do surrounding cells recognize transformed cells and prepare them for cellular extrusion?" These questions will almost certainly need to be addressed in the future.

The results of this research show that cancer cells with accumulated, sequential genetic mutations, alter the function of cell competition and use it to enhance their own invasive ability. Instead of being eliminated to the lumen, they infiltrate into the tissue, producing high-grade cancer cells. While the research team did note that the cancer histopathology of the mice used in this study resembled diffuse-type cancer in humans, future research is needed to determine whether the NF-kB-MMP21 pathway is relevant to other cancers. For instance, investigating scirrhous gastric cancer, a typical diffuse-type cancer, would be particularly interesting.

Overall, these findings demonstrate that Wnt activation disrupts cell competition, and confers invasive properties on transformed cells to escape primary epithelial sites. Understanding how the molecular landscape is re-modeled to change the fate of cancer cells with high mutational burdens could be used for therapeutic purposes. This could be of interest to researchers focused on Wnt signaling or cancer research, such as those at the Koch Institute for Integrative Cancer Research at MIT and Cancer Research UK, who are working towards common goals.

Dr. Kon concludes by saying, "This study further brings forth the prospect that cell competition constrains the order of appearance of mutations during tumor development, highlighting a link between cell competition and carcinogenesis. We hope that this will pave the way for the development of new cancer treatments from the standpoint of cell competition and infiltration for the benefit of our society."
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A new diagnostic tool to identify and treat pathological social withdrawal, Hikikomori | ScienceDaily
Researchers at Kyushu University have developed a new tool to help clinicians and researchers assess individuals for pathological social withdrawal, known as Hikikomori. The tool, called Hikikomori Diagnostic Evaluation, or HiDE, can be a practical guide on collecting information on this globally growing pathology.


						
Hikikomori is a condition characterized by sustained physical isolation or social withdrawal for a period exceeding six months. It was first defined in Japan in 1998, and while thought to be a Japan specific 'culture-bound' syndrome, recent evidence has shown a marked growth of it worldwide. Researchers and medical professionals also fear that the recent COVID-19 pandemic has compounded the increase of hikikomori patients across the globe.

However, there is yet to be a standardized tool to identify the hikikomori pathology. The new HiDE assessment tool, developed by Associate Professor Takahiro A. Kato of the Graduate School of Medical Sciences published in World Psychiatry, is intended to be the next step in a transcultural tool to help identify and assess hikikomori individuals.

In 2013, the Kyushu University hospital established the world's first outpatient clinic for hikikomori in the hopes to research the pathology and find better methods of treatment. Over the years, Kato and his team have developed different methods for early detection of hikikomori and has even been investigating possible biomarkers of the pathology.

"HiDE is a questionnaire we've been developing at our clinic at the University Hospital. We've refined it over the years, and today it takes roughly 5-20 minutes to complete depending on the answers," explains Kato. "It's primarily divided into two sections. The first section looks at the features of the patient's behavior to see if they exhibit hikikomori. The second section is used to help us gain context to the patient's extent of social withdrawal."

The team has also added a screening form to the HiDE in case clinicians lack the time to administer the entire tool. They suggest that the full questionnaire be administered to patients who respond that they 'spend one hour or less per day out of their home, at least three days a week' and that 'their family, others, or are personally bothered by this.'

"The HiDE has proven to be an indispensable tool for the structured assessment of pathological social withdrawal in our clinical practice and research. But more empirical studies must be done to assess its validity beyond our practice," concludes Kato. "We would like to see this used by our colleagues around the world, so we can work to refine the tool. Hikikomori is becoming a global phenomenon, and a collective effort in recognizing and treating hikikomori is going to be vital."
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Your eyes talk to your ears. Scientists know what they're saying | ScienceDaily
Scientists can now pinpoint where someone's eyes are looking just by listening to their ears.


						
"You can actually estimate the movement of the eyes, the position of the target that the eyes are going to look at, just from recordings made with a microphone in the ear canal," said Jennifer Groh, Ph.D., senior author of the new report, and a professor in the departments of psychology & neuroscience as well as neurobiology at Duke University.

In 2018, Groh's team discovered that the ears make a subtle, imperceptible noise when the eyes move. In a new report appearing the week of November 20 in the journal Proceedings of the National Academy of Sciences, the Duke team now shows that these sounds can reveal where your eyes are looking.

It also works the other way around. Just by knowing where someone is looking, Groh and her team were able to predict what the waveform of the subtle ear sound would look like.

These sounds, Groh believes, may be caused when eye movements stimulate the brain to contract either middle ear muscles, which typically help dampen loud sounds, or the hair cells that help amplify quiet sounds.

The exact purpose of these ear squeaks is unclear, but Groh's initial hunch is that it might help sharpen people's perception.

"We think this is part of a system for allowing the brain to match up where sights and sounds are located, even though our eyes can move when our head and ears do not," Groh said.




Understanding the relationship between subtle ear sounds and vision might lead to the development of new clinical tests for hearing.

"If each part of the ear contributes individual rules for the eardrum signal, then they could be used as a type of clinical tool to assess which part of the anatomy in the ear is malfunctioning," said Stephanie Lovich, one of the lead authors of the paper and a graduate student in psychology & neuroscience at Duke.

Just as the eye's pupils constrict or dilate like a camera's aperture to adjust how much light gets in, the ears too have their own way to regulate hearing. Scientists long thought that these sound-regulating mechanisms only helped to amplify soft sounds or dampen loud ones. But in 2018, Groh and her team discovered that these same sound-regulating mechanisms were also activated by eye movements, suggesting that the brain informs the ears about the eye's movements.

In their latest study, the research team followed up on their initial discovery and investigated whether the faint auditory signals contained detailed information about the eye movements.

To decode people's ear sounds, Groh's team at Duke and Professor Christopher Shera, Ph.D. from the University of Southern California, recruited 16 adults with unimpaired vision and hearing to Groh's lab in Durham to take a fairly simple eye test.

Participants looked at a static green dot on a computer screen, then, without moving their heads, tracked the dot with their eyes as it disappeared and then reappeared either up, down, left, right, or diagonal from the starting point. This gave Groh's team a wide-range of auditory signals generated as the eyes moved horizontally, vertically, or diagonally.




An eye tracker recorded where participant's pupils were darting to compare against the ear sounds, which were captured using a microphone-embedded pair of earbuds.

The research team analyzed the ear sounds and found unique signatures for different directions of movement. This enabled them to crack the ear sound's code and calculate where people were looking just by scrutinizing a soundwave.

"Since a diagonal eye movement is just a horizontal component and vertical component, my labmate and co-author David Murphy realized you can take those two components and guess what they would be if you put them together," Lovich said. "Then you can go in the opposite direction and look at an oscillation to predict that someone was looking 30 degrees to the left."

Groh is now starting to examine whether these ear sounds play a role in perception.

One set of projects is focused on how eye-movement ear sounds may be different in people with hearing or vision loss.

Groh is also testing whether people who don't have hearing or vision loss will generate ear signals that can predict how well they do on a sound localization task, like spotting where an ambulance is while driving, which relies on mapping auditory information onto a visual scene.

"Some folks have a really reproducible signal day-to-day, and you can measure it quickly," Groh said. "You might expect those folks to be really good at a visual-auditory task compared to other folks, where it's more variable."

Groh's research was supported by a grant from the National Institutes of Health (NIDCD DC017532).




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2023/11/231122192227.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Anti-rheumatic drugs could prevent thyroid disease | ScienceDaily
Anti-rheumatic drugs used for rheumatoid arthritis might prevent the development of autoimmune thyroid disease, according to a new observational study by researchers from Karolinska Institutet published in the Journal of Internal Medicine.


						
It is well known that patients with rheumatoid arthritis are at increased risk of autoimmune thyroid diseases such as Hashimoto's disease and Graves' disease. While patients with RA are usually treated with immunomodulatory drugs that affect the immune system, such drugs are rarely used in autoimmune thyroid diseases. Instead, such patients are treated with thyroid hormone to compensate for the changes in normal thyroid function that accompany autoimmune thyroid disease.

The researchers in the current study wanted to investigate whether immunomodulatory drugs that reduce inflammation in the joints of patients with RA might also reduce the risk of these patients developing autoimmune thyroid disease. Previous studies in mice suggest that so-called DMARDs, a type of immune-modulatory drugs used to treat rheumatoid arthritis, can reduce inflammation in the thyroid gland. Still, knowledge of whether this effect also applies to humans is limited, according to the research team.

The researchers used data between 2006 and 2018 on over 13,000 patients with rheumatoid arthritis and their treatment, as well as data from over 63,000 individuals in a matched control group without rheumatoid arthritis.

The researchers found that the risk of developing an autoimmune thyroid disease among RA patients was lower after their onset of the rheumatic disease than before diagnosis.

The most pronounced reduction in the risk of autoimmune thyroid disease was seen in patients with rheumatoid arthritis treated with immunomodulatory drugs or 'biological DMARDs'. In these patients, the risk of autoimmune thyroid disease was 46 percent lower than in the control group without rheumatoid arthritis.

"These results support the hypothesis that certain types of immunomodulatory drugs could have a preventive effect on autoimmune thyroid disease," says Kristin Waldenlind, researcher at the Department of Medicine, Solna, Division of Clinical Epidemiology, Karolinska Institutet, specialist in rheumatology at Karolinska University Hospital and first author of the study. She continues:

"Our results do not prove that it is the treatment with immunomodulatory drugs that led to the reduced risk of autoimmune thyroid disease, but provide support for this hypothesis. The results, if they can be replicated in further studies, open up the possibility of studying more directly in clinical trials whether the immunomodulatory drugs currently used for rheumatoid arthritis could also be used for the early treatment of autoimmune thyroid disease, i.e. for new areas of use of these drugs, known as drug repurposing.

The Swedish Research Council, the Swedish Heart-Lung Foundation and Vinnova mainly financed the study.
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Mice eating less of specific amino acid -- overrepresented in diet of obese people -- live longer, healthier | ScienceDaily

There's a popular saying in some circles that "a calorie is a calorie," but science shows that it may not be true. In fact, it may be possible to eat more of some kinds of calories while also improving your health.

"We like to say a calorie is not just a calorie," says Dudley Lamming, a professor and metabolism researcher at the University of Wisconsin School of Medicine and Public Health. "Different components of your diet have value and impact beyond their function as a calorie, and we've been digging in on one component that many people may be eating too much of."

Lamming is the lead author of a new study in mice, published recently in the journal Cell Metabolism, showing that cutting down the amount of a single amino acid called isoleucine can, among other benefits, extend their lifespan, make them leaner and less frail as they age and reduce cancer and prostate problems, all while the mice ate more calories.

Amino acids are the molecular building blocks of proteins, and Lamming and his colleagues are interested in their connection to healthy aging.

In earlier research, data from UW-Madison's Survey of the Health of Wisconsin showed the scientists that Wisconsinites with higher body mass index measurements (higher is more overweight or obese) tend to consume more isoleucine, an essential amino acid everyone needs to eat. Isoleucine is plentiful in foods including eggs, dairy, soy protein and many kinds of meat.

To better understand its health effects, Lamming and collaborators from across disciplines at UW-Madison fed genetically diverse mice either a balanced control diet, a version of the balanced diet that was low in a group of about 20 amino acids, or a diet formulated to cut out two-thirds of the diet's isoleucine. The mice, which began the study at about 6 months of age (equivalent to a 30-year-old person) got to eat as much as they wanted.




"Very quickly, we saw the mice on the reduced isoleucine diet lose adiposity -- their bodies got leaner, they lost fat," says Lamming, while the bodies of the mice on the low-amino-acid diet also got leaner to start, but eventually regained weight and fat.

Mice on the low-isoleucine diet lived longer -- on average 33% longer for males and 7% longer for females. And, based on 26 measures of health, including assessments ranging from muscle strength and endurance to tail use and even hair loss, the low-isoleucine mice were in much better shape during their extended lives.

"Previous research has shown lifespan increase with low-calorie and low-protein or low-amino-acid diets starting in very young mice," says Lamming, whose work is supported by the National Institutes of Health. "We started with mice that were already getting older. It's interesting and encouraging to think a dietary change could still make such a big difference in lifespan and what we call 'healthspan,' even when it started closer to mid-life."

The mice on the low-isoleucine diets chowed down, eating significantly more calories than their study counterparts -- probably to try to make up for getting less isoleucine, according to Lamming. But they also burned far more calories, losing and then maintaining leaner body weights simply through adjustments in metabolism, not by getting more exercise.

At the same time, Lamming says, they maintained steadier blood sugar levels and male mice experienced less age-related prostate enlargement. And while cancer is the leading cause of death for the diverse strain of mice in the study, the low-isoleucine males were less likely to develop a tumor.

Dietary amino acids are linked to a gene called mTOR that appears to be a lever on the aging process in mice and other animals as well as to a hormone that manages the body's response to cold and has been considered a potential diabetes drug candidate for human patients. But the mechanism behind the stark benefits of low-isoleucine intake is not well understood. Lamming thinks the new study's results may help future research pick apart causes.




"That we see less benefit for female mice than male mice is something we may be able to use to get to that mechanism," he says.

While the results are promising, humans do need isoleucine to live. And winnowing a significant amount of isoleucine out of a diet that hasn't been preformulated by a mouse chow company is not an easy task.

"We can't just switch everyone to a low-isoleucine diet," Lamming says. "But narrowing these benefits down to a single amino acid gets us closer to understanding the biological processes and maybe potential interventions for humans, like an isoleucine-blocking drug."

The Survey of the Health of Wisconsin showed that people vary in isoleucine intake, with leaner participants tending to eat a diet lower in isoleucine. Other data from Lamming's lab suggest that overweight and obese Americans may be eating significantly more isoleucine than they need.

"It could be that by choosing healthier foods and healthier eating in general, we might be able to lower isoleucine enough to make a difference," Lamming says.

This research was funded in part by grants from the National Institutes of Health (AG056771, AG062328, AG081482, AG084156, DK125859, F31AG066311, R01AG062328-03S1, F31AG081115, F31AG082504, T32AG000213, F32AG077916, RF1AG056771-06S1, K01AG059899, R01DK133479, P30DK020579, K12HD101368, R01AA029124, P30 CA014520, P50DE026787, U54DK104310, R01DK131175 and P30CA014520) and the U.S. Department of Veterans Affairs (I01-BX004031).
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Pediatric oncology: Scientists discover new Achilles heel of leukemia cells | ScienceDaily
The term 'leukemia' encompasses various forms of blood cancer, including acute myeloid leukemia (AML). In AML, blood cells in the early stages -- the stem cells and the precursor cells that develop out of them -- degenerate. AML is the second most common leukemia in children, accounting for around four percent of all malignant diseases in childhood and adolescence. Despite intensive chemotherapy, only around half of those affected survive without relapsing. About one third of children are dependent on a stem cell donation. Since non-specific chemotherapies have severe side effects, there is an urgent need to find new and specific therapy approaches.


						
A team led by Jan-Henning Klusmann from the Department of Pediatrics and Dirk Heckl from the Institute for Experimental Pediatric Hematology and Oncology at Goethe University Frankfurt has now discovered an unusual "Achilles heel" in AML cells. For their study, which has now been published, they looked at a specific group of nucleic acids in leukemia cells: noncoding RNAs. Just like regular messenger RNAs (mRNAs), these are produced through gene transcription. However, unlike mRNAs, noncoding RNAs are not translated into proteins but instead often assume regulatory functions, for example in cell growth and cell division. A typical characteristic of cancer cells is a massive disruption of regulatory processes. This makes noncoding RNAs an interesting starting point in the fight against cancer.

Against this background, the researchers led by Klusmann and Heckl wanted to know more about the role of noncoding RNAs in AML cells. For this purpose, they compiled a kind of inventory of these molecules in cancer cells taken from sick children and compared the resulting pattern with that of healthy blood stem cells. AML cells differentially expressed almost 500 noncoding RNAs in comparison to healthy cells -- an indication that they could perform an important function in cancer cells. To validate this, the researchers turned off every single one of these RNA molecules by preventing the coding gene in the genome from being read. The most distinct effect they found was for the gene MYNRL15: Cancer cells in which this gene was turned off lost their ability to replicate indefinitely and died off.

Surprisingly, however, it was not the absence of noncoding RNAs that was responsible for this effect, as Klusmann comments: "The regulatory function we observed is due to the MYNRL15 gene itself." The team was able to show that destroying the gene altered the spatial organization of the chromatin, i.e. the three-dimensional structure of the genome. "This led to the deactivation of genes that AML cells need for survival," says Klusmann. This offers a new and unforeseen possibility for fighting leukemia.

What is significant against this background is the fact that the inhibitory effect triggered by the modified MYNRL15 gene could be observed in different AML cell lines. These cells originated both from children as well as adults and included various subtypes of the disease -- among them one common in people with Down syndrome. "The fact that all the leukemias we studied were dependent on this gene locus tells us it must be important," concludes Klusmann. The researchers now hope that the cancer cells' dependence on MYNRL15 can be used to develop a specific gene therapy. "In our study, we systematically examined noncoding RNAs and their genes in AML cells for the first time, and in the process we identified a gene locus that constitutes a promising target for developing a therapy in the future," says Klusmann, summing up.
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Nutrient found in beef and dairy improves immune response to cancer | ScienceDaily
Trans-vaccenic acid (TVA), a long-chain fatty acid found in meat and dairy products from grazing animals such as cows and sheep, improves the ability of CD8+ T cells to infiltrate tumors and kill cancer cells, according to a new study by researchers from the University of Chicago.


						
The research, published this week in Nature, also shows that patients with higher levels of TVA circulating in the blood responded better to immunotherapy, suggesting that it could have potential as a nutritional supplement to complement clinical treatments for cancer.

"There are many studies trying to decipher the link between diet and human health, and it's very difficult to understand the underlying mechanisms because of the wide variety of foods people eat. But if we focus on just the nutrients and metabolites derived from food, we begin to see how they influence physiology and pathology," said Jing Chen, PhD, the Janet Davison Rowley Distinguished Service Professor of Medicine at UChicago and one of the senior authors of the new study. "By focusing on nutrients that can activate T cell responses, we found one that actually enhances anti-tumor immunity by activating an important immune pathway."

Finding nutrients that activate immune cells

Chen's lab focuses on understanding how metabolites, nutrients and other molecules circulating in the blood influence the development of cancer and response to cancer treatments. For the new study, two postdoctoral fellows, Hao Fan, PhD and Siyuan Xia, PhD, both co-first authors, started with a database of around 700 known metabolites that come from food and assembled a "blood nutrient" compound library consisting of 235 bioactive molecules derived from nutrients. They screened the compounds in this new library for their ability to influence anti-tumor immunity by activating CD8+ T cells, a group of immune cells critical for killing cancerous or virally infected cells.

After the scientists evaluated the top six candidates in both human and mouse cells, they saw that TVA performed the best. TVA is the most abundant trans fatty acid present in human milk, but the body cannot produce it on its own. Only about 20% of TVA is broken down into other byproducts, leaving 80% circulating in the blood. "That means there must be something else it does, so we started working on it more," Chen said.

The researchers then conducted a series of experiments with cells and mouse models of diverse tumor types. Feeding mice a diet enriched with TVA significantly reduced the tumor growth potential of melanoma and colon cancer cells compared to mice fed a control diet. The TVA diet also enhanced the ability of CD8+ T cells to infiltrate tumors.




The team also performed a series of molecular and genetic analyses to understand how TVA was affecting the T cells. These included a new technique for monitoring transcription of single-stranded DNA called kethoxal-assisted single-stranded DNA sequencing, or KAS-seq, developed by Chuan He, PhD, the John T. Wilson Distinguished Service Professor of Chemistry at UChicago and another senior author of the study. These additional assays, done by both the Chen and He labs, showed that TVA inactivates a receptor on the cell surface called GPR43 which is usually activated by short-chain fatty acids often produced by gut microbiota. TVA overpowers these short-chain fatty acids and activates a cellular signaling process known as the CREB pathway, which is involved in a variety of functions including cellular growth, survival, and differentiation. The team also showed that mouse models where the GPR43 receptor was exclusively removed from CD8+ T cells also lacked their improved tumor fighting ability.

Finally, the team also worked with Justin Kline, MD, Professor of Medicine at UChicago, to analyze blood samples taken from patients undergoing CAR-T cell immunotherapy treatment for lymphoma. They saw that patients with higher levels of TVA tended to respond to treatment better than those with lower levels. They also tested cell lines from leukemia by working with Wendy Stock, MD, the Anjuli Seth Nayak Professor of Medicine, and saw that TVA enhanced the ability of an immunotherapy drug to kill leukemia cells.

Focus on the nutrients, not the food

The study suggests that TVA could be used as a dietary supplement to help various T cell-based cancer treatments, although Chen points out that it is important to determine the optimized amount of the nutrient itself, not the food source. There is a growing body of evidence about the detrimental health effects of consuming too much red meat and dairy, so this study shouldn't be taken as an excuse to eat more cheeseburgers and pizza; rather, it indicates that nutrient supplements such as TVA could be used to promote T cell activity. Chen thinks there may be other nutrients that can do the same.

"There is early data showing that other fatty acids from plants signal through a similar receptor, so we believe there is a high possibility that nutrients from plants can do the same thing by activating the CREB pathway as well," he said.

The new research also highlights the promise of this "metabolomic" approach to understanding how the building blocks of diet affect our health. Chen said his team hopes to build a comprehensive library of nutrients circulating in the blood to understand their impact on immunity and other biological processes like aging.

"After millions of years of evolution, there are only a couple hundred metabolites derived from food that end up circulating in the blood, so that means they could have some importance in our biology," Chen said. "To see that a single nutrient like TVA has a very targeted mechanism on a targeted immune cell type, with a very profound physiological response at the whole organism level -- I find that really amazing and intriguing."

The study, "Trans-vaccenic acid reprograms CD8+ T cells and anti-tumor immunity," was supported by the National Institutes of Health (grants CA140515, CA174786, CA276568, 1375 HG006827, K99ES034084), a UChicago Biological Sciences Division Pilot Project Award, the Ludwig Center at UChicago, the Sigal Fellowship in Immuno-oncology, the Margaret E. Early Medical Research Trust, the AASLD Foundation a Harborview Foundation Gift Fund, and the Howard Hughes Medical Institute.
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Team discovers rules for breaking into Pseudomonas | ScienceDaily

By bombarding P. aeruginosa with hundreds of compounds and using machine learning to determine the physical and chemical traits of those molecules that accumulated inside it, the team discovered how to penetrate the bacterium's defenses. They used this information to convert an antibacterial drug that previously had no activity against P. aeruginosa into one that did.

"Pseudomonas is still the most difficult to treat gram-negative infection, and gram-negative infections are very challenging to treat in general," said University of Illinois Urbana-Champaign chemistry professor Paul Hergenrother, who led the work with former graduate student Emily Geddes, a handful of other graduate students and postdoctoral researchers in the Hergenrother lab and collaborators at Roche. "The Food and Drug Administration has not approved a new class of antibiotic drugs against gram-negatives in over 50 years."

Gram-negative bacteria differ from gram-positive in the composition of their cell walls. P. aeruginosa has a tightly packed outer membrane that's negatively charged, Geddes said. "This makes it really hard for other molecules to get through by passive diffusion."

P. aeruginosa also has other defenses, including highly specialized porins that allow it to bring in specific nutrients while keeping out everything else, and efflux pumps that eject unwanted compounds, Geddes said.

Pseudomonas has 12 efflux pumps, Geddes said. "That really gives it a diversity of drug-resistance mechanisms that some other bacterial species just don't have.

"Our goal here was to basically test a bunch of compounds to see what types of molecules get in the bacterial cell and stay in the cell, and hopefully learn some design principles from that," she said.




Earlier studies of P. aeruginosa focused primarily on antibiotics, testing which ones could kill or weaken the bacterium, Hergenrother said.

"We took a different approach -- testing a variety of nonantibiotic compounds and tracking which ones accumulated inside. We then used machine learning to make sense of the chemical traits that were common to the accumulators," he said.

This approach revealed that, among other traits, compounds with a positive charge on the surface and those with more hydrogen-bond-donor surface area were more likely to accumulate inside P. aeruginosa.

Such compounds "can create sort of a gap in the bacterial membrane and destabilize it to let other things come through," Geddes said.

Once they knew what characteristics a compound must have to penetrate Pseudomonas, the researchers chose to test those rules by modifying an existing antibiotic drug, fusidic acid, that is used to treat gram-positive infections but has no activity against gram-negative bacteria. The researchers modified the drug to create a derivative form, called FA prodrug, that included the features identified in the machine-learning exercise.

The experiment worked, Geddes said.




"As we increased the positive charge and as we increased the hydrogen-bond-donor surface area, we saw a corresponding increase in accumulation of the FA prodrug in Pseudomonas," she said. "We saw a 64-fold improvement in activity with those changes."

"Fusidic acid alone has no activity whatsoever against Pseudomonas," Hergenrother said. "And so being able to build that in is a pretty powerful demonstration of the rules."

The FA prodrug itself probably will not be pursued as a candidate drug to fight Pseudomonas infections, Geddes said. But the principles learned in the study will aid the design of new compounds to fight these dangerous, drug-resistant infections.

Hergenrother also is a professor in the Carle Illinois College of Medicine and the Carl R. Woese Institute for Genomic Biology, and deputy director of the Cancer Center at Illinois.

The National Institutes of Health supported this research.
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From the first bite, our sense of taste helps pace our eating | ScienceDaily
When you eagerly dig into a long-awaited dinner, signals from your stomach to your brain keep you from eating so much you'll regret it -- or so it's been thought. That theory had never really been directly tested until a team of scientists at UC San Francisco recently took up the question.


						
The picture, it turns out, is a little different.

The team, led by Zachary Knight, PhD, a UCSF professor of physiology in the Kavli Institute for Fundamental Neuroscience, discovered that it's our sense of taste that pulls us back from the brink of food inhalation on a hungry day. Stimulated by the perception of flavor, a set of neurons -- a type of brain cell -- leaps to attention almost immediately to curtail our food intake.

"We've uncovered a logic the brainstem uses to control how fast and how much we eat, using two different kinds of signals, one coming from the mouth, and one coming much later from the gut," said Knight, who is also an investigator with the Howard Hughes Medical Institute and a member of the UCSF Weill Institute for Neurosciences. "This discovery gives us a new framework to understand how we control our eating."

The study, which appears Nov. 22, 2023 in Nature, could help reveal exactly how weight-loss drugs like Ozempic work, and how to make them more effective.

New views into the brainstem 

Pavlov proposed over a century ago that the sight, smell and taste of food are important for regulating digestion. More recent studies in the 1970s and 1980s have also suggested that the taste of food may restrain how fast we eat, but it's been impossible to study the relevant brain activity during eating because the brain cells that control this process are located deep in the brainstem, making them hard to access or record in an animal that's awake.




Over the years, the idea had been forgotten, Knight said.

New techniques developed by lead author Truong Ly, PhD, a graduate student in Knight's lab, allowed for the first-ever imaging and recording of a brainstem structure critical for feeling full, called the nucleus of the solitary tract, or NTS, in an awake, active mouse. He used those techniques to look at two types of neurons that have been known for decades to have a role in food intake.

The team found that when they put food directly into the mouse's stomach, brain cells called PRLH (for prolactin-releasing hormone) were activated by nutrient signals sent from the GI tract, in line with traditional thinking and the results of prior studies.

However, when they allowed the mice to eat the food as they normally would, those signals from the gut didn't show up. Instead, the PRLH brain cells switched to a new activity pattern that was entirely controlled by signals from the mouth.

"It was a total surprise that these cells were activated by the perception of taste," said Ly. "It shows that there are other components of the appetite-control system that we should be thinking about."

While it may seem counterintuitive for our brains to slow eating when we're hungry, the brain is actually using the taste of food in two different ways at the same time. One part is saying, "This tastes good, eat more," and another part is watching how fast you're eating and saying, "Slow down or you're going to be sick."

"The balance between those is how fast you eat," said Knight.




The activity of the PRLH neurons seems to affect how palatable the mice found the food, Ly said. That meshes with our human experience that food is less appetizing once you've had your fill of it.

Brain cells that inspire weight-loss drugs

The PRLH-neuron-induced slowdown also makes sense in terms of timing. The taste of food triggers these neurons to switch their activity in seconds, from keeping tabs on the gut to responding to signals from the mouth.

Meanwhile, it takes many minutes for a different group of brain cells, called CGC neurons, to begin responding to signals from the stomach and intestines. These cells act over much slower time scales -- tens of minutes -- and can hold back hunger for a much longer period of time.

"Together, these two sets of neurons create a feed-forward, feed-back loop," said Knight. "One is using taste to slow things down and anticipate what's coming. The other is using a gut signal to say, 'This is how much I really ate. Ok, I'm full now!'"

The CGC brain cells' response to stretch signals from the gut is to release GLP-1, the hormone mimicked by Ozempic, Wegovy and other new weight-loss drugs.

These drugs act on the same region of the brainstem that Ly's technology has finally allowed researchers to study. "Now we have a way of teasing apart what's happening in the brain that makes these drugs work," he said.

A deeper understanding of how signals from different parts of the body control appetite would open doors to designing weight-loss regimens designed for the individual ways people eat by optimizing how the signals from the two sets of brain cells interact, the researchers said.

The team plans to investigate those interactions, seeking to better understand how taste signals from food interact with feedback from the gut to suppress our appetite during a meal.
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Chlorine disinfectant is no more effective than water at killing off hospital superbug | ScienceDaily
One of the primary chlorine disinfectants currently being used to clean hospital scrubs and surfaces does not kill off the most common cause of antibiotic associated sickness in healthcare settings globally, according to a new study.


						
Research by the University of Plymouth has showed spores of Clostridioides difficile, commonly known as C. diff, are completely unaffected despite being treated with high concentrations of bleach used in many hospitals.

In fact, the chlorine chemicals are no more effective at damaging the spores when used as a surface disinfectant -- than using water with no additives.

Writing in the journal Microbiology, the study's authors say susceptible people working and being treated in clinical settings might be unknowingly placed at risk of contracting the superbug.

As a result, and with incidence of biocide overuse only serving to fuel rises in antimicrobial resistance (AMR) worldwide, they have called for urgent research to find alternative strategies to disinfect C. diff spores in order to break the chain of transmission in clinical environments.

Dr Tina Joshi, Associate Professor in Molecular Microbiology at the University of Plymouth, carried out the study with Humaira Ahmed, a fourth year Medicine student from the University's Peninsula Medical School.

Dr Joshi, said: "With incidence of anti-microbial resistance on the rise, the threat posed by superbugs to human health is increasing. But far from demonstrating that our clinical environments are clean and safe for staff and patients, this study highlights the ability of C. diff spores to tolerate disinfection at in-use and recommended active chlorine concentrations. It shows we need disinfectants, and guidelines, that are fit for purpose and work in line with bacterial evolution, and the research should have significant impact on current disinfection protocols in the medical field globally."

C. diff is a microbe that causes diarrhea, colitis and other bowel complications and is known to infect millions of people all over the world each year.




It causes around 29,000 deaths per year in the USA, and almost 8,500 in Europe, with the most recent data showing that incidence of C. diff infection was increasing prior to the start of the COVID-19 pandemic in the UK.

Previously, Dr Joshi and colleagues had demonstrated the ability of C. diff spores to survive exposure to recommended concentrations of sodium dichloroisocyanurate in liquid form and within personal protective fabrics such as surgical gowns.

The new study examined spore response of three different strains of C. diff to three clinical in-use concentrations of sodium hypochlorite. The spores were then spiked onto surgical scrubs and patient gowns, examined using scanning electron microscopes to establish if there were any morphological changes to the outer spore coat.

Dr Joshi, who is on the Microbiology Society Council and Co-Chairs their Impact & Influence Committee, added: "Understanding how these spores and disinfectants interact is integral to practical management of C. diff infection and reducing the burden of infection in healthcare settings. However, there are still unanswered questions regarding the extent of biocide tolerance within C. diff and whether it is affected by antibiotic co-tolerance. With AMR increasing globally, the need to find those answers -- both for C. diff and other superbugs -- has never been more pressing."
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Ultra-processed foods and higher risk of mouth, throat and esophagus cancers | ScienceDaily
Eating more ultra-processed foods (UPFs) may be associated with a higher risk of developing cancers of upper aerodigestive tract (including the mouth, throat and esophagus), according to a new study led by researchers from the University of Bristol and the International Agency for Research on Cancer (IARC). The authors of this international study, which analysed diet and lifestyle data on 450,111 adults who were followed for approximately 14 years, sayobesity associated with the consumption of UPFs may not be the only factor to blame. The study is published today [22 November] in the European Journal of Nutrition.


						
Several studies have identified an association between UPF consumption and cancer, including a recent study which looked at the association between UPFs and 34 different cancers in the largest cohort study in Europe, the European Prospective Investigation into Cancer and Nutrition (EPIC) cohort.

As more evidence emerges about the associations between eating UPFs and adverse health outcomes, researchers from the Bristol Medical School and IARC wanted to explore this further. Since many UPFs have an unhealthy nutritional profile, the team sought to establish whether the association between UPF consumption and head and neck cancer and esophageal adenocarcinoma (a cancer of the esophagus) in EPIC could be explained by an increase in body fat.

Results from the team's analyses showed that eating 10% more UPFs is associated with a 23% higher risk of head and neck cancer and a 24% higher risk of esophageal adenocarcinoma in EPIC. Increased body fat only explained a small proportion of the statistical association between UPF consumption and the risk of these upper-aerodigestive tract cancers.

Fernanda Morales-Berstein, a Wellcome Trust PhD student at the University of Bristol and the study's lead author, explained: "UPFs have been associated with excess weight and increased body fat in several observational studies. This makes sense, as they are generally tasty, convenient and cheap, favouring the consumption of large portions and an excessive number of calories. However, it was interesting that in our study the link between eating UPFs and upper-aerodigestive tract cancer didn't seem to be greatly explained by body mass index and waist-to-hip ratio."

The authors suggest that other mechanisms could explain the association. For example, additives including emulsifiers and artificial sweeteners which have been previously associated with disease risk, and contaminants from food packaging and the manufacturing process, may partly explain the link between UPF consumption and upper-aerodigestive tract cancer in this study.

However, Fernanda Morales-Berstein and colleagues did add caution regarding their findings and suggest that the associations between UPF consumption and upper-aerodigestive tract cancers found in the study could be affected by certain types of bias. This would explain why they found evidence of an association between higher UPF consumption and increased risk of accidental deaths, which is highly unlikely to be causal.




George Davey Smith, Professor of Clinical Epidemiology and Director of the MRC Integrative Epidemiology Unit at the University of Bristol, and co-author on the paper, said: "UPFs are clearly associated with many adverse health outcomes, yet whether they actually cause these, or whether underlying factors such as general health-related behaviours and socioeconomic position are responsible for the link, is still unclear, as the association with accidental deaths draws attention to."

Inge Huybrechts, Team head of the Lifestyle exposures and interventions team at IARC, added: "Cohorts with long-term dietary follow-up intake assessments, considering also contemporary consumption habits, are needed to replicate these study's findings, as the EPIC dietary data were collected in the 1990s, when the consumption of UPFs was still relatively low. As such associations may potentially be stronger in cohorts including recent dietary follow-up assessments."

Further research is needed to identify other mechanisms, such as food additives and contaminants, which may explain the links observed. However, based on the finding that body fat did not greatly explain the link between UPF consumption and upper-aerodigestive tract cancer risk in this study, Fernanda Morales-Berstein, suggested: "Focussing solely on weight loss treatment, such as Semaglutide, is unlikely to greatly contribute to the prevention of upper-aerodigestive tract cancers related to eating UPFs."

Dr Helen Croker, Assistant Director of Research and Policy at World Cancer Research Fund, added: "This study adds to a growing pool of evidence suggesting a link between UPFs and cancer risk. The association between a higher consumption of UPFs and an increased risk of developing upper-aerodigestive tract cancer supports our Cancer Prevention Recommendations to eat a healthy diet, rich in wholegrains, vegetables, fruit, and beans."

The study was funded by the Wellcome Trust; Cancer Research UK; World Cancer Research Fund International; Institut National du Cancer; Horizon 2020 'Dynamic longitudinal exposome trajectories in cardiovascular and metabolic non-communicable diseases' study; University of Bristol Vice Chancellor's Fellowship; British Heart Foundation and the Medical Research Council.
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Medical AI tool gets human thumbs-up | ScienceDaily
A new artificial intelligence computer program created by researchers at the University of Florida and NVIDIA can generate doctors' notes so well that two physicians couldn't tell the difference, according to an early study from both groups.


						
In this proof-of-concept study, physicians reviewed patient notes -- some written by actual medical doctors while others were created by the new AI program -- and the physicians identified the correct author only 49% of the time.

A team of 19 researchers from NVIDIA and the University of Florida said their findings, published Nov. 16 in the Nature journal npj Digital Medicine, open the door for AI to support health care workers with groundbreaking efficiencies.

The researchers trained supercomputers to generate medical records based on a new model, GatorTronGPT, that functions similarly to ChatGPT. The free versions of GatorTronTM models have more than 430,000 downloads from Hugging Face, an open-source AI website. GatorTronTM models are the site's only models available for clinical research, according to the article's lead author Yonghui Wu, Ph.D., from the UF College of Medicine's department of health outcomes and biomedical informatics.

"In health care, everyone is talking about these models. GatorTronTM and GatorTronGPT are unique AI models that can power many aspects of medical research and health care. Yet, they require massive data and extensive computing power to build. We are grateful to have this supercomputer, HiPerGator, from NVIDIA to explore the potential of AI in health care," Wu said.

UF alumnus and NVIDIA co-founder Chris Malachowsky is the namesake of UF's new Malachowsky Hall for Data Science & Information Technology. A public-private partnership between UF and NVIDIA helped to fund this $150 million structure. In 2021, UF upgraded its HiPerGator supercomputer to elite status with a multimillion-dollar infrastructure package from NVIDIA, the first at a university.

For this research, Wu and his colleagues developed a large language model that allows computers to mimic natural human language. These models work well with standard writing or conversations, but medical records bring additional hurdles, such as needing to protect patients' privacy and being highly technical. Digital medical records cannot be Googled or shared on Wikipedia.




To overcome these obstacles, the researchers stripped UF Health medical records of identifying information from 2 million patients while keeping 82 billion useful medical words. Combining this set with another dataset of 195 billion words, they trained the GatorTronGPT model to analyze the medical data with GPT-3 architecture, or Generative Pre-trained Transformer, a form of neural network architecture. That allowed GatorTronGPT to write clinical text similar to medical doctors' notes.

"This GatorTronGPT model is one of the first major products from UF's initiative to incorporate AI across the university. We are so pleased with how the partnership with NVIDIA is already bearing fruit and setting the stage for the future of medicine," said Elizabeth Shenkman, Ph.D., a co-author and chair of UF's department of health outcomes and biomedical informatics.

Of the many possible uses for a medical GPT, one idea involves replacing the tedium of documentation with notes recorded and transcribed by AI. Wu says that UF has an innovation center that is pursuing a commercial version of the software.

For an AI tool to reach such parity with human writing, programmers spend weeks programming supercomputers with clinical vocabulary and language usage based on billions upon billions of words. One resource providing the necessary clinical data is the OneFlorida+ Clinical Research Network, coordinated at UF and representing many health care systems.

"It's critical to have such massive amounts of UF Health clinical data not only available but ready for AI. Only a supercomputer could handle such a big dataset of 277 billion words. We are excited to implement GatorTronTM and GatorTronGPT models to real-world health care at UF Health," said Jiang Bian, Ph.D., a co-author and UF Health's chief data scientist and chief research information officer.

A cross-section of 14 UF and UF Health faculty contributed to this study, including researchers from Research Computing, Integrated Data Repository Research Services within the Clinical and Translational Science Institute, and from departments and divisions within the College of Medicine, including neurosurgery, endocrinology, diabetes and metabolism, cardiovascular medicine, and health outcomes and biomedical informatics.

The study was partially funded by grants from the Patient-Centered Outcomes Research Institute, the National Cancer Institute and the National Institute on Aging.

Here are two paragraphs that reference two patient cases one written by a human and one created by GatorTronGPT -- can you tell whether the author was machine or human?
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Apology psychology: Breaking gender stereotypes leads to more effective communication | ScienceDaily
From social media to the workplace, non-stereotypical apologies can help repair trust, according to new study involving a University of Arizona researcher.


						
Saying "I'm sorry," especially in the workplace, can be tricky terrain. Delivering an effective apology can help resolve conflicts, restore trust and promote collaboration among coworkers.

But what works best?

A research team including a University of Arizona faculty member says that to make your next apology more effective, use language that goes against gender stereotypes.

Sarah Doyle, associate professor in the Department of Management and Organizations in the Eller College of Management, said the team wanted to find out what constitutes an effective apology in the workplace -- and whether the content of a successful apology looks different depending on the gender of the apologizer. The research was published in the Journal of Applied Psychology.

The team used past research to define "masculine" and "feminine" language, including a study from 2003 that defined masculine language as having more agency and being more assertive, confident and self-assured, and feminine language as warm, communal and nurturing. The team labeled apologies with more masculine language as "agentic," and those with more feminine language as "communal." Overall, Doyle's team found that those who "violated" gender stereotypes were seen as delivering more effective apologies.

"We found that women delivering masculine-style apologies benefited because they were seen as displaying higher levels of assertiveness and enhancing their perceived competence," Doyle said. "The men delivering apologies with more stereotypically feminine language were seen as having greater interpersonal sensitivity that enhanced their perceived benevolence or warmth."

Starting with celebrities




The team began its series of four studies by searching through a platform that is a well-known hotspot for celebrity apologies: X, formerly known as Twitter. They ultimately examined 87 apology tweets from celebrities, including rapper and singer Lizzo, comedian Kevin Hart, actor Tyler Posey and television personality Kendra Wilkinson. Public reaction to those tweets supported the idea of apologizers benefiting by violating gender stereotypes, especially for the women in the sample, Doyle said.

"The female celebrities who delivered apologies that were higher in these masculine qualities were especially likely to receive these benefits," Doyle said. "There were higher 'like' counts and the sentiments in response to those apology tweets were much more positive."

For women delivering an apology on the platform, a one-point increase in agentic language, as measured on a five-point scale, returned an average of more than 17,000 additional likes, Doyle said.

Everyday apologies

In the second study, 366 working adults participated in a scenario in which their accountant sends them an email apologizing for making a mistake on their taxes. Individuals were randomly assigned to one of four groups classified by a male or female accountant delivering a stereotypically masculine or feminine apology. Participants then rated different components of the apology and determined whether they would like to continue using the accountant. The data lined up with the results from the first study, showing, for both male and female apologizers, that the counter-stereotypical apology was more effective.

The third study involved 441 individuals participating in the same accounting scenario but asked them to respond to the accountant's apology and determine whether they wanted to keep working with them. The fourth study was similar to the third, but used a scenario involving a paperwork error by a nurse to see if using a more traditionally female occupation would change the results. The data from each study showed counter-stereotypical apologies were seen as more effective, especially for female apologizers.




Across the studies using the accounting or nursing scenarios, researchers found that, for women, delivering a counter-stereotypical apology increased the apology's perceived effectiveness by an average of 9.7%. For men, using a counter-stereotypical apology increased perceived effectiveness by an average of 8.2%.

"It's important to mention that we did not find that men and women are penalized for giving a stereotypical apology," Doyle said, "Rather, they benefit from giving a counter-stereotypical one. Thus, any apology is likely to be better than no apology at all."

Sorry to ask, but what did we learn?

Put simply, there are a lot of different ways to apologize, and it can help to think it through, Doyle said.

"I think people assume that 'I'm sorry' is a consistent and effective way to apologize, but there are a lot of different ways to say that," Doyle explained. "Not all apologies are the same, and it can help to be a little bit more deliberate about the language that you're using and the content that is included in your apology."

The research team is hoping the results can lead people to think beyond how often we apologize, and to put more focus on how we communicate.

"Much of the literature suggests women apologize too much and men don't apologize enough," Doyle said. "But I think the frequency conversation is a bit oversimplified. It's not just about whether people should apologize more or less, but how we can construct apologies differently. It's what you include in that apology that's really going to matter."

The research team also included Beth Polin from Eastern Kentucky University; Sijun Kim from Texas A&M University; Roy Lewicki from The Ohio State University; and Nitya Chawla from the University of Minnesota.
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Perfecting the performance of nerve implants | ScienceDaily
Researchers are extending their understanding of the effectiveness of electrical fields that are increasingly being used in implants to stimulate and repair damaged nerves. Effective nerve stimulation is the key to helping alleviate debilitating conditions such as sciatica.


						
"From the soldier on the battlefield to people involved in car crashes the long-term effects of nerve injuries can severely affect sufferers," said the University of Adelaide's Professor Giuseppe Tettamanzi, Senior Lecturer, School of Chemical Engineering.

"Transcutaneous Electric Nerve Stimulation (TENS) is a commonly used electrical stimulation method in implants. Many of the current implants are quite invasive so it's important to understand how to maximise their effectiveness.

"Simple electrical circuitry in an implant can be applied to damaged nerves to help repair and reconstruct them."

This technology was invented by Professor Antonio Lauto from UWS, Sydney. The implants are surgically placed under the skin around the damaged nerve with power in early versions provided externally. Innovative graft-antenna implants that are powered wirelessly, are increasingly being used. They are minimally invasive devices that function both as a wireless stimulator and a structure around which nerves can rebuild. The implants use a gold band which produces an electrical field around it.

The team has used several sophisticated Computational Electromagnetic techniques incorporated in a mouse model to hypothetically examine the effect of the circuitry implanted via patches inserted near affected nerves. They published their work in the journal Bioelectromagnetics.

Luke Smith, who is leading author in this research, undertook an honours project in his final year of his bachelor's degree project at the University of Adelaide under the supervision of Professor Tettamanzi and Professor Christophe Fumeaux, to explain the microscopic nature of the effect of electrical stimulation. He is currently undertaking a PhD at the University's Australian Institute for Machine Learning.




"Our work shows that when the simple metallic circuitry in the patch inserted near the neuronal materials, is irradiated with the commonly used Transcranial Magnetic Stimulation (TMS), it acts as a focaliser for the electromagnetic signal that ultimately activates neurons in the neural material," he said.

"This ultimately speeds up tremendously the process of repairing damaged neuronal material.

"Electrical stimulation of nerves is due primarily to the electric fields created at the edge of the ring which sets up high-intensity field gradients in a small region around it.

"Our computational model demonstrates that direct contact between the ring and nerve ensures neural activation."

Nerve damage usually takes longer than three months to repair and sufferers are at increased risk of depression because of the debilitating effects of conditions like sciatica.

People suffering from pain due to nerve damage may need to resort to opioids for pain relief with all the associated risks of addiction and extra burden on health systems.

"This work, which is currently evolving, could benefit people with injuries and with neurodegenerative diseases. The knowledge that we have generated may help in future research," said Professor Tettamanzi.
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High temperatures may have caused over 70,000 excess deaths in Europe in 2022 | ScienceDaily
The burden of heat-related mortality during the summer of 2022 in Europe may have exceeded 70,000 deaths according to a study led by the Barcelona Institute for Global Health (ISGlobal), a research centre supported by the "la Caixa" Foundation. The authors of the study, published in The Lancet Regional Health -- Europe, revised upwards initial estimates of the mortality associated with record temperatures in 2022 on the European continent.


						
In an earlier study, published in Nature Medicine, the same team used epidemiological models applied to weekly temperature and mortality data in 823 regions in 35 European countries and estimated the number of heat-related premature deaths in 2022 to be 62,862. In that study, the authors acknowledged that the use of weekly data would be expected to underestimate heat-related mortality, and pointed out that daily time-series data are required to accurately estimate the impact of high temperatures on mortality.

The objective of the new study was to develop a theoretical framework capable of quantifying the errors arising from the use of aggregated data, such as weekly and monthly temperature and mortality time-series. Models based on temporally aggregated data are useful because aggregated data are available in real-time from institutions such as Eurostat, facilitating quantification of the health hazard within a few days of its emergence. To develop a theoretical framework, the research team aggregated daily temperatures and mortality records from 147 regions in 16 European countries. They then analysed and compared the estimates of heat- and cold-related mortality by different levels of aggregation: daily, weekly, 2-weekly and monthly.

Analysis revealed differences in epidemiological estimates according to the time scale of aggregation. In particular, it was found that weekly, 2-weekly and monthly models underestimated the effects of heat and cold as compared to the daily model, and that the degree of underestimation increased with the length of the aggregation period. Specifically, for the period 1998-2004, the daily model estimated an annual cold and heat-related mortality of 290,104 and 39,434 premature deaths, respectively, while the weekly model underestimatedthese numbers by 8.56% and 21.56%, respectively.

"It is important to note that the differences were very small during periods of extreme cold and heat, such as the summer of 2003, when the underestimation by the weekly data model was only 4.62%," explains Joan Ballester Claramunt, the ISGlobalresearcherwho leads the European Research Council's EARLY-ADAPT project.

The team used this theoretical framework to revise the mortality burden attributed to the record temperatures experienced in 2022 in their earlier study. According to the calculations made using the new methodological approach, that study underestimated the heat-related mortality by 10.28%, which would mean that the actual heat-related mortality burden in 2022, estimated using the daily data model, was 70,066 deaths, and not 62,862 deaths as originally estimated.

Using weekly data to analyse the effects of temperatures in the short term 

"In general, we do not find models based on monthly aggregated data useful for estimating the short-term effects of ambient temperatures," explains Ballester. "However, models based on weekly data do offer sufficient precision in mortality estimates to be useful in real-time practice in epidemiological surveillance and to inform public policies such as, for example, the activation of emergency plans for reducing the impact of heat waves and cold spells."

It is an advantage in this area of research to be able to use weekly data since investigators often encounter bureaucratic obstacles that make it difficult or impossible to design large-scale epidemiological studies based on daily data. According to Ballester, when daily data is not available, the use of weekly data, which are easily accessible for Europe in real time, is a solution that can offer "a good approximation of the estimates obtained using the daily data model."
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Novel molecular mechanisms in the early development of diabetes mellitus | ScienceDaily
Researchers led by the University of Tsukuba conducted a gene expression analysis at the single-cell level on pancreatic islets from prediabetic and diabetic mouse models. Analysis results revealed upregulation of Anxa10 expression in pancreatic beta cells during the early phases of diabetes, attributed to elevated blood glucose levels. This elevated Anxa10 expression was found to influence intracellular calcium homeostasis, leading to a reduction in insulin secretory capacity.


						
Type 2 diabetes, a prominent form of diabetes, is widely recognized for its association with insulin resistance -- a condition wherein insulin becomes ineffective. This ineffectiveness stems from factors such as obesity, disruption of compensatory insulin secretion by pancreatic beta cells (pancreatic beta cell dysfunction), and a decrease in pancreatic beta cell volume. Despite this understanding, the pathogenesis and mechanistic underpinnings of the disease remain unidentified.

To address the aforementioned knowledge gap, researchers at the University of Tsukuba performed single-cell gene expression analysis on islets from db/db mice, a diabetes model. Their objective was to elucidate the changes in the constituent cells of islets -- the insulin-producing tissues in the pancreas -- throughout the progression of type 2 diabetes from a healthy to prediabetic state and eventually to a diabetic state. The analysis identified 20 cell clusters, encompassing b cells, a cells, d cells, PP cells, macrophages, endothelial cells, stellate cells, ductal cells, and acinar cells. Additionally, pancreatic b-cells in diabetic model mice were categorized into six clusters as the disease progressed. Pseudotemporal analysis revealed a novel pathway wherein pancreatic b-cells undergo dedifferentiation and subsequently differentiate into acinar-like cells. Additionally, the researchers identified Anxa10 as a gene specifically upregulated in pancreatic b-cells during the initial stages of diabetes.

They further revealed that Anxa10 expression is triggered by elevated calcium levels in pancreatic b-cells, contributing to a reduction in insulin secretory capacity. These findings are expected to elucidate the molecular mechanisms underlying type 2 diabetes, particularly in its early stages, and pave the way for the development of novel preventive, diagnostic, and therapeutic strategies.
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Our brains are not able to 'rewire' themselves, despite what most scientists believe, new study argues | ScienceDaily

Writing in eLife, Professors Tamar Makin (Cambridge) and John Krakauer (Johns Hopkins) argue that the notion that the brain, in response to injury or deficit, can reorganise itself and repurpose particular regions for new functions, is fundamentally flawed -- despite being commonly cited in scientific textbooks. Instead, they argue that what is occurring is merely the brain being trained to utilise already existing, but latent, abilities.

One of the most common examples given is where a person loses their sight -- or is born blind -- and the visual cortex, previously specialised in processing vision, is rewired to process sounds, allowing the individual to use a form of 'echolocation' to navigate a cluttered room. Another common example is of people who have had a stroke and are initially unable to move their limbs repurposing other areas of the brain to allow them to regain control.

Krakauer, Director of the Center for the Study of Motor Learning and Brain Repair at Johns Hopkins University, said: "The idea that our brain has an amazing ability to rewire and reorganise itself is an appealing one. It gives us hope and fascination, especially when we hear extraordinary stories of blind individuals developing almost superhuman echolocation abilities, for example, or stroke survivors miraculously regaining motor abilities they thought they'd lost.

"This idea goes beyond simple adaptation, or plasticity -- it implies a wholesale repurposing of brain regions. But while these stories may well be true, the explanation of what is happening is, in fact, wrong."

In their article, Makin and Krakauer look at a ten seminal studies that purport to show the brain's ability to reorganise. They argue, however, that while the studies do indeed show the brain's ability to adapt to change, it is not creating new functions in previously unrelated areas -- instead it's utilising latent capacities that have been present since birth.

For example, one of the studies -- research carried out in the 1980s by Professor Michael Merzenich at University of California, San Francisco -- looked at what happens when a hand loses a finger. The hand has a particular representation in the brain, with each finger appearing to map onto a specific brain region. Remove the forefinger, and the area of the brain previously allocated to this finger is reallocated to processing signals from neighbouring fingers, argued Merzenich -- in other words, the brain has rewired itself in response to changes in sensory input.




Not so, says Makin, whose own research provides an alternative explanation.

In a study published in 2022, Makin used a nerve blocker to temporarily mimic the effect of amputation of the forefinger in her subjects. She showed that even before amputation, signals from neighbouring fingers mapped onto the brain region 'responsible' for the forefinger -- in other words, while this brain region may have been primarily responsible for process signals from the forefinger, it was not exclusively so. All that happens following amputation is that existing signals from the other fingers are 'dialled up' in this brain region.

Makin, from the Medical Research Council (MRC) Cognition and Brain Sciences Unit at the University of Cambridge, said: "The brain's ability to adapt to injury isn't about commandeering new brain regions for entirely different purposes. These regions don't start processing entirely new types of information. Information about the other fingers was available in the examined brain area even before the amputation, it's just that in the original studies, the researchers didn't pay much notice to it because it was weaker than for the finger about to be amputated."

Another compelling counterexample to the reorganisation argument is seen in a study of congenitally deaf cats, whose auditory cortex -- the area of the brain that processes sound -- appears to be repurposed to process vision. But when they are fitted with a cochlear implant, this brain region immediately begins processing sound once again, suggesting that the brain had not, in fact, rewired.

Examining other studies, Makin and Krakauer found no compelling evidence that the visual cortex of individuals that were born blind or the uninjured cortex of stroke survivors ever developed a novel functional ability that did not otherwise exist.

Makin and Krakauer do not dismiss the stories of blind people being able to navigate purely based on hearing, or individuals who have experienced a stroke regain their motor functions, for example. They argue instead that rather than completely repurposing regions for new tasks, the brain is enhancing or modifying its pre-existing architecture -- and it is doing this through repetition and learning.

Understanding the true nature and limits of brain plasticity is crucial, both for setting realistic expectations for patients and for guiding clinical practitioners in their rehabilitative approaches, they argue.

Makin added: "This learning process is a testament to the brain's remarkable -- but constrained -capacity for plasticity. There are no shortcuts or fast tracks in this journey. The idea of quickly unlocking hidden brain potentials or tapping into vast unused reserves is more wishful thinking than reality. It's a slow, incremental journey, demanding persistent effort and practice. Recognising this helps us appreciate the hard work behind every story of recovery and adapt our strategies accordingly.

"So many times, the brain's ability to rewire has been described as 'miraculous' -- but we're scientists, we don't believe in magic. These amazing behaviours that we see are rooted in hard work, repetition and training, not the magical reassignment of the brain's resources."
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Clinical trial results give new hope for children with rare gliomas | ScienceDaily
A collaboration of researchers, led by UCL and Great Ormond Street Hospital, have published successful results from a Phase II clinical trial for the treatment of BRAF mutated low-grade paediatric gliomas.


						
Gliomas are cancerous brain tumours that start in glial cells -- the supporting cells of the brain.

The results from the TADPOLE-G study, published in the New England Journal of Medicine and the Journal of Clinical Oncology, are the first to demonstrate a clear clinical benefit of combining the therapies of Dabrafenib and Trametinib (Novartis) in BRAF mutated low- and high-grade paediatric gliomas respectively.

For children with paediatric low-grade gliomas, the normal course of treatment is a full surgical removal. However, for children where this is not possible, additional treatments like chemotherapy are required. These patients often experience multiple relapses, further disease progression and serious side effects.

In the randomised trial, 73 children with BRAF mutated low-grade gliomas (BM-LGG) were treated with Dabrafenib and Trametinib. Their outcomes were compared to 37 patients who were treated with standard chemotherapy drugs.

Researchers found that the combination therapy lessened chemotherapy side effects, it also improved overall response rate by over four-fold and increased median progression free survival from 7.4 months with chemotherapy to 20.1 months with the new treatment.

The new research follows on from the publication of results from the same study in patients with BRAF mutated high-grade gliomas (BM-HGG).




Children with high-grade gliomas often undergo full surgical resections, followed by radiotherapy and chemotherapy. Unfortunately, overall, less than one in five children respond well to treatment and two-year survival is less than 35%, with many patients' cancer returning.

41 children who had previously received treatment for their BM-HGG took part in the second study. The treatment led to 56% of patients responding to treatment overall -- a significant improvement compared to previous chemotherapy trials -- and a median duration of response of 22.2 months.

The study leaders say that these trials demonstrate a clear clinical benefit of the dual treatment, with the recommendation being that it become a first-line treatment for BM-LGG and a clinical option for those with relapsed/refractory BM-HGG.

Evidence from these trials is now being used as part of a NICE scoping review* to appraise the clinical and cost effectiveness of the treatments. The US Food and Drug Administration have already approved the treatment** for children with low-grade glioma.

Professor Darren Hargrave (UCL Great Ormond Street Institute of Child Health and GOSH), said: "The results of these studies highlight how targeted drug therapies can offer patients new treatment avenues that not only improve outcomes but reduce the side effects often associated with cancer therapies."

Mutations in the BRAF gene were first identified as drivers of cancer in the early 2000s and now targeted therapies such as Dabrafenib and Trametinib are being used to treat melanoma and non-small cell lung cancer in patients with mutations in the BRAF gene.




The BRAF mutation is present in around 15-20% of paediatric low-grade gliomas and around 5-10% of high-grade gliomas in children. These studies are the first to investigate the effectiveness of the combination therapy in paediatric gliomas.

Professor Hargrave chaired the TADPOLE-G Clinical Trial Steering group and led recruitment at GOSH for both this trial and the earlier Phase I arm of the trial.

He said: "It has been incredible to watch research move our ability to treat specific cancers forward at such a rapid pace. I was involved in the original study that identified BRAF gene mutations as drivers of cancer and so it has been fantastic to now be able to see treatments that target the mutation in clinical trials for paediatric gliomas.

"These studies demonstrate the power of collaborative, global research to find new treatments for rare cancers. We'd like to thank all the patients and families who make research like this possible."

Paediatric gliomas, although the most common type of brain tumour, are still rare, especially when divided into specific molecular subtypes such as BRAF mutated tumours. Global collaboration is therefore essential to achieve timely and scientifically significant results, which led the TADPOLE-G study to enrol patients from 58 sites in 20 countries.

Gerrit Zijlstra, Chief Medical Officer, Novartis UK, said: "New treatments that help improve outcomes and reduce side effects for young patients living with BRAF V600 low- and high-grade gliomas address unmet patient need, where treatment options are very limited.

"We welcome the results of the TADPOLE-G clinical trial and are humbled to be a part of an international scientific community effort in developing targeted therapies based on the unique genetic features of a patient's tumour."

* https://www.nice.org.uk/guidance/indevelopment/gid-ta11006

** https://www.fda.gov/drugs/resources-information-approved-drugs/fda-approves-dabrafenib-trametinib-pediatric-patients-low-grade-glioma-braf-v600e-mutation
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Babies as young as four months show signs of self-awareness | ScienceDaily
Babies as young as four months old can make sense of how their bodies interact with the space around them, according to new research from the University of Birmingham.


						
The findings, published today (21 November 2023) in Scientific Reports, shed new light on how self-awareness develops.

Experts from the Birmingham BabyLab showed babies a ball on a screen moving towards or away from them. When the ball was closest to them on the screen, the babies were presented with a 'touch' (a small vibration) on their hands, whilst their brain activity was being measured. The data collection for the study was conducted at Goldsmiths (University of London).

The researchers found that from just four months old, babies show enhanced somatosensory (tactile) brain activity when a touch is preceded by an object moving towards them.

Dr Giulia Orioli, Research Fellow in Psychology at the University of Birmingham, who led the study said: "Our findings indicate that even in the first few months of life, before babies have even learned to reach for objects, the multisensory brain is wired up to make links between what babies see and what they feel. This means they can sense the space around them and understand how their bodies interact with that space. This is sometimes referred to as peripersonal space.

"Of course, humans do this all the time as adults, using our combined senses to perceive where we are in space and making predictions about when we will touch an object or not. But now that we know that babies in the early stages of their development begin to show signs of this, it opens up questions about how much of these abilities are learnt, or innate."

The researchers also explored how an unexpected 'touch' would affect some of the older babies in the study. They found that in babies aged eight months old when the touch on their hand was preceded by the ball on the screen moving away from them, the babies' brain activity showed signs that they were surprised.

Andrew Bremner, Professor of Developmental Psychology, commented: "Seeing the older babies show surprise responses suggests that they had not expected the touch due to the visual direction the object was moving in. This indicates that as babies proceed through their first year of life, their brains construct a more sophisticated awareness of how their body exists in the space around them."

Next, the researchers are hoping to follow up this study with younger and older participants. Research with adults can illuminate the kinds of brain activity which infants are developing towards. They are also hoping to be able to see if there are early signs of these "multisensory" abilities in newborn babies.

Dr Orioli concluded: "It is a challenge working with newborns, as they spend such a large portion of their time sleeping and eating, but we are starting to have some success working with this age group, and it is going to be fascinating to see if babies only a few days old have the foundations of a sense of their bodies in space. If so, it could be that we are looking at the origins of human consciousness."
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Microautophagy is essential for preventing aging | ScienceDaily
To age or not to age! How does aging affect organisms on a cellular level? What mechanisms help cells survive self-inflicted or external harm? It is known that lysosomes -- critically important cellular structures -- are crucial for digesting damaged cellular components and pathogens, and maintain stability within cells and tissues. But can they also be repaired, and if so, how?


						
In a study published this month in EMBO Reports, researchers from Osaka University and Nara Medical University have shown that damaged lysosomes are repaired by a mechanism called "microautophagy" and have identified two key regulators of this process.

Microautophagy is one of the three main types of autophagy in most higher organisms. It is a regulated process by which cellular components that have become dysfunctional or are no longer required are broken down. Although it is assumed to be involved in defense mechanisms collectively called lysosomal damage responses, the details remain unknown.

Lysosomes frequently become damaged and lysosomal dysfunction has been linked to accelerated aging and a shortened lifespan. In this study, the researchers tried to understand the repair mechanisms. To identify a novel regulator of lysosomal damage response, they focused a signaling pathway called Hippo pathway which controls multiple processes such as cellular growth. They knocked down individual components of the Hippo pathway in the human cells, and then observed whether the cells could respond to induced lysosomal damage. This screening revealed that a protein called Serine-threonine kinase 38 (STK38) is essential for the lysosomal damage response.

They then found that STK38 works with a protein complex called the "endosomal sorting complex required for transport (ESCRT) machinery," which was already known to be linked to lysosomal repair. "STK38 recruits the protein 'vacuolar protein sorting 4' (VPS4) to damaged lysosomes and is crucial for disassembling the ESCRT machinery at the end of the repair process," explains lead author of the study Monami Ogura. They further found that lysosomal membrane repair by ESCRT machinery is mediated by microautophagy.

They also identified that non-canonical lipidation of a subfamily of autophagy-related protein 8 (ATG8s) molecules -- the key autophagy proteins -- known as Gamma-aminobutyric acid receptor-associated proteins (GABARAPs) is required for this process. Lipidation, the process of modifying ATG8s with lipid extensions, is the main process involved in autophagy. In non-canonical lipidation ATG8s are lipidated into single-membrane endolysosomes, instead of double-membrane phagophore seen in canonical lipidation.

The researchers showed that the GABARAPs are essential for the first step of the process of lysosomal repair. "We showed that non-canonical lipidation of ATG8s is crucial for the initial recruitment of the ESCRT machinery to damaged lysosomes and their subsequent repair," explains senior author Shuhei Nakamura.

The team showed that depletion of the regulators of microautophagy increased the rate of senescent cells and shortened lifespan in C. elegans. Both STK38 and GABARAPs also have evolutionarily conserved roles, indicating the significance of this pathway in maintaining lysosomal integrity, healthy cellular function, and the prevention of cellular senescence and organismal aging. The detailed understanding provided by this study paves the way for increasing healthy aging and has great therapeutic value for the treatment of age-related diseases.
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Certain skin bacteria can inhibit growth of antibiotic-resistant bacteria | ScienceDaily
Infections with antibiotic-resistant bacteria are a growing global problem. Part of the solution may lie in copying the bacteria's own weapons. The research environment in Tromso has found a new bacteriocin, in a very common skin bacterium. Bacteriocin inhibits the growth of antibiotic-resistant bacteria that are often the cause of disease and can be difficult to treat.


						
One million deaths each year

The fact that we have medicines against bacterial infections is something many people take for granted. But increasing resistance among bacteria means that more and more antibiotics do not work. When the bacteria become resistant to the antibiotics we have available, we are left without a treatment option for very common diseases. Over one million people die each year as a result of antibiotic resistance.

The first step in developing new antibiotics is to look for substances that inhibit bacterial growth.

Sami name for an exciting discovery

The research group for child and youth health at UiT The Arctic University of Norway has studied substances that the bacteria themselves produce to inhibit the growth of competitors. These substances are called bacteriocins. Through the work, they have discovered a new bacteriocin, in a very common skin bacterium. Bacteriocin inhibits the growth of antibiotic-resistant bacteria that can be difficult to treat with common antibiotics.

The researchers have called the new bacteriocin Romsacin, after the Sami name for Tromso, Romsa. The hope is that Romsacin can be developed into a new medicine for infections for which there is currently no effective treatment.




Long way to go

At the same time, researcher Runa Wolden at the Department of Clinical Medicine at UiT emphasizes that there is a long way to go before it is known whether Romsacin will be developed and taken into use as a new medicine. Because that's how it is with basic research; you cannot say in advance when someone will make use of the results you produce.

"This discovery is the result of something we have been researching for several years. Developing Romsacin -- or other promising substances -- into new antibiotics is very expensive and can take 10-20 years," says Wolden, who is part of the The research group for child and youth health.

Effective against bacterial types

Before new antibiotics can be used as medicines, one needs to make sure that they are safe to use. Currently, researchers do not know how the bacteriocin works in humans. A further process will involve comprehensive testing, bureaucracy and marketing.

"This naturally means that there is a long way to go before we can say anything for sure. What we already know, however, is that this is a new bacteriocin, and that it works against some types of bacteria that are resistant to antibiotics. It's exciting," says Wolden.




The new bacteriocin is produced by a bacterium called Staphylococcus haemolyticus. The bacteriocin is not produced by all S. haemolyticus, but by one of the 174 isolates that the researchers have available in the freezer.

"We couldn't know that before we started the project, and that's one of the things that makes research fun," says Wolden.

She says that ten years ago the researchers collected bacterial samples from healthy people when they wanted to compare S. haemolyticus in healthy people with those found in patients in hospital.

"Subsequently, we have done many experiments with these bacteria, and this is the result from one of our projects," says Runa Wolden.
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How we play together | ScienceDaily
Intense focus pervades the EEG laboratory at the University of Konstanz on this day of experimentation. In separate labs, two participants, connected by screens, engage in the computer game Pacman. The burning question: Can strangers, unable to communicate directly, synchronize their efforts to conquer the digital realm together?


						
Doctoral candidate Karl-Philipp Flosch is leading today's experiment. He states: "Our research revolves around cooperative behaviour and the adoption of social roles." However, understanding brain processes underlying cooperative behaviour is still in its infancy, presenting a central challenge for cognitive neuroscience. How can cooperative behaviour be brought into a highly structured EEG laboratory environment without making it feel artificial or boring for study participants?

Pacman as a scientific "playground"

The research team, led by Harald Schupp, Professor of Biological Psychology at the University of Konstanz, envisioned using the well-known computer game Pacman as a natural medium to study cooperative behaviour in the EEG laboratory. Conducting the study as part of the Cluster of Excellence Centre for the Advanced Study of Collective Behaviour, they recently published their findings in Psychophysiology.

"Pacman is a cultural icon. Many have navigated the voracious Pacman through mazes in their youth, aiming to devour fruits and outsmart hostile ghosts," reminisces Karl-Philipp Flosch. Collaborating with colleagues, co-author Tobias Flaisch adapted the game. In the EEG version, two players instead of one must collaboratively guide Pacman to the goal. Flaisch explains: "Success hinges on cooperative behaviour, as players must seamlessly work together."

However, the researchers have built in a special hurdle: the labyrinth's path is concealed. Only one of the two players can see where Pacman is going next. Flosch elaborates: "The active player can communicate the direction to the partner, but only indirectly using pre-agreed symbols, communicated solely through the computer screen." If you do not remember quickly enough that a crescent moon on the screen means that Pacman should move right, and that only the banana on the keyboard can make Pacman move to the right, you're making a mistake. "From the perspective of classical psychological research, the game combines various skills inherent in natural social situations," notes Harald Schupp.

EEG measures event-related potentials

During each game, the players' brain reactions were measured using EEG. Calculating event-related potentials provides a detailed view of the effects elicited by different game roles with millisecond-level temporal precision. The team hypothesized that the game role significantly influences brain reactions. Therefore, they examined the P3 component, a well-studied brain reaction exhibiting a stronger deflection in the presence of significant and task-relevant stimuli. The results confirmed their assumption: "The P3 was increased not only when the symbol indicated the next move's direction but also when observing whether the game partner selected the correct symbol," says Flosch. The team concludes that the role we take on during cooperation determines the informational value of environmental stimuli situationally. EEG measurements allow the brain processes involved to be dynamically mapped.

"Cooperative role adoption structures our entire society," summarizes Schupp, providing context for the study. "An individual achieves little alone, but collectively, humanity even reaches the moon. Our technological society hinges on cooperative behavior," says Flosch, adding that children early on take individual roles, thereby learning the art of complex cooperation. Consequently, this role adoption occurs nearly effortlessly and automatically for us every day. "Our brains are practically 'built' for it, as evidenced by the results of our study."
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Researchers shed light on how one deadly pathogen makes its chemicals | ScienceDaily
Investigators at the University of Kansas have played a key role in deciphering a previously unidentified cluster of genes responsible for producing sartorypyrones, a chemical made by the fungal pathogen Aspergillus fumigatus, whose family causes Aspergillosis in humans.


						
Their findings recently were published as the cover story of the peer-reviewed journal Chemical Science, the flagship journal of the Royal Society of Chemistry.

Aspergillosis threatens the life of more than 300,000 people each year. A better understanding of the genes responsible for the chemicals -- or "secondary metabolites" -- produced by A. fumigatus and its fungal cousins could help researchers develop more effective antifungal drugs.

"Fungal infections pose a significant challenge and have garnered increased attention in the media, including scientific reports," said corresponding author Berl Oakley, Irving S. Johnson Distinguished Professor of Molecular Biology at KU. "Among the problematic organisms is a fungus known as Aspergillus fumigatus. The majority of individuals afflicted with severe pathogenic fungal infections fall into the category of immunocompromised, such as individuals undergoing cancer treatment or those living in sub-Saharan Africa, where a significant number of people that are affected by AIDS aren't getting medication."

Oakley and his co-authors were interested in how Aspergillus fumigatus produced secondary metabolites, which often are considered for their medicinal potential -- even though they can be tough to study in the lab -- because they're so biologically active.

"Studies have identified numerous gene clusters in fungi responsible for producing these metabolites," he said. "But these compounds aren't typically produced under standard laboratory conditions, leaving many of their properties uncharted. These metabolites, while not essential for an organism's growth, offer selective advantages. They can protect against factors like UV radiation and inhibit competitive species. Some of these secondary metabolites exhibit bioactivities beneficial for various purposes. Others contribute to pathogenic effects, including immune system suppression."

To isolate and analyze the genes in Aspergillus fumigatus that express secondary metabolites, the team transferred a group of these genes -- called a biosynthetic gene cluster (BGC) -- to a related strain of Aspergillus, A. nidulans, then activated them. A. nidulans has been modified by researchers to be a model fungal species for this technique, dubbed "heterologous expression."

"We then can observe the compounds they produce in the lab," Oakley said. "In one instance, a gene cluster revealed the synthesis of sartorypyrones, a group of compounds with limited prior knowledge of their production."




The research team named the gene cluster responsible for these compounds the "spy BGC" (spy standing for sartorypyrones). They analyzed the compounds produced by the spy BGC using high-resolution electrospray ionization mass spectrometry, nuclear magnetic resonance and microcrystal electron diffraction (MicroED) to identify 12 chemical products from the spy BGC.

Oakley led the work with longtime collaborator and corresponding author Clay C.C. Wang of the University of Southern California. At KU, Oakley carried out the investigation with C. Elizabeth Oakley and doctoral student Cory Jenkinson. Other co-authors were Shu-Yi Lin and Paul Seidler from USC; Yi-Ming Chiang from Taipei Medical University; Ching-Kuo Lee, Christopher Jones and Hosea Nelson from the California Institute of Technology; and Richard Todd from Kansas State University

They report seven of the compounds had not been isolated previously.

"The spy BGC consists of six contiguous genes involved in the biosynthesis of the sartorypyrones," they report. "We were able to propose a biosynthetic pathway for this family of compounds. Our approach of refactoring the entire gene cluster in the dereplicated A. nidulans host system provides us with a straightforward way to dissect the biosynthetic pathway."

Oakley said the same technique could lead to more breakthroughs in understanding A. fumigatus and other fungal pathogens. The results could lead to new therapies for fungal infection as well as eco-friendly industrial uses. For instance, one of Oakley's other lines of research used genetically modified A. nidulans to convert ocean plastics into raw materials for the pharmaceutical industry.

He said the current paper reflects a proof-of-principle.




"We would like to express the remaining secondary metabolite gene clusters so we know what each one makes," he said. "We know what 15 or so of them make already. We know that it's a serious pathogen, and we know some of the secondary metabolites that contribute to pathogenesis. But we don't know all of the secondary metabolite gene clusters. If we figure them out, then researchers can use that information therapeutically to understand the mechanisms of infection and figure out ways to limit infection."

However, Oakley cautioned the economic realities of manufacturing antifungal medications could hamper the rapid development of new drugs.

"We need more antibiotics and more antifungals," he said. "But they're not profitable. A profitable compound is something that they can give to people for 30 years, not something you give for a week that solves the problem. So there's not much financial incentive. You can come up with the best antibiotic in the world, they're going to sit it on the shelf because it's going to be the last resort, and they're only going to use it when the other ones don't work."
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How gut microbes help alleviate constipation | ScienceDaily

"We established the causal link between a genetic variant -- the abfA cluster -- to the key functional difference of probiotic B. longum in multiple model organisms, including mice and humans, and provided mechanistic and ecological insights into how a single gene cluster can affect the gut motility of hosts through arabinan metabolism," says Qixiao Zhai of Jiangnan University, one of the paper's co-senior authors. Constipation is a globally prevalent bowel disorder with a worldwide prevalence of 10% to 15%. Impaired gastrointestinal motility has been implicated in gut microbial dysbiosis, which is characterized by a significant decrease in the abundance of beneficial microorganisms, some of which are conventionally known as probiotics. Orally administrated probiotics have therefore been widely used to alleviate symptoms.

Yet the therapeutic effect of probiotics for constipation often varies substantially across strains within the same species. Due to elusive mechanisms, the rational choice of probiotic remains challenging for medical care professionals and patients. In addition, most evidence on the beneficial effects of probiotics on gut motility mainly emerged from studies using a mouse model.

"Probiotic strains were often effective in animal models yet failed in human clinical trials or were poorly validated in humans," says Jiachao Zhang of Hainan University, the study's second co-senior author. "Proof-of-concept studies based on a human cohort in combination with evidence from animal studies are urgently needed for translational research."

Zhai, Zhang, and Shi Huang of the University of Hong Kong, the paper's third co-senior author, set out to identify and systematically validate the key genetic factors of exogenous probiotics or resident gut microbiota affecting gastrointestinal motility. They isolated 185 B. longum strains from 354 Chinese subjects who ranged in age from 0 to 108 years.

From a comprehensive library of wild B. longum strains, they discovered that the effective alleviation of constipation in mice is regulated by the abfA cluster. This key genetic factor preferentially enhances the utilization of arabinan -- a common constituent of plant polysaccharides, an indigestible fiber for humans, and a poorly accessible source of nutrients for normal gut microbes.

The researchers further validated the abfA cluster's functional roles using gene-knockout experiments. In mice with constipation, B. longum, but not an abfA mutant, improved gastrointestinal transit time -- an effect that was dependent upon dietary arabinan.




To establish its functional roles for ameliorating constipation in humans, the researchers used a clinical trial and a human-to-mouse fecal microbiota transplantation experiment in combination with metagenomics and metabolomics. In the double-blind, randomized, placebo-controlled clinical trial, supplementation with abfA-cluster-carrying B. longum, but not an abfA-deficient strain, enriched arabinan-utilization residents, increased beneficial metabolites, and improved constipation symptoms.

Across human cohorts, abfA-cluster abundance in the fecal microbiomes predicted constipation, and transplantation of abfA cluster-enriched human microbiota to mice with constipation improved gut motility. Notably, other than B. longum, the abfA gene/cluster is prevalent in gut residents, regulating symptoms in both mice and humans.

The authors say that the abfA cluster is a gut-microbiome therapeutic target for constipation in humans. More broadly, the results suggest that genetic factors governing the unique metabolic capability of probiotics should be primarily considered for screening probiotics or inferring their treatment efficacy for gastrointestinal diseases.

"Collectively, this study identified and systematically characterized a key genetic factor responsible for arabinan utilization that addressed one critical challenge in the probiotic field, namely widespread yet unknown strain specificity in probiotic treatment efficacy," Huang says. "Our proof-of-concept study also established generalizable principles for the rational development of colonizable, functional probiotics with persistent treatment efficacy in multiple model organisms. Moreover, the abfA cluster is so prevalent in the gut microbiota that it can be developed as a simple yet powerful biomarker for gastrointestinal diseases."

This work was supported by the National Natural Science Foundation of China.
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How bloodstain 'tails' can point to significant, additional forensic details | ScienceDaily
Forensic science has captured the public imagination by storm, as the profusion of "true crime" media in the last decade or so suggests. By now, most of us know that evidence left at a crime scene, such as blood, can often reveal information that is key to investigating and understanding the circumstances around a crime -- and that scientific methods can help interpret that information.


						
In Physics of Fluids, by AIP Publishing, a group of scientists from Boston University and the University of Utah demonstrated how bloodstains can yield even more valuable details than what is typically gathered by detectives, forensic scientists, and crime scene investigators. By examining the protrusions that deviate from the boundaries of otherwise elliptical bloodstains, the researchers studied how these "tails" are formed.

"These protrusions are typically only used to get a sense of the direction that the drop traveled, but are otherwise neglected," said author James Bird.

In fact, previous studies have primarily focused on larger blood drops falling vertically on flat surfaces or on inclined surfaces where gravity can reshape and obscure the tails. By contrast, the new study involved a series of high-speed experiments with human blood droplets with diameters of less than a millimeter impacting horizontal surfaces at various angles.

"We show that the precise flow that determines the tail length differs from the flow responsible for the size and shape of the elliptical portion of the stain," said Bird. "In other words, the tail lengths encompass additional independent information that can help analysts reconstruct where the blood drop actually came from."

Indeed, the tail length can reflect information about the size, impact speed, and impact angle of the blood drop that formed the stain. When measured for several blood stains in a stain pattern, the trajectories of the drops can be backtracked to their presumed origin.

While their analysis employed only horizontal surfaces to examine impact velocity dynamics, Bird and his colleagues hope it triggers more studies that focus on the length of the tail in bloodstain patterns. They believe that incorporating tail length into standard bloodstain analyses will produce more robust evidentiary information.

"Knowing the origin of the blood stains at a crime scene can help detectives determine whether a victim was standing or sitting, or help corroborate or question a witness's testimony," said Bird.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2023/11/231121175242.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Scientists take a step forward in understanding how to tackle chronic infections in cystic fibrosis patients | ScienceDaily
Scientists have engineered a living material resembling human phlegm, which will help them to better understand how a certain kind of infection develops on the lungs of patients with cystic fibrosis.


						
The study, published in Matter, was led by Dr Yuanhao Wu and is a collaboration between Professor Alvaro Mata in the School of Pharmacy and Department of Chemical Engineering and Professor Miguel Camara from the National Biofilms Innovation Centre in the School of Life Sciences at the University of Nottingham.

Biofilms are strong living 3D materials that play key roles in nature, but also cause major problems in the real world, such as in the contamination of hospital surfaces, or in our tolerance to antibiotic treatment.

One of the biggest challenges in antimicrobial discovery is the lack of biofilm models which reflect the complexity of natural environments, such as those encountered in the lung of cystic fibrosis (CF) patients.

Due to a genetic alteration, these patients are unable to clear infections in their lungs where complex communities of disease-causing microbes accumulate within thick mucus forming 3D biofilms. These natural biofilms are highly resilient to antibiotics and there is a critical need to develop in vitro models which can reliably reproduce them in the lab, so that experts can better understand their biology and develop solutions to the problems they cause.

This will enable a more consistent evaluation of novel therapeutic interventions before being taking into pre-clinical studies. These models will also be key to answering fundamental research questions on the interactions polymicrobial biofilms and their host which lead to chronic infections.

In this study, experts engineered a living material resembling natural sputum, or phlegm, from CF patients that can grow 3D polymicrobial biofilms in a controlled manner, resembling those found in the CF lung. The team were able to achieve this by combining peptides with a culture medium that is known to recreate natural sputum and which can be easily infected.




The living material incorporates multiple microbial communities and key nutritional and chemical factors that promote bacterial growth and exhibit physical properties mimicking those of biofilms from CF sputum. The material has been used to build an infected in vitro lung epithelial model that was used to study the impact of antibiotics.

Professor Mata says: "The capacity to create complex 3D biofilms in the lab in a simple manner, will lead to practical tools to better understand how these living structures form and how to treat them better."

Professor Camara says: "The technology developed in this study will revolutionise the way we study biofilm-mediated infections and assess the effectiveness of novel antimicrobials using different in vivo-like infection environments."

The work has been supported by the National Biofilms Innovation Centre and the European Research Council proof-of-concept grant NOVACHIP.
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How do we learn? Neuroscientists pinpoint how memories are likely to be stored in the brain | ScienceDaily
What is the mechanism that allows our brains to incorporate new information about the world, and form memories? New work by a team of neuroscientists led by Dr Tomas Ryan from Trinity College Dublin shows that learning occurs through the continuous formation of new connectivity patterns between specific engram cells in different regions of the brain.


						
Whether on purpose, incidentally, or simply by accident, we are constantly learning and so our brains are constantly changing. When we navigate the world, interact with each other, or consume media content, our brain is grasping information, creating new memories.

The next time we walk down the street, meet our friends, or come across something that reminds us of the last podcast we listened to, we will quickly re-engage that memory information somewhere in our brain. But how do these experiences modify our neurons to allow us to form these new memories?

Our brains are organs composed of dynamic networks of cells, always in a state of flux due to growing up, aging, degeneration, regeneration, everyday noise, and learning. The challenge for scientists is to identify the "difference that makes a difference" for forming a memory -- the change in a brain that stores a memory is refereed to as an 'engram', which retains information for later use.

This newly published study aimed to understand how information may be stored as engrams in the brain.

Dr Clara Ortega-de San Luis, Postdoctoral Research Fellow in the Ryan Lab and lead author of the article published today in the leading international journal, Current Biology, said:

"Memory engram cells are groups of brain cells that, activated by specific experiences, change themselves to incorporate and thereby hold information in our brain. Reactivation of these 'building blocks' of memories triggers the recall of the specific experiences associated to them. The question is, how do engrams store meaningful information about the world?"

To identify and study the changes that engrams undergo that allow us to encode a memory, the team of researchers studied a form of learning in which two experiences that are similar to each other become linked by the nature of their content.




The researchers used a paradigm in which animals learned to identify different contexts and form associations between them. By using genetic techniques the team crucially labelled two different populations of engram cells in the brain for two discrete memories, and then monitored how learning manifested in the formation of new connections between those engram cells.

Then using optogenetics, which allow brain cell activity to be controlled with light, they further demonstrated how these new formed connections were required for the learning to occur. In doing so, they identified a molecular mechanism mediated by a specific protein located in the synapse that is involved in regulating the connectivity between engram cells.

This study provides direct evidence for changes in synaptic wiring connectivity between engram cells to be considered as a likely mechanism for memory storage in the brain.

Commenting on the study, Dr Ryan, Associate Professor in Trinity's School of Biochemistry and Immunology, Trinity Biomedical Sciences Institute, and the Trinity College Institute of Neuroscience,said:

"Understanding the cellular mechanisms that allow learning to occur helps us to comprehend not only how we form new memories or modify those pre-existent ones, but also advance our knowledge towards disentangling how the brain works and the mechanisms needed for it to process thoughts and information.

"In 21st century neuroscience, many of us like to think memories are being stored in engram cells, or their sub-components. This study argues that rather than looking for information within or at cells, we should search for information between cells, and that learning may work by altering the wiring diagram of the brain -- less like a computer and more like a developing sculpture.

"In other words, the engram is not in the cell; the cell is in the engram."
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Hearing loss is associated with subtle changes in the brain | ScienceDaily
Hearing loss affects more than 60 percent of adults aged 70 and older in the United States and is known to be related to an increased risk of dementia. The reason for this association is not fully understood.


						
To better understand the connection, a team of University of California San Diego and Kaiser Permanente Washington Health Research Institute researchers employed hearing tests and magnetic resonance imaging (MRI) to determine whether hearing impairment is associated with differences in specific brain regions.

In the November 21, 2023 issue of the Journal of Alzheimer's Disease, researchers reported that individuals enrolled in this observational study who had hearing impairment exhibited microstructural differences in the auditory areas of the temporal lobe and in areas of the frontal cortex involved with speech and language processing, as well as areas involved with executive function.

"These results suggest that hearing impairment may lead to changes in brain areas related to processing of sounds, as well as in areas of the brain that are related to attention. The extra effort involved with trying to understand sounds may produce changes in the brain that lead to increased risk of dementia," said principal investigator Linda K. McEvoy, Ph.D., UC San Diego Herbert Wertheim School of Public Health and Human Longevity Science professor emeritus and senior investigator at the Kaiser Permanente Washington Health Research Institute.

"If so, interventions that help reduce the cognitive effort required to understand speech -- such as the use of subtitles on television and movies, live captioning or speech-to-text apps, hearing aids, and visiting with people in quiet environments instead of noisy spaces -- could be important for protecting the brain and reduce the risk of dementia."

McEvoy designed and led the study while at UC San Diego, in collaboration with Reas and UC San Diego School of Medicine investigators who gathered data from the Rancho Bernardo Study of Health Aging, a longitudinal cohort study of residents of the Rancho Bernardo suburb in San Diego that launched in 1972. For this analysis, 130 study participants underwent hearing threshold tests in research clinic visits between 2003 and 2005 and subsequently had MRI scans between 2014 and 2016.

The results of the study show that hearing impairment is associated with regionally specific brain changes that may occur due to sensory deprivation and to the increased effort required to understand auditory processing stimulations.

"The findings emphasize the importance of protecting one's hearing by avoiding prolonged exposure to loud sounds, wearing hearing protection when using loud tools and reducing the use of ototoxic medications," said co-author Emilie T. Reas, Ph.D., assistant professor at the UC San Diego School of Medicine.

Disclosures: Donald J. Hagler Jr is listed as an inventor on US Patent 9,568,580, 2017, "Identifying white matter fiber tracts using magnetic resonance imaging (MRI)." Other authors report no conflicts of interest.
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Promising target for CAR T cells helps cancer trick the immune system | ScienceDaily
Findings from St. Jude Children's Research Hospital are moving the field of cancer immunotherapy one step closer to treating brain and solid tumors. Scientists at St. Jude validated a cellular immunotherapy target called 78-kDa glucose-regulated protein (GRP78) in proof-of-principle experiments. The group also discovered a resistance mechanism whereby some tumors trick the cancer-killing immune cells into expressing GRP78, thereby turning off the immune cells or causing them to be killed, too. The research, which has implications for developing immunotherapy for the broad range of difficult-to-treat brain and solid tumors expressing GRP78, was published today in Cell Reports Medicine.


						
Reprogramming a patient's immune cells to target cancer has been successful against leukemia but not brain or solid tumors. These reprogrammed cells, called chimeric antigen receptor (CAR) T cells, target a specific protein expressed on cancer cells but not healthy ones. This targeting enables CAR T-cell immunotherapy to kill the tumor while leaving healthy tissues unharmed selectively. One difficulty that has stymied the success of CAR T cells in brain and solid tumors is the challenge of identifying a good target for these cancers.

"We found GRP78 is a great CAR T-cell target," said senior co-corresponding author Giedre Krenciute, Ph.D., St. Jude Department of Bone Marrow Transplantation and Cellular Therapy. "We saw high GRP78 expression in a multitude of brain and solid tumor types, including adult glioblastoma, diffuse intrinsic pontine glioma (DIPG), osteosarcoma, triple-negative breast cancer and Ewing sarcoma, but our therapeutic efficacy was variable."

The researchers created GRP78-targeted CAR T cells that successfully killed many types of cancers in both cell and mouse models, though with significant variation. The researchers expected that higher levels of GRP78 (more protein to target) would make it easier for the CAR T cells to locate and destroy the cancer; however, that was not the case. The scientists found no relationship between the amount of GRP78 and the ability of the CAR T cells to kill cancer.

"We showed the conventional approach of targeting expression doesn't mean an equal response," said co-corresponding author Paulina Velasquez, M.D., St. Jude Department of Bone Marrow Transplantation and Cellular Therapy. "GRP78 seems to be a special target that did not react as we expected, making it a promising but complicated candidate."

Tumors trick CAR T cells

"We expected two different tumors with the exact same level of antigen [GRP78] expression to be affected by the CAR T-cell therapy in the same way, but they aren't," said first author Jorge Ibanez, Ph.D., St. Jude Department of Bone Marrow Transplantation and Cellular Therapy. "Instead, we found certain tumor cell types were altering T-cell activation and T-cell GRP78 expression."

Ibanez found that resistant tumor cell types were altering the CAR T cells. The tumor cells caused the GRP78-targeted CAR T cells to express GRP78 on the CAR T cells' surface. The more GRP78 on the T cells, the less active they became, reducing their cancer-killing activity. In addition, CAR T cells that remained active targeted and killed their counterparts expressing GRP78 on their surface.




In effect, the resistant tumors were conning the CAR T cells. These tumors raised the flag of GRP78, saying, "I'm here," and then convinced the approaching T cells to raise their own GRP78 flag. This tricked the CAR T cells into killing each other or giving up, leaving the tumor relatively unscathed.

Through these experiments, the St. Jude group unveiled the tricky biology of GRP78. The protein remains a tantalizing target, given its presence on many difficult-to-treat tumor types. Findings show scientists will need to expand their understanding of this newfound interaction with T cells to make viable GRP78-targeted immunotherapies. Still, if they can, these CAR T cells may be broadly applicable across a broad range of tumor cell types.

"We always need to find new targets to improve cancer treatment," Krenciute said. "What we found from a biological perspective is that GRP78 has potential but is different from previous cancer-associated molecules. We showed that as scientists develop the next generation of CAR T-cell therapies, we need to recognize that not all targets are equal."
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Could eating turkey ease colitis? | ScienceDaily
Thanksgiving is often a time for thinking about your belly. For those with an inflammatory bowel diseases like ulcerative colitis, feasting can be associated with stress, even when food isn't a trigger for the painful symptoms. New research in mice suggests that certain foods -- especially those high in tryptophan, like turkey, pork, nuts and seeds -- could reduce the risk of a colitis flare. The findings point to a noninvasive method of improving long-term colitis management, if the results are validated in people.


						
"Although there are some treatments for ulcerative colitis, not everyone responds to them," says senior author Sangwon Kim, Ph.D., an assistant professor of immunology at Thomas Jefferson University. "This disease has a huge impact on quality of life, and can lead to surgery to remove the colon or cancer." The research was published last week in Nature Communications.

Since ulcerative colitis is caused by inflammation of the inner lining of the colon and rectum, Dr. Kim and his colleagues looked for ways to cool down the inflamed tissue. They focused on a group of immune cells called T-regulatory (T-reg) cells, which can help break the cycle of inflammation. If they could get more T-reg cells to the colon, perhaps they could reduce the inflammation that causes colitis.

Dr. Kim's team thought about how to attract the T-reg cells, and found a specific receptors on the surface of T-reg cells that acts like a magnet for the colon. The more of this receptor, called CPR15, the T-reg cells have, the more strongly they're attracted to the colon. So they searched for molecules that could make T-reg cells produce more GPR15 to turn up the power of the magnet. They found tryptophan -- or one of the molecules that tryptophan breaks down into in the body -- could increase these receptors called GPR15.

To test whether these molecules could control colitis, the researchers supplemented tryptophan in the diet of mice over a period of two weeks. They saw a doubling in the amount of inflammation-suppressing T-reg cells in the colon tissue compared to mice that weren't fed extra tryptophan. Dr. Kim's team also saw a reduction in colitis symptoms. What's more, the effects seemed to last for at least a week after tryptophan was removed from the diet. "In human time that might translate to about a month of benefit," explained Dr. Kim who is also a research at the Sidney Kimmel Cancer Center -- Jefferson Health.

However, when tryptophan was given to mice during a colitis flare, it provided little benefit, suggesting this dietary change might only be effective at preventing future flares rather than treating them.

In a chance finding, while looking for molecules that could increase GPR15, the researchers also stumbled across a molecule that helps explain why smoking seems to be protective against colitis. Researchers have long observed that people who smoke cigarettes have a lower incidence of ulcerative colitis than the general public. Dr. Kim's team found a molecule that is prevalent in smoke -- from cigarettes and barbeque alike -- that can also increase GPR15 levels on T-reg cells "Although both might help protect against colitis, tryptophan is obviously the much safer and healthier option," says Dr. Kim.

In the future, the researchers plan to test whether these results can be translated to people with colitis. Tryptophan supplement is considered safe, as long as the dose doesn't exceed 100 milligrams per day. Using the mouse data as a guide, Dr. Kim expects that 100 milligrams could be enough to see an effect in humans, and is planning further testing in clinical trials.
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Researchers help unravel brain processes involved in vision | ScienceDaily
Faced with images that break the expected pattern, like a do not enter sign where a stop sign is expected, how does the brain react and learn compared to being shown images which match what was predicted?


						
That was the question a team, including York University, set out to answer. A long-standing theory suggests the brain learns a predictive model of the world and its internal predictions are updated when incoming sensory data proves them wrong. However, what the researchers found surprised them, says York Faculty of Science Associate ProfessorJoel Zylberberg, co-corresponding author of the newly published paper.

"Testing this theory has always been a challenge," he says. "We needed to be able to measure the top-down signals to the sensory areas of the brain over long periods of time to show how the brain learns new sensory input patterns."

Using a mouse model, the researchers displayed images of visual patterns over multiple days, then presented other images that violated those patterns, while measuring the brain's activity in the visual cortex, where visual information from the retina is processed. The idea was to test how the neurons reacted to the new pattern-violating sensory information.

Several of the researchers, including Zylberberg, are Fellows in theCanadian Institute for Advanced Research'sLearning in Machines and Brains group, which conducted the research as part of the Allen Institute for Brain Science's Brain Observatory and its OpenScope program. OpenScope has been compared to an observatory where astronomers work together to study the universe, only this time researchers are sharing data to study the brain.

The measurements were taken at the neurons' distal apical dendrites of the visual cortex, which receive top-down signals, and at their cell bodies, which receive bottom-up signals. They wanted to know if the distal apical dendrites processed visual stimuli differently from their cell bodies when the signals both matched and violated expected patterns.

It turns out, the brain's response to image patterns that violate the brain's predictions, evolves differently over time when compared to pattern-matching images.

"Surprisingly, the distal apical dendrites responses grew significantly over time becoming increasingly sensitive to inputs that violate the patterns, while the cell bodies lost their initially strong sensitivity," says Zylberberg, a computational neuroscientist. "This finding could offer critical insight into sensory computation and predictive learning in the brain."

The finding suggests that the pattern-violating stimuli drove the changes and different forms of pattern-violating stimuli may elicit different kinds of prediction errors than expected. It points to a component of the brain that could have a distinct and important role in sensory learning not previously known.

"Knowing how the brain processes new visual sensory information is important for developing better machine learning algorithms and applications which could hopefully help restore people's sight in the future," says Zylberberg.
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Bacteria store memories and pass them on for generations | ScienceDaily
Scientists have discovered that bacteria can create something like memories about when to form strategies that can cause dangerous infections in people, such as resistance to antibiotics and bacterial swarms when millions of bacteria come together on a single surface. The discovery -- which has potential applications for preventing and combatting bacterial infections and addressing antibiotic-resistant bacteria -- relates to a common chemical element bacterial cells can use to form and pass along these memories to their progeny over later generations.


						
Researchers at The University of Texas at Austin found that E. coli bacteria use iron levels as a way to store information about different behaviors that can then be activated in response to certain stimuli.

The findings are published in the Proceedings of the National Academy of Sciences.

Scientists had previously observed that bacteria that had a prior experience of swarming (moving on a surface as a collective using flagella) improve subsequent swarming performance. The UT-led research team set out to learn why. Bacteria don't have neurons, synapses or nervous systems, so any memories are not like the ones of blowing out candles at a childhood birthday party. They are more like information stored on a computer.

"Bacteria don't have brains, but they can gather information from their environment, and if they have encountered that environment frequently, they can store that information and quickly access it later for their benefit," said Souvik Bhattacharyya, the lead author and a provost early career fellow in the Department of Molecular Biosciences at UT.

It all comes back to iron, one of the most abundant elements on Earth. Singular and free-floating bacteria have varying levels of iron. Scientists observed that bacterial cells with lower levels of iron were better swarmers. In contrast, bacteria that formed biofilms, dense, sticky mats of bacteria on solid surfaces, had high levels of iron in their cells. Bacteria with antibiotic tolerance also had balanced levels of iron. These iron memories persist for at least four generations and disappear by the seventh generation.

"Before there was oxygen in the Earth's atmosphere, early cellular life was utilizing iron for a lot of cellular processes. Iron is not only critical in the origin of life on Earth, but also in the evolution of life," Bhattacharyya said. "It makes sense that cells would utilize it in this way."

Researchers theorize that when iron levels are low, bacterial memories are triggered to form a fast-moving migratory swarm to seek out iron in the environment. When iron levels are high, memories indicate this environment is a good place to stick around and form a biofilm.

"Iron levels are definitely a target for therapeutics because iron is an important factor in virulence," Bhattacharyya said. "Ultimately, the more we know about bacterial behavior, the easier it is combat them."

The research was funded by the National Institutes of Health. Rasika Harshey, a professor of molecular biosciences and Mary M. Betzner Morrow Centennial Chair in Microbiology, is the senior corresponding author on the paper. Nabin Bhattarai, Dylan M. Pfannenstiel and Brady Wilkins, along with Abhyudai Singh of University of Delaware, also contributed to the research.
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The bilingual brain may be better at ignoring irrelevant information | ScienceDaily
People who speak two languages may be better at shifting their attention from one thing to another compared to those who speak one, according to a study published this month in the journal Bilingualism: Language and Cognition.


						
The study examined differences between bilingual and monolingual individuals when it comes to attentional control and ignoring information that isn't important at the time, said its authors Grace deMeurisse, a University of Florida Ph.D. candidate studying linguistics, and Edith Kaan, a UF professor in the department of linguistics.

"Our results showed that bilinguals seem to be more efficient at ignoring information that's irrelevant, rather than suppressing -- or inhibiting information," deMeurisse said. "One explanation for this is that bilinguals are constantly switching between two languages and need to shift their attention away from the language not in use."

For example, if an English- and Spanish-speaking person is having a conversation in Spanish, both languages are active, but English is put on hold but always ready to be deployed as needed.

Numerous studies have examined the distinctions between the two groups in broad cognitive mechanisms, which are mental processes that our brains use, like memory, attention, problem-solving, and decision-making, deMeurisse said.

"The effects of speaking two languages on a person's cognitive control is often debated," she said. "Some of the literature says these differences aren't so pronounced, but that could be because of the tasks linguists use to research differences between bilinguals and monolinguals."

DeMeurisse and Kaan set out to see if differences between the two groups would surface and used a task that has not been applied in psycholinguistics before called the Partial Repetition Cost task to measure the participants' abilities to deal with incoming information and control their attention.




"We found that bilinguals seem to be better at ignoring information that's irrelevant," Kaan said.

The two groups of subjects included functional monolinguals and bilinguals. Functional monolinguals were defined as those who had two years or less of a foreign language experience in a classroom and use only the first language that they learned as a child.

Bilinguals were categorized as people who had learned both their first and second language before the ages of 9 to 12 and were still using both languages.

Kaan explained that an individual's cognitive traits continuously adapt to external factors, and as humans, we have very few traits that remain fixed throughout our lifetime.

"Our cognition is continuously adapting to the situation, so in this case it's adapting to being bilingual," she said. "It doesn't mean it won't change, so if you stop using the second language, your cognition may change as well."

The UF study demonstrates a need to build more consistencies among the varied experiments used to understand differences between those who speak one language and those who speak more than one.

"In the study of bilingualism and cognition, we are redefining the way we talk about differences between bilinguals and monolinguals and searching for more factors to consider and more methods to conduct that research," deMeurisse said.

The researchers were also clear to point out that their study was not intended to show that people who speak two or more languages have an advantage over those who speak one.

"We are not looking for advantages or disadvantages," deMeurisse said. "However, regardless of cognitive differences, learning a second language is always going to be something that can benefit you, whether those benefits are cognitive, social, or environmental. It will never be a negative to be exposed to a second language."
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Coffee grounds may hold key to preventing neurodegenerative diseases | ScienceDaily
Neurodegenerative disorders, including Alzheimer's, Parkinson's and Huntington's, affect millions of people in the United States, and the cost of caring for people who live with these conditions adds up to hundreds of billions of dollars each year.


						
Now, researchers from The University of Texas at El Paso may potentially have found a solution in used coffee grounds -- a material that is discarded from homes and businesses around the world every day.

A team led by Jyotish Kumar, a doctoral student in the Department of Chemistry and Biochemistry, and overseen by Mahesh Narayan, Ph.D., a professor and Fellow of the Royal Society of Chemistry in the same department, found that caffeic-acid based Carbon Quantum Dots (CACQDs), which can be derived from spent coffee grounds, have the potential to protect brain cells from the damage caused by several neurodegenerative diseases -- if the condition is triggered by factors such as obesity, age and exposure to pesticides and other toxic environmental chemicals. Their work is described in a paper published in the November issue of the journal Environmental Research.

"Caffeic-acid based Carbon Quantum Dots have the potential to be transformative in the treatment of neurodegenerative disorders," Kumar said. "This is because none of the current treatments resolve the diseases; they only help manage the symptoms. Our aim is to find a cure by addressing the atomic and molecular underpinnings that drive these conditions."

Neurodegenerative diseases are primarily characterized by the loss of neurons or brain cells. They inhibit a person's ability to perform basic functions such as movement and speech, as well as more complicated tasks including bladder and bowel functions, and cognitive abilities.

The disorders, when they are in their early stages and are caused by lifestyle or environmental factors, share several traits. These include elevated levels of free radicals -- harmful molecules that are known to contribute to other diseases such as cancer, heart disease and vision loss -- in the brain, and the aggregation of fragments of amyloid-forming proteins that can lead to plaques or fibrils in the brain.

Kumar and his colleagues found that CACQDs were neuroprotective across test tube experiments, cell lines and other models of Parkinson's disease when the disorder was caused by a pesticide called paraquat. The CACQDs, the team observed, were able to remove free radicals or prevent them from causing damage and inhibited the aggregation of amyloid protein fragments without causing any significant side effects.




The team hypothesizes that in humans, in the very early stage of a condition such as Alzheimer's or Parkinson's, a treatment based on CACQDs can be effective in preventing full-on disease.

"It is critical to address these disorders before they reach the clinical stage," Narayan said. "At that point, it is likely too late. Any current treatments that can address advanced symptoms of neurodegenerative disease are simply beyond the means of most people. Our aim is to come up with a solution that can prevent most cases of these conditions at a cost that is manageable for as many patients as possible."

Caffeic acid belongs to a family of compounds called polyphenols, which are plant-based compounds known for their antioxidant, or free radical-scavenging properties. Caffeic acid is unique because it can penetrate the blood-brain barrier and is thus able to exert its effects upon the cells inside the brain, Narayan said.

The process the team uses to extract CACQDs from used coffee grounds is considered "green chemistry," which means it is environmentally friendly. In their lab, the team "cooks" samples of coffee grounds at 200 degrees for four hours to reorient the caffeic acid's carbon structure and form CACQDs. The sheer abundance of coffee grounds is what makes the process both economical and sustainable, Narayan said.

The research was supported by a grant from the National Institutes of Health. In addition to Kumar, dozens of graduate and undergraduate UTEP students have worked on this project with Narayan including Sofia Delgado a former UTEP undergraduate student who is now pursuing her Ph.D. at Yale University.

The researchers will now seek additional funding to support further testing.

Narayan and Kumar both said they know the finish line is still far off. But, for now, they are moving forward on a journey that may ultimately lead to a medication -- a pill, perhaps -- that may prevent the vast majority of neurodegenerative disorders that are caused by factors other than genetics.
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        Innovative design achieves tenfold better resolution for functional MRI brain imaging
        Hospital MRI scanners, using 3 Tesla magnets, provide poor spatial resolution in brain imaging. More recent 7T MRIs are better but used mainly in the rare research lab. Scientists have now supercharged the standard 7T scanner to improve the resolution by nearly a factor of 10 -- a 50-times improvement over standard 3T MRIs. The NexGen 7T can track signals through the brain and perhaps tie functional changes to brain maladies.

      

      
        New method verifies carbon capture in concrete
        Carbon capture is essential to reduce the impact of human carbon dioxide emissions on our climate. Researchers have developed a method to confirm whether carbon in concrete originates from the raw materials, or from carbon in the air which has been trapped when it reacts with the concrete to form the mineral calcium carbonate. By measuring the ratio of certain carbon isotopes in concrete that had been exposed to the air and concrete that hadn't, the team could successfully verify that direct air ...

      

      
        How heat can be used in computing
        Physicists have demonstrated that, combining specific materials, heat in technical devices can be used in computing. Their discovery is based on extensive calculations and simulations. The new approach demonstrates how heat signals can be steered and amplified for use in energy-efficient data processing.

      

      
        New way of searching for dark matter
        Wondering whether whether Dark Matter particles actually are produced inside a jet of standard model particles, led researchers to explore a new detector signature known as semi-visible jets, which scientists never looked at before.

      

      
        Alien haze, cooked in a lab, clears view to distant water worlds
        Scientists have simulated conditions that allow hazy skies to form in water-rich exoplanets, a crucial step in determining how haziness muddles important telescope observations for the search of habitable worlds beyond the solar system.

      

      
        New method uses crowdsourced feedback to help train robots
        A new technique enables an AI agent to be guided by data crowdsourced asynchronously from nonexpert human users as it learns to complete a task through reinforcement learning. The method trains the robot faster and better than other approaches.

      

      
        Separating out signals recorded at the seafloor
        Research shows that variations in pyrite sulfur isotopes may not represent the global processes that have made them such popular targets of analysis and interpretation. A new microanalysis approach helps to separate out signals that reveal the relative influence of microbes and that of local climate.

      

      
        'Dolomite Problem': 200-year-old geology mystery resolved
        For 200 years, scientists have failed to grow a common mineral in the laboratory under the conditions believed to have formed it naturally. Now, researchers have finally pulled it off, thanks to a new theory developed from atomic simulations. Their success resolves a long-standing geology mystery called the 'Dolomite Problem.' Dolomite -- a key mineral in the Dolomite mountains in Italy, Niagara Falls, the White Cliffs of Dover and Utah's Hoodoos -- is very abundant in rocks older than 100 millio...

      

      
        AI recognizes the tempo and stages of embryonic development
        How can we reliably and objectively characterize the speed and various stages of embryonic development? With the help of artificial intelligence! Researchers present an automated method.

      

      
        'Strange metal' is strangely quiet in noise experiment
        Experiments have provided the first direct evidence that electricity seems to flow through 'strange metals' in an unusual liquid-like form.

      

      
        Telescope Array detects second highest-energy cosmic ray ever
        In 1991, an experiment detected the highest-energy cosmic ray ever observed. Later dubbed the Oh-My-God particle, the cosmic ray's energy shocked astrophysicists. Nothing in our galaxy had the power to produce it, and the particle had more energy than was theoretically possible for cosmic rays traveling to Earth from other galaxies. Simply put, the particle should not exist. On May 27, 2021, the Telescope Array experiment detected the second-highest extreme-energy cosmic ray. The newly dubbed Ama...

      

      
        Revolutionary breakthrough in the manufacture of photovoltaic cells
        Engineers have achieved a world first by manufacturing the first back-contact micrometric photovoltaic cells.

      

      
        Chemists use oxygen, copper 'scissors' to make cheaper drug treatments possible
        Researchers have devised a way to produce chemicals used in medicine and agriculture for a fraction of the usual cost. Using oxygen as a reagent and copper as a catalyst to break organic molecules' carbon-carbon bonds and convert them into amines, which are widely used in pharmaceuticals. Traditional metal catalysis uses expensive metals such as platinum, silver, gold and palladium, but the researchers used oxygen and copper -- an abundant base metal.

      

      
        Drones enabled the use of defibrillators before ambulance arrival
        Researchers have evaluated the possibility of alerting drones equipped with automated external defibrillators (AED) to patients with suspected cardiac arrest. In more than half of the cases, the drones were ahead of the ambulance by an average of three minutes. In cases where the patient was in cardiac arrest, the drone-delivered defibrillator was used in a majority of cases.

      

      
        Autonomous excavator constructs a 6-meter-high dry-stone wall
        Researchers taught an autonomous excavator to construct dry stone walls itself using boulders weighing several tons and demolition debris.

      

      
        Hybrid transistors set stage for integration of biology and microelectronics
        Researchers create transistors combining silicon with biological silk, using common microprocessor manufacturing methods. The silk protein can be easily modified with other chemical and biological molecules to change its properties, leading to circuits that respond to biology and the environment.

      

      
        AI for perovskite solar cells: Key to better manufacturing
        Tandem solar cells based on perovskite semiconductors convert sunlight to electricity more efficiently than conventional silicon solar cells. In order to make this technology ready for the market, further improvements with regard to stability and manufacturing processes are required. Researchers have succeeded in finding a way to predict the quality of the perovskite layers and consequently that of the resulting solar cells: Assisted by Machine Learning and new methods in Artificial Intelligence ...

      

      
        First experimental evidence of hopfions in crystals opens up new dimension for future technology
        Hopfions, magnetic spin structures predicted decades ago, have become a hot and challenging research topic in recent years. New findings open up new fields in experimental physics: identifying other crystals in which hopfions are stable, studying how hopfions interact with electric and spin currents, hopfion dynamics, and more.

      

      
        NASA's Webb reveals new features in heart of Milky Way
        The latest image from NASA's James Webb Space Telescope shows a portion of the dense center of our galaxy in unprecedented detail, including never-before-seen features astronomers have yet to explain. The star-forming region, named Sagittarius C (Sgr C), is about 300 light-years from the Milky Way's central supermassive black hole, Sagittarius A*.

      

      
        Medical AI tool gets human thumbs-up
        A new artificial intelligence computer program can generate doctors' notes so well that two physicians couldn't tell the difference, according to an early study from both groups.

      

      
        'Triple star' discovery could revolutionize understanding of stellar evolution
        A ground-breaking new discovery could transform the way astronomers understand some of the biggest and most common stars in the Universe.  Research by PhD student Jonathan Dodd and Professor Rene Oudmaijer, from the University's School of Physics and Astronomy, points to intriguing new evidence that massive Be stars -- until now mainly thought to exist in double stars -- could in fact be 'triples'.  The remarkable discovery could revolutionise our understanding of the objects -- a subset of B sta...

      

      
        Toward sustainable energy applications with breakthrough in proton conductors
        Donor doping into a mother material with disordered intrinsic oxygen vacancies, instead of the widely used strategy of acceptor doping into a material without oxygen vacancies, can greatly enhance the conductivity and stability of perovskite-type proton conductors at intermediate and low temperatures of 250--400 degC.

      

      
        Discovery of structural regularity hidden in silica glass
        Glass is a fundamental material. Yet its atomic structure still baffles scientists to this day. Researchers have developed a new way to quantify ring shapes in chemically bonded networks of glass, chipping away at some of the mysteries behind glass's atomic structure.

      

      
        Tiny beads preserve enzymes for biocatalysis
        Some enzymes, such as the one derived from fungi and investigated in this study, are able to produce valuable substances such as the fragrance (R)-1-phenylethanol. To this end, they convert a less expensive substrate using a co-substrate. A research team came up with the idea of supplying them with this co-substrate using a plasma -- a somewhat crazy idea, as plasmas generally have a destructive effect on biomolecules. However, by employing several tricks, the researchers did indeed succeed. They...

      

      
        New method for determining the water content of water-soluble compounds
        Researchers have developed a new method for the accurate determination of the water content of water-soluble compounds. This plays a significant role in various areas, including determining drug dosages.

      

      
        How we play together
        Psychologists are using EEG to research what games reveal about our ability to cooperate.

      

      
        How bloodstain 'tails' can point to significant, additional forensic details
        Scientists demonstrate how bloodstains can yield valuable details by examining the protrusions that deviate from the boundaries of otherwise elliptical bloodstains. The researchers studied how these 'tails' are formed using a series of high-speed experiments with human blood droplets less than a millimeter wide impacting horizontal surfaces at various angles. They found that the tail length can reflect information about the size, impact speed, and impact angle of the blood drop that formed the st...

      

      
        Effect of aerosol particles on clouds and the climate captured better
        Global measurements and model calculations show that the complex relationship between the chemistry and climate impact of aerosol particles can be successfully captured by a simple formula.

      

      
        Long in the Bluetooth: Scientists develop a more efficient way to transmit data between our devices
        Researchers have developed a more energy efficient way of connecting our personal devices. New technology consumes less power than Bluetooth and can improve battery life of tech accessories, including earbuds and fitness trackers. Future applications could see us unlocking a door by touching its handle or shaking hands to exchange phone numbers.

      

      
        Outlook on scaling of carbon removal technologies
        The research makes it clear that ensuring the sustained well-being of our planet requires a more serious commitment toward new carbon dioxide removal technologies, and a faster scale-up of their production.

      

      
        Dwarf galaxies use 10-million-year quiet period to churn out stars
        If you look at massive galaxies teeming with stars, you might be forgiven in thinking they are star factories, churning out brilliant balls of gas. But actually, less evolved dwarf galaxies have bigger regions of star factories, with higher rates of star formation. Now, University of Michigan researchers have discovered the reason underlying this: These galaxies enjoy a 10-million-year delay in blowing out the gas cluttering up their environments. Star-forming regions are able to hang on to their...
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Innovative design achieves tenfold better resolution for functional MRI brain imaging | ScienceDaily
An intense international effort to improve the resolution of magnetic resonance imaging (MRI) for studying the human brain has culminated in an ultra-high resolution 7 Tesla scanner that records up to 10 times more detail than current 7T scanners and over 50 times more detail than current 3T scanners, the mainstay of most hospitals.


						
The dramatically improved resolution means that scientists can see functional MRI (fMRI) features 0.4 millimeters across, compared to the 2 or 3 millimeters typical of today's standard 3T fMRIs.

"The NexGen 7T scanner is a new tool that allows us to look at the brain circuitry underlying different diseases of the brain with higher spatial resolution in fMRI, diffusion and structural imaging, and therefore to perform human neuroscience research at higher granularity. This puts UC Berkeley at the forefront of human neuroimaging research," said David Feinberg, the director of the project to build the scanner, acting professor at the Helen Wills Neuroscience Institute at the University of California, Berkeley, and president of Advanced MRI Technologies (AMRIT), a research company based in Sebastopol, California.

"The ultra-high resolution scanner will allow research on underlying changes in brain circuitry in a multitude of brain disorders, including degenerative diseases, schizophrenia and developmental disorders, including autism spectrum disorder."

This next generation or NexGen 7T MRI scanner is described in a paper that will be published Nov. 27 in the journal Nature Methods.

The improved resolution will help neuroscientists probe the neuronal circuits in different regions of the brain's neocortex and allow researchers to track signals propagating from one area of the cortex to another as we think and reason, and perhaps discover underlying causes of developmental disorders. This could lead to better ways of diagnosing brain disorders, perhaps by identifying new biomarkers that would allow diagnosis of mental disorders earlier or, more specifically, in order to choose the best therapy.

"Normally, MRI is not fast enough at all to see the direction of the information being passed from one area of the brain to another," Feinberg said. "The scanner's higher spatial resolution can identify activity at different depths in the brain's cortex to indirectly reveal brain circuitry by differentiating activity in different cell layers of the cortex."

This is possible because neuroscientists have found in vision brain areas that the superficial and deepest cortex layers (blue arrows in image on right) incorporate "top-down" circuits, that is, they receive information from higher cortical brain areas, whereas the middle cortex involves "bottom-up" circuitry, receiving input to the brain from our senses. Pinpointing the fMRI activity to a specific depth in the cortex lets neuroscientists track the flow of information throughout the brain and cortex.




With the higher spatial resolution, neuroscientists will be able to home in on the activity of something on the order of 850 individual neurons within a single voxel -- a 3D pixel -- instead of the 600,000 recorded with standard hospital MRIs, said Silvia Bunge, a UC Berkeley professor of psychology who is one of the first to use the NexGen 7T to conduct research on a human brain.

"We were able to look at the layer profile of the prefrontal cortex, and it's beautiful," said Bunge, who studies abstract reasoning. "It's so exciting to have this state-of-the-art, world-class machine."

For William Jagust, a UC Berkeley professor of public health who studies the brain changes associated with Alzheimer's disease, the improved resolution could finally help connect the dots between observed changes due to Alzheimer's that occur in the brain -- abnormal clumps of protein called beta amyloid and tau -- and changes in memory.

"We know that part of the memory system in the brain degenerates as we get older, but we know little about the actual changes to the memory system -- we can only go so far because of the resolution of our current MRI systems," said Jagust. "With this new scanner, we think we're going to be able to take apart a lot more carefully exactly where things have gone wrong. This could help with diagnosis or predicting outcomes in normal people."

Jack Gallant, a UC Berkeley professor of psychology, hopes the scanner will help neuroscientists discover how functional changes in the brain lead to developmental and mental disorders such as dyslexia, autism and schizophrenia, or that result from neurological disorders, such as dementia and stroke.

"Mental disorders have an enormous impact on individuals, families and society. Together they represent about 10% of the U.S. GDP. Mental disorders are fundamentally disorders of brain function, but functional measures are not used currently to diagnose most brain disorders or to look to see if a treatment's working. Instead, these disorders are diagnosed behaviorally. This is a weak approach, because there are a lot of different mental brain states that can lead to exactly the same behavior," Gallant said. "What we need is more powerful MRI machines like this so that we can map, at high resolution, how information is represented in the brain. To me this is the big potential clinical benefit of ultra-high resolution MRI."

BRAIN Initiative




The breakthrough came about through an initial $13.4 million in funding from the Brain Research through Advancing Innovative Neurotechnologies (BRAIN) Initiative of the U.S. National Institutes of Health (NIH). The initiative aims to develop new technologies that will produce a dynamic picture of the brain showing how individual cells and complex neural circuits interact across the brain and over time.

Additional funding from UC Berkeley's Chancellor's Office and the Weill Neurohub brought the total funding to over $22 million, which allowed Feinberg to assemble a multidisciplinary team of academics and leading scientists at the multinational corporation Siemens Healtheneers, a major manufacturer of hospital and research MRI scanners; MR CoilTech Limited of Glasgow, Scotland, maker of transmitter and receiver detector coils used in MRI to generate and record signals; and AMRIT, a designer of imaging pulse sequences that control the scanner hardware.

Incorporating newly developed hardware technology from those groups, Siemens collaborated with Feinberg's team to rebuild a conventional 7 Tesla MRI scanner delivered to UC Berkeley in 2000 to improve the spatial resolution in pictures captured during brain scans.

"There's been a large increase throughout the world of sites that use 7T MRI scanners, but they were mostly for development and were difficult to use," said Nicolas Boulant, a physicist visiting from the NeuroSpin project at the University of Paris in Saclay, where he leads the team that operates the world's only 11.7 Tesla MRI scanner, the strongest magnetic field employed to date. "David's team really put together many ingredients to make a quantum leap at 7 Tesla, to go beyond what was achievable before and gain performance."

Boulant hopes to adapt some of the new ingredients in the NexGen 7T -- in particular, redesigned gradient coils -- to eventually achieve even better resolution with the 11.7 Tesla MRI scanner. The gradient coils generate a rising magnetic field across the brain so that each part of the brain sees a different field strength, which helps to precisely map brain activity.

"The higher the magnetic field, the more difficult it is to really grab the potential promised by these higher-field MRI scanners to see finer details in the human brain," he said. "You need all this peripheral equipment, which needs to be on steroids to meet those promises. The NexGen 7T is really a game-changer when you want to do neuro MRI."

To reach higher spatial resolution, the NexGen 7T scanner had to be designed with a greatly improved gradient coil and with larger receiver array coils -- which detect the brain signals -- using from 64 to 128 channels to achieve a higher signal-to-noise ratio (SNR) in the cortex and faster data acquisition. All these improvements were combined with a higher signal from the ultra-high field 7T magnet to achieve cumulative gains in the scanner performance.

The extremely powerful gradient coil is the first to be made with three layers of wire windings. Designed by Peter Dietz at Siemens in Erlangen, Germany, the "Impulse" gradient has 10 times the performance of gradient systems in current 7T scanners. Mathias Davids, then a physics graduate student at Heidelberg University in Mannheim, Germany, and a member of Feinberg's team, collaborated with Dietz in performing physiologic modeling to allow a faster gradient slew rate -- a measure of how quickly the magnetic field changes across the brain -- while remaining under the neuronal stimulation thresholds of the human body.

"It's designed so that the gradient pulses can be turned on and off much quicker -- in microseconds -- to record the signals much quicker, and also so the much higher amplitude gradients can be utilized without stimulating the peripheral nerves in the body or stimulating the heart, which are physiologic limitations," Feinberg said.

A second key development in the scanner, Feinberg said, is the 128-channel receiver system that replaces the standard 32 channels. The large receiver coil arrays built by Shajan Gunamony of MR CoilTech in Glasgow, UK, gave a higher signal-to-noise ratio in the cerebral cortex and also provided higher parallel imaging acceleration for faster data acquisition to encode large image matrices for ultra high resolution fMRI and structural MRI.

To take advantage of the new hardware technology, Suhyung Park, Rudiger Stirnberg, Renzo Huber, Xiaozhi Cao and Feinberg designed new pulse sequences of precisely timed gradient pulses to rapidly achieve ultra high resolution. The smaller voxels, measured in units of cubic millimeters and less than 0.1 microliter, provide a 3D image resolution that is 10 times higher than that of previous 7T fMRIs and 125 times higher than the typical hospital 3T MRI scanners used for medical diagnosis.

Voxels matter

The most common MRI scanners employ superconducting magnets that produce a steady magnetic field of 3 Tesla -- 90,000 times stronger than Earth's magnetic field.

"A 3T fMRI scanner can resolve spatial details with a resolution of about 2 to 3 mm. The cortical circuits that underpin thought and behavior are about 0.5 mm across, so standard research scanners cannot resolve these important structures," Gallant said.

In contrast, fMRI focuses on blood flow in arteries and veins and can vividly distinguish oxygenated hemoglobin funneling into working areas of the brain from deoxygenated hemoglobin in less active areas. This allows neuroscientists to determine which areas of the brain are engaged during a specific task.

But again, the 3 mm resolution of a 3T fMRI can distinguish only large veins, not the small ones that could indicate activity within microcircuits.

The NexGen 7T will allow neuroscientists to pinpoint activity within the thin cortical layers in the gray matter, as well as within the narrow column circuits that are organized perpendicular to the layers. These columns are of special interest to Gallant, who studies how the world we see is represented in the visual cortex. He has actually been able to reconstruct what a person is seeing based solely on recordings from the brain's visual cortex.

"The machine that David has built, in theory, should get down to 500 microns, or something like that, which is way better than anything else -- we're very near the scale you would want if you're getting signals from a single column, for example," Gallant said. "It's fantastic. The whole thing about MRI is how big is the little volumetric unit, the voxel, the three-dimensional pixel that you're recording from. That's the only thing that matters."

For the moment, NexGen 7T brain scanners must be custom-built from regular 7T scanners. The cost should be considerably lower than the $22 million required to build the first one, however. These funds came not only from the BRAIN Initiative, but also from UC Berkeley funds through the Helen Wills Neuroscience Center, with which Feinberg, Bunge, Gallant and Jagust are affiliated.

Feinberg said that UC Berkeley's NexGen 7T scanner technology will be disseminated by Siemens and MR CoilTech Ltd.

"My view is that we may never be able to understand the human brain on the cellular synaptic circuitry level, where there are more connections than there are stars in the universe," Feinberg said. " But we are now able to see signal patterns of brain circuits and begin to tease apart feedback and feed forward circuitry in different depths of the cerebral cortex. And in that sense, we will soon be able to understand the human brain organization better, which will give us a new view into disease processes and ultimately allow us to test new therapies. We are seeking a better understanding and view of brain function that we can reliably test and reproducibly use noninvasively."

Other co-authors of the paper are Alexander Beckett of Advanced MRI Technologies; Chunlei Liu of UC Berkeley's Helen Wills Neuroscience Institute; An (Joseph) Vu of UC San Francisco; Lawrence Wald, Bernhard Gruber, Jon Polimeni and Jason Stockmann of the A. A. Martinos Center for Biomedical Imaging at Massachusetts General Hospital; Kawin Setsompop of Stanford University in California; Rudiger Sternberg of the German Center for Neurodegenerative Diseases in Bonn, Germany; Laurentius (Renzo) Huber of Maastricht University in the Netherlands; and Suhyung Park at Chonnam National University, South Korea.

The work was supported by BRAIN Initiative grants through the NIH (U01-EB025162, R01-322 MH111444) and other NIH grants (P41-EB030006, NIH R44-MH129278), as well as by funds from UC Berkeley's Chancellor's Office and the Weill Neurohub.
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New method verifies carbon capture in concrete | ScienceDaily
Carbon capture is essential to reduce the impact of human carbon dioxide emissions on our climate. Researchers at the University of Tokyo and Nagoya University in Japan have developed a method to confirm whether carbon in concrete originates from the raw materials, or from carbon in the air which has been trapped when it reacts with the concrete to form the mineral calcium carbonate. By measuring the ratio of certain carbon isotopes in concrete that had been exposed to the air and concrete that hadn't, the team could successfully verify that direct air carbon capture had occurred. This method could be useful for the industrial sector and countries looking to offset their carbon emissions.


						
2023 is on the way to becoming the hottest year on record. Rice crops wilted in Japan and roads melted in the U.S. Despite international agreements and calls to action, greenhouse gas emissions from fossil fuels have continued to increase. If we are to prevent the planet from tipping over the critical threshold of a 2-degree-Celsius temperature rise by 2100 (compared to preindustrial levels), we need to do more. According to the United Nations' Intergovernmental Panel on Climate Change, reducing and preventing further emissions alone is not enough. We must also remove carbon dioxide from the atmosphere if we are to hit our target.

Direct air capture (DAC) pulls carbon dioxide from the air using chemicals or physical processes. Increasing the use of DAC technologies is part of the International Energy Agency's (IEA) net-zero emissions scenario, a proposed range of methods to enable the global energy sector to remove as much carbon dioxide (CO2) as it emits by 2050. According to the IEA, industry was responsible for a quarter of global energy system CO2 emissions in 2022. Cement is the second-most widely used industrial product (after water), and it comes with a high environmental burden.

"As much as 800 kilograms of CO2 is emitted per ton of cement during its production, so reducing emissions has become a significant issue in the concrete industry," explained Professor Ippei Maruyama from the Department of Architecture at the University of Tokyo Graduate School of Engineering. "Concrete has long been known to react with CO2 in the air to form calcium carbonate, an undesirable phenomenon because it induces corrosion of the steel bars inside concrete structures. However, the concrete industry is now considering ways to make effective use of this reaction."

Although problematic for construction, the reaction which causes calcium carbonate to form fixes or traps CO2, removing the gas from the atmosphere. Calcium carbonate is also found naturally in rocks, such as limestone, which are used in concrete manufacturing. "This makes it difficult to distinguish whether or not CO2 identified in concrete has been freshly extracted from the air or comes from rocks," said Maruyama. "So we developed a method to verify this, which could be used to determine whether the concrete produced can be certified as offsetting CO2 emissions."

Researchers carried out the study by making hydrated cement paste samples as a concrete replica. After getting sufficiently hydrated, they ground the paste sample into powder, keeping the nonexposed powder contained and leaving the exposed powder open to the air. After seven and 28 days, they dissolved the powder in acid to collect the gas and using a technique called accelerator mass spectrometry analyzed the ratio of several carbon isotopes (atoms with the same chemical properties but different physical properties), namely carbon-12, carbon-13 and carbon-14. This enabled the team to evaluate where the carbon came from, and whether it was already present in the raw materials, as the carbon ratios reflected the known proportion of carbon isotopes in the air at the time the gas was sealed.

Next the researchers want to apply this lab-based method to real-world locations and test how the varied quantities of raw materials used in local concrete production may affect results. "Fixing carbon dioxide from the air is certified as an act of offsetting CO2 emissions, so it is economically valuable in terms of emissions trading. Digging up calcium carbonate for use in concrete is not, so the distinction is very important and this research can help to support a healthy market," said Maruyama. "We believe that the carbon neutrality and a circular economy in the construction industry are essential to our future, particularly in Japan where this industry has a role in supporting business continuity and recovery from natural disasters."
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How heat can be used in computing | ScienceDaily
Physicists at Martin Luther University Halle-Wittenberg (MLU) and Central South University in China have demonstrated that, combining specific materials, heat in technical devices can be used in computing. Their discovery is based on extensive calculations and simulations. The new approach demonstrates how heat signals can be steered and amplified for use in energy-efficient data processing. The team's research findings have been published in the journal Advanced Electronic Materials.


						
Electric current flow heats up electronic device. The generated heat is dissipated and energy is lost. "For decades, people have been looking for ways to re-use this lost energy in electronics," explains Dr Jamal Berakdar, a professor of physics at MLU. This is extremely challenging, he says, due to the difficulty in directing and controlling accurately heat signals. However, both are necessary if heat signals are to be used to reliably process data.

Berakdar carried out extensive calculations together with two colleagues from Central South University in China. The idea: instead of conventional electronic circuits, non-conductive magnetic strips are used in conjunction with normal metal spacers. "This unusual combination makes it possible to conduct and amplify heat signals in a controlled manner in order to power logical computing operations and heat diodes," explains Berakdar.

One disadvantage of the new method, however, is its speed. "This method does not produce the kind of computing speeds we see in modern smartphones," says Berakdar. That is why the new method is currently probably less relevant for use in everyday electronics and is better suited for next generation computers which will be used to perform energy-saving calculations. "Our technology can contribute to saving energy in information technology by making good use of surplus heat," Berakdar concludes.

The study was funded by the German Research Foundation (DFG), the National Natural Science Foundation of China, the Natural Science Foundation of Hunan Province and as part of the Central South University Innovation-Driven Research Program.
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New way of searching for dark matter | ScienceDaily
The existence of Dark Matter is a long-standing puzzle in our universe. Dark Matter makes up about a quarter of our universe, yet it does not interact significantly with ordinary matter. The existence of Dark Matter has been confirmed by a series of astrophysical and cosmological observations, including in the stunning recent pictures from James Webb Space Telescope. However, up to date, no experimental observation of dark matter has been reported. The existence of Dark Matter has been a question that high energy and astrophysicists around the world has been investigating for decades.


						
"This is the reason we do research in basic science, probing the deepest mysteries of the universe. The Large Hadron Collider at CERN is the largest experiment ever built, and particle collisions creating big-bang like condition can be exploited to look for hints of dark matter," says Professor Deepak Kar, from the School of Physics at the University of the Witwatersrand in Johannesburg, South Africa.

Working at the ATLAS experiment at CERN, Kar and his former PhD student, Sukanya Sinha (now a postdoctoral researcher at the University of Manchester), has pioneered a new way of searching for Dark Matter. Their research has been published in the journal, Physics Letters B.

"There have been plethora of collider searches for Dark Matter over the past few decades so far have focused on weakly interacting massive particles, termed WIMPs," says Kar. "WIMPS is one class of particles that are hypothesised to explain Dark Matter as they do not absorb or emit light and don't interact strongly with other particles. However, as no evidence of WIMPS' has been found so far, we realised that the search for Dark Matter needed a paradigm shift."

"What we were wondering, was whether Dark Matter particles actually are produced inside a jet of standard model particles," said Kar.This led to the exploration of a new detector signature known as semi-visible jets, which scientists never looked at before.

High energy collisions of protons often result in production of collimated spray of particles, collected in what is termed as jets, from decay of ordinary quarks or gluons. Semi-visible jets would arise when hypothetical dark quarks decay partially to Standard-Model quarks (known particles) and partially to stable dark hadrons (the "invisible fraction"). Since they are produced in pairs, typically along with additional Standard-Model jets, the imbalance of energy or the missing energy in the detector arises when all the jets are not fully balanced. The direction of the missing energy is often aligned with one of the semi-visible jets.

This makes searches for semi-visible jets very challenging, as this event signature can also arise due to mis-measured jets in the detector. Kar and Sinha's new way of looking for Dark Matter opens up new directions into looking for the existence of Dark Matter.

"Even though my PhD thesis does not contain a discovery of Dark Matter, it sets the first and rather stringent upper bounds on this production mode, and already inspiring further studies," says Sinha.
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Alien haze, cooked in a lab, clears view to distant water worlds | ScienceDaily
Scientists have simulated conditions that allow hazy skies to form in water-rich exoplanets, a crucial step in determining how haziness muddles observations by ground and space telescopes.


						
The research offers new tools to study the atmospheric chemistry of exoplanets and will help scientists model how water exoplanets form and evolve, findings that could help in the search for life beyond our solar system.

"The big picture is whether there is life outside the solar system, but trying to answer that kind of question requires really detailed modeling of all different types, specifically in planets with lots of water," said co-author Sarah Horst, a Johns Hopkins associate professor of Earth and planetary sciences. "This has been a huge challenge because we just don't have the lab work to do that, so we are trying to use these new lab techniques to get more out of the data that we're taking in with all these big fancy telescopes."

The team published its findings today in Nature Astronomy.

Whether a planet's atmosphere contains hazes or other particles has a marked influence on global temperatures, incoming levels of starlight, and other factors that can hinder or foster biological activity, the researchers said.

The team ran the experiments in a custom-designed chamber within Horst's lab. They are the first to determine how much haze can form in water planets beyond the solar system, Horst said.

Haze consists of solid particles suspended in gas, and it alters the way light interacts with that gas. Different levels and kinds of haze can affect how the particles spread out through an atmosphere, changing what scientists can detect about distant planets with telescopes.




"Water is the first thing we look for when we're trying to see if a planet is habitable, and there are already exciting observations of water in exoplanet atmospheres. But our experiments and modeling suggest these planets most likely also contain haze," said Chao He, a planetary scientist who led the research at Johns Hopkins. "This haze really complicates our observations, as it clouds our view of an exoplanet's atmospheric chemistry and molecular features."

Scientists study exoplanets with telescopes that look at how light passes through their atmosphere, spotting how atmospheric gases absorb different hues or wavelengths of that light. Distorted observations can lead to miscalculations of the amounts of important substances in the air, such as water and methane, and the type and levels of particles in the atmosphere. Such misinterpretations can impair scientists' conclusions about global temperatures, the thickness of an atmosphere, and other planetary conditions, Horst said.

The team concocted two gas mixtures containing water vapor and other compounds hypothesized to be common in exoplanets. They beamed those concoctions with ultraviolet light to simulate how light from a star would start the chemical reactions that produce haze particles. They then measured how much light the particles absorbed and reflected to understand how they would interact with light in the atmosphere.

The new data matched the chemical signatures of a well-studied exoplanet called GJ 1214 b more accurately than previous research, demonstrating that hazes with different optical properties can lead to misinterpretations of a planet's atmosphere.

Alien atmospheres can be very different from those in our solar system, Horst said, adding that there are more than 5,000 confirmed exoplanets with varying atmospheric chemistries.

The team is now working to create more lab-made haze "analogs" with gas mixtures that more accurately represent what they see with telescopes.

"People will be able to use that data when they model those atmospheres to try to understand things like what the temperature is like in the atmosphere and the surface of that planet, whether there are clouds, how high they are and what they are made of, or how fast the winds go," Horst said. "All those kinds of things can help us really focus our attention on specific planets and make our experiments unique instead of just running generalized tests when trying to understand the big picture."

Other authors include Michael Radke and Sarah E. Moran, of Johns Hopkins; Nikole K. Lewis, of Cornell University; Julianne I. Moses of Space Science Institute; Mark S. Marley of University of Arizona; Natasha E. Batalha of NASA's Ames Research Center; Eliza M.-R. Kempton of University of Maryland, College Park; Caroline V. Morley of the University of Texas at Austin; Jeff A. Valenti of the Space Telescope Science Institute; and Veronique Vuitton of Universite Grenoble Alpes.
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New method uses crowdsourced feedback to help train robots | ScienceDaily
To teach an AI agent a new task, like how to open a kitchen cabinet, researchers often use reinforcement learning -- a trial-and-error process where the agent is rewarded for taking actions that get it closer to the goal.


						
In many instances, a human expert must carefully design a reward function, which is an incentive mechanism that gives the agent motivation to explore. The human expert must iteratively update that reward function as the agent explores and tries different actions. This can be time-consuming, inefficient, and difficult to scale up, especially when the task is complex and involves many steps.

Researchers from MIT, Harvard University, and the University of Washington have developed a new reinforcement learning approach that doesn't rely on an expertly designed reward function. Instead, it leverages crowdsourced feedback, gathered from many nonexpert users, to guide the agent as it learns to reach its goal.

While some other methods also attempt to utilize nonexpert feedback, this new approach enables the AI agent to learn more quickly, despite the fact that data crowdsourced from users are often full of errors. These noisy data might cause other methods to fail.

In addition, this new approach allows feedback to be gathered asynchronously, so nonexpert users around the world can contribute to teaching the agent.

"One of the most time-consuming and challenging parts in designing a robotic agent today is engineering the reward function. Today reward functions are designed by expert researchers -- a paradigm that is not scalable if we want to teach our robots many different tasks. Our work proposes a way to scale robot learning by crowdsourcing the design of reward function and by making it possible for nonexperts to provide useful feedback," says Pulkit Agrawal, an assistant professor in the MIT Department of Electrical Engineering and Computer Science (EECS) who leads the Improbable AI Lab in the MIT Computer Science and Artificial Intelligence Laboratory (CSAIL).

In the future, this method could help a robot learn to perform specific tasks in a user's home quickly, without the owner needing to show the robot physical examples of each task. The robot could explore on its own, with crowdsourced nonexpert feedback guiding its exploration.




"In our method, the reward function guides the agent to what it should explore, instead of telling it exactly what it should do to complete the task. So, even if the human supervision is somewhat inaccurate and noisy, the agent is still able to explore, which helps it learn much better," explains lead author Marcel Torne '23, a research assistant in the Improbable AI Lab.

Torne is joined on the paper by his MIT advisor, Agrawal; senior author Abhishek Gupta, assistant professor at the University of Washington; as well as others at the University of Washington and MIT. The research will be presented at the Conference on Neural Information Processing Systems next month.

Noisy feedback

One way to gather user feedback for reinforcement learning is to show a user two photos of states achieved by the agent, and then ask that user which state is closer to a goal. For instance, perhaps a robot's goal is to open a kitchen cabinet. One image might show that the robot opened the cabinet, while the second might show that it opened the microwave. A user would pick the photo of the "better" state.

Some previous approaches try to use this crowdsourced, binary feedback to optimize a reward function that the agent would use to learn the task. However, because nonexperts are likely to make mistakes, the reward function can become very noisy, so the agent might get stuck and never reach its goal.

"Basically, the agent would take the reward function too seriously. It would try to match the reward function perfectly. So, instead of directly optimizing over the reward function, we just use it to tell the robot which areas it should be exploring," Torne says.




He and his collaborators decoupled the process into two separate parts, each directed by its own algorithm. They call their new reinforcement learning method HuGE (Human Guided Exploration).

On one side, a goal selector algorithm is continuously updated with crowdsourced human feedback. The feedback is not used as a reward function, but rather to guide the agent's exploration. In a sense, the nonexpert users drop breadcrumbs that incrementally lead the agent toward its goal.

On the other side, the agent explores on its own, in a self-supervised manner guided by the goal selector. It collects images or videos of actions that it tries, which are then sent to humans and used to update the goal selector.

This narrows down the area for the agent to explore, leading it to more promising areas that are closer to its goal. But if there is no feedback, or if feedback takes a while to arrive, the agent will keep learning on its own, albeit in a slower manner. This enables feedback to be gathered infrequently and asynchronously.

"The exploration loop can keep going autonomously, because it is just going to explore and learn new things. And then when you get some better signal, it is going to explore in more concrete ways. You can just keep them turning at their own pace," adds Torne.

And because the feedback is just gently guiding the agent's behavior, it will eventually learn to complete the task even if users provide incorrect answers.

Faster learning

The researchers tested this method on a number of simulated and real-world tasks. In simulation, they used HuGE to effectively learn tasks with long sequences of actions, such as stacking blocks in a particular order or navigating a large maze.

In real-world tests, they utilized HuGE to train robotic arms to draw the letter "U" and pick and place objects. For these tests, they crowdsourced data from 109 nonexpert users in 13 different countries spanning three continents.

In real-world and simulated experiments, HuGE helped agents learn to achieve the goal faster than other methods.

The researchers also found that data crowdsourced from nonexperts yielded better performance than synthetic data, which were produced and labeled by the researchers. For nonexpert users, labeling 30 images or videos took fewer than two minutes.

"This makes it very promising in terms of being able to scale up this method," Torne adds.

In a related paper, which the researchers presented at the recent Conference on Robot Learning, they enhanced HuGE so an AI agent can learn to perform the task, and then autonomously reset the environment to continue learning. For instance, if the agent learns to open a cabinet, the method also guides the agent to close the cabinet.

"Now we can have it learn completely autonomously without needing human resets," he says.

The researchers also emphasize that, in this and other learning approaches, it is critical to ensure that AI agents are aligned with human values.

In the future, they want to continue refining HuGE so the agent can learn from other forms of communication, such as natural language and physical interactions with the robot. They are also interested in applying this method to teach multiple agents at once.

This research is funded, in part, by the MIT-IBM Watson AI Lab.
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Separating out signals recorded at the seafloor | ScienceDaily
Blame it on plate tectonics. The deep ocean is never preserved, but instead is lost to time as the seafloor is subducted. Geologists are mostly left with shallower rocks from closer to the shoreline to inform their studies of Earth history.


						
"We have only a good record of the deep ocean for the last ~180 million years," said David Fike, the Glassberg/Greensfelder Distinguished University Professor of Earth, Environmental, and Planetary Sciences in Arts & Sciences at Washington University in St. Louis. "Everything else is just shallow-water deposits. So it's really important to understand the bias that might be present when we look at shallow-water deposits."

One of the ways that scientists like Fike use deposits from the seafloor is to reconstruct timelines of past ecological and environmental change. Researchers are keenly interested in how and when oxygen began to build up in the oceans and atmosphere, making Earth more hospitable to life as we know it.

For decades they have relied on pyrite, the iron-sulfide mineral known as "fool's gold," as a sensitive recorder of conditions in the marine environment where it is formed. By measuring the bulk isotopic composition of sulfur in pyrite samples -- the relative abundance of sulfur atoms with slightly different mass -- scientists have tried to better understand ancient microbial activity and interpret global chemical cycles.

But the outlook for pyrite is not so shiny anymore. In a pair of companion papers published Nov. 24 in the journal Science, Fike and his collaborators show that variations in pyrite sulfur isotopes may not represent the global processes that have made them such popular targets of analysis.

Instead, Fike's research demonstrates that pyrite responds predominantly to local processes that should not be taken as representative of the whole ocean. A new microanalysis approach developed at Washington University helped the researchers to separate out signals in pyrite that reveal the relative influence of microbes and that of local climate.

For the first study, Fike worked with Roger Bryant, who completed his graduate studies at Washington University, to examine the grain-level distribution of pyrite sulfur isotope compositions in a sample of recent glacial-interglacial sediments. They developed and used a cutting-edge analytical technique with the secondary-ion mass spectrometer (SIMS) in Fike's laboratory.




"We analyzed every individual pyrite crystal that we could find and got isotopic values for each one," Fike said. By considering the distribution of results from individual grains, rather than the average (or bulk) results, the scientists showed that it is possible to tease apart the role of the physical properties of the depositional environment, like the sedimentation rate and the porosity of the sediments, from the microbial activity in the seabed.

"We found that even when bulk pyrite sulfur isotopes changed a lot between glacials and interglacials, the minima of our single grain pyrite distributions remained broadly constant," Bryant said. "This told us that microbial activity did not drive the changes in bulk pyrite sulfur isotopes and refuted one of our major hypotheses."

"Using this framework, we're able to go in and look at the separate roles of microbes and sediments in driving the signals," Fike said. "That to me represents a huge step forward in being able to interpret what is recorded in these signals."

In the second paper, led by Itay Halevy of the Weizmann Institute of Science and co-authored by Fike and Bryant, the scientists developed and explored a computer model of marine sediments, complete with mathematical representations of the microorganisms that degrade organic matter and turn sulfate into sulfide and the processes that trap that sulfide in pyrite.

"We found that variations in the isotopic composition of pyrite are mostly a function of the depositional environment in which the pyrite formed," Halevy said. The new model shows that a range of parameters of the sedimentary environment affect the balance between sulfate and sulfide consumption and resupply, and that this balance is the major determinant of the sulfur isotope composition of pyrite.

"The rate of sediment deposition on the seafloor, the proportion of organic matter in that sediment, the proportion of reactive iron particles, the density of packing of the sediment as it settles to the seafloor -- all of these properties affect the isotopic composition of pyrite in ways that we can now understand," he said.

Importantly, none of these properties of the sedimentary environment are strongly linked to the global sulfur cycle, to the oxidation state of the global ocean, or essentially any other property that researchers have traditionally used pyrite sulfur isotopes to reconstruct, the scientists said.

"The really exciting aspect of this new work is that it gives us a predictive model for how we think other pyrite records should behave," Fike said. "For example, if we can interpret other records -- and better understand that they are driven by things like local changes in sedimentation, rather than global parameters about ocean oxygen state or microbial activity -- then we can try to use this data to refine our understanding of sea level change in the past."
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'Dolomite Problem': 200-year-old geology mystery resolved | ScienceDaily
For 200 years, scientists have failed to grow a common mineral in the laboratory under the conditions believed to have formed it naturally. Now, a team of researchers from the University of Michigan and Hokkaido University in Sapporo, Japan have finally pulled it off, thanks to a new theory developed from atomic simulations.


						
Their success resolves a long-standing geology mystery called the "Dolomite Problem." Dolomite -- a key mineral in the Dolomite mountains in Italy, Niagara Falls, the White Cliffs of Dover and Utah's Hoodoos -- is very abundant in rocks older than 100 million years, but nearly absent in younger formations.

"If we understand how dolomite grows in nature, we might learn new strategies to promote the crystal growth of modern technological materials," said Wenhao Sun, the Dow Early Career Professor of Materials Science and Engineering at U-M and the corresponding author of the paper published today in Science.

The secret to finally growing dolomite in the lab was removing defects in the mineral structure as it grows. When minerals form in water, atoms usually deposit neatly onto an edge of the growing crystal surface. However, the growth edge of dolomite consists of alternating rows of calcium and magnesium. In water, calcium and magnesium will randomly attach to the growing dolomite crystal, often lodging into the wrong spot and creating defects that prevent additional layers of dolomite from forming. This disorder slows dolomite growth to a crawl, meaning it would take 10 million years to make just one layer of ordered dolomite.

Luckily, these defects aren't locked in place. Because the disordered atoms are less stable than atoms in the correct position, they are the first to dissolve when the mineral is washed with water. Repeatedly rinsing away these defects -- for example, with rain or tidal cycles -- allows a dolomite layer to form in only a matter of years. Over geologic time, mountains of dolomite can accumulate.

To simulate dolomite growth accurately, the researchers needed to calculate how strongly or loosely atoms will attach to an existing dolomite surface. The most accurate simulations require the energy of every single interaction between electrons and atoms in the growing crystal. Such exhaustive calculations usually require huge amounts of computing power, but software developed at U-M's Predictive Structure Materials Science (PRISMS) Center offered a shortcut.

"Our software calculates the energy for some atomic arrangements, then extrapolates to predict the energies for other arrangements based on the symmetry of the crystal structure," said Brian Puchala, one of the software's lead developers and an associate research scientist in U-M's Department of Materials Science and Engineering.




That shortcut made it feasible to simulate dolomite growth over geologic timescales.

"Each atomic step would normally take over 5,000 CPU hours on a supercomputer. Now, we can do the same calculation in 2 milliseconds on a desktop," said Joonsoo Kim, a doctoral student of materials science and engineering and the study's first author.

The few areas where dolomite forms today intermittently flood and later dry out, which aligns well with Sun and Kim's theory. But such evidence alone wasn't enough to be fully convincing. Enter Yuki Kimura, a professor of materials science from Hokkaido University, and Tomoya Yamazaki, a postdoctoral researcher in Kimura's lab. They tested the new theory with a quirk of transmission electron microscopes.

"Electron microscopes usually use electron beams just to image samples," Kimura said. "However, the beam can also split water, which makes acid that can cause crystals to dissolve. Usually this is bad for imaging, but in this case, dissolution is exactly what we wanted."

After placing a tiny dolomite crystal in a solution of calcium and magnesium, Kimura and Yamazaki gently pulsed the electron beam 4,000 times over two hours, dissolving away the defects. After the pulses, dolomite was seen to grow approximately 100 nanometers -- around 250,000 times smaller than an inch. Although this was only 300 layers of dolomite, never had more than five layers of dolomite been grown in the lab before.

The lessons learned from the Dolomite Problem can help engineers manufacture higher-quality materials for semiconductors, solar panels, batteries and other tech.

"In the past, crystal growers who wanted to make materials without defects would try to grow them really slowly," Sun said. "Our theory shows that you can grow defect-free materials quickly, if you periodically dissolve the defects away during growth."

The research was funded by the American Chemical Society PRF New Doctoral Investigator grant, the U.S. Department of Energy and the Japanese Society for the Promotion of Science.
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AI recognizes the tempo and stages of embryonic development | ScienceDaily
Animal embryos go through a series of characteristic developmental stages on their journey from a fertilized egg cell to a functional organism. This biological process is largely genetically controlled and follows a similar pattern across different animal species. Yet, there are differences in the details -- between individual species and even among embryos of the same species. For example, the tempo at which individual embryonic stages are passed through can vary. Such variations in embryonic development are considered an important driver of evolution, as they can lead to new characteristics, thus promoting evolutionary adaptations and biodiversity.


						
Studying the embryonic development of animals is therefore of great importance to better understand evolutionary mechanisms. But how can differences in embryonic development, such as the timing of developmental stages, be recorded objectively and efficiently? Researchers at the University of Konstanz led by systems biologist Patrick Muller are developing and using methods based on artificial intelligence (AI). In their current article in Nature Methods, they describe a novel approach that automatically captures the tempo of development processes and recognizes characteristic stages without human input -- standardized and across species boundaries.

Every embryo is a little different

Our current knowledge of animal embryogenesis and individual developmental stages is based on studies in which embryos of different ages were observed under the microscope and described in detail. Thanks to this painstaking manual work, reference books with idealized depictions of individual embryonic stages are available for many animal species today. "However, embryos often do not look exactly the same under the microscope as they do in the schematic drawings. And the transitions between individual stages are not abrupt, but more gradual," explains Muller. Manually assigning an embryo to the various stages of development is therefore not trivial even for experts and a bit subjective.

What makes it even more difficult: Embryonic development does not always follow the expected timetable. "Various factors can influence the timing of embryonic development, such as temperature," explains Muller. The AI-supported method he and his colleagues developed is a substantial step forward. For a first application example, the researchers trained their Twin Network with more than 3 million images of zebrafish embryos that were developing healthily. They then used the resulting AI model to automatically determine the developmental age of other zebrafish embryos.

Objective, accurate and generalizable

The researchers were able to demonstrate that the AI is capable of identifying key steps in zebrafish embryogenesis and detecting individual stages of development fully automatically and without human input. In their study, the researchers used the AI system to compare the developmental stage of embryos and describe the temperature dependence of embryonic development in zebrafish. Although the AI was trained with images of normally developing embryos, it was also able to identify malformations that can occur spontaneously in a certain percentage of embryos or that may be triggered by environmental toxins.

In a final step, the researchers transferred the method to other animal species, such as sticklebacks or the worm Caenorhabditis elegans, which is evolutionarily quite distant from zebrafish. "Once the necessary image material is available, our Twin Network-based method can be used to analyze the embryonic development of various animal species in terms of time and stages. Even if no comparative data for the animal species exists, our system works in an objective, standardized way," Muller explains. The method therefore holds great potential for studying the development and evolution of previously uncharacterized animal species.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2023/11/231123164731.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



'Strange metal' is strangely quiet in noise experiment | ScienceDaily
True to form, a "strange metal" quantum material proved strangely quiet in recent quantum noise experiments at Rice University. Published this week in Science, the measurements of quantum charge fluctuations known as "shot noise" provide the first direct evidence that electricity seems to flow through strange metals in an unusual liquidlike form that cannot be readily explained in terms of quantized packets of charge known as quasiparticles.


						
"The noise is greatly suppressed compared to ordinary wires," said Rice's Douglas Natelson, the study's corresponding author. "Maybe this is evidence that quasiparticles are not well-defined things or that they're just not there and charge moves in more complicated ways. We have to find the right vocabulary to talk about how charge can move collectively."

The experiments were performed on nanoscale wires of a quantum critical material with a precise 1-2-2 ratio of ytterbium, rhodium and silicon (YbRh2Si2), which has been studied in great depth during the past two decades by Silke Paschen, a solid-state physicist at the Vienna University of Technology (TU Wien). The material contains a high degree of quantum entanglement that produces a very unusual ("strange") temperature-dependent behavior that is very different from the one in normal metals such as silver or gold.

In such normal metals, each quasiparticle, or discrete unit, of charge is the product of incalculable tiny interactions between countless electrons. First put forward 67 years ago, the quasiparticle is a concept physicists use to represent the combined effect of those interactions as a single quantum object for the purposes of quantum mechanical calculations.

Some prior theoretical studies have suggested that the charge in a strange metal might not be carried by such quasiparticles, and shot noise experiments allowed Natelson, study lead author Liyang Chen, a former student in Natelson's lab, and other Rice and TU Wien co-authors to gather the first direct empirical evidence to test the idea.

"The shot noise measurement is basically a way of seeing how granular the charge is as it goes through something," Natelson said. "The idea is that if I'm driving a current, it consists of a bunch of discrete charge carriers. Those arrive at an average rate, but sometimes they happen to be closer together in time, and sometimes they're farther apart."

Applying the technique in YbRh2Si2 crystals presented significant technical challenges. Shot noise experiments cannot be performed on single macroscopic crystals but, rather, require samples of nanoscopic dimensions. Thus, the growth of extremely thin but nevertheless perfectly crystalline films had to be achieved, something that Paschen, Maxwell Andrews and their collaborators at TU Wien managed after almost a decade of hard work. Next, Chen had to find a way to maintain that level of perfection while fashioning wires from these thin films that were about 5,000 times narrower than a human hair.




Rice co-author Qimiao Si, the lead theorist on the study and the Harry C. and Olga K. Wiess Professor of Physics and Astronomy, said he, Natelson and Paschen first discussed the idea for the experiments while Paschen was a visiting scholar at Rice in 2016. Si said the results are consistent with a theory of quantum criticality he published in 2001 that he has continued to explore in a nearly two-decade collaboration with Paschen.

"The low shot noise brought about fresh new insights into how the charge-current carriers entwine with the other agents of the quantum criticality that underlies the strange metallicity," said Si, whose group performed calculations that ruled out the quasiparticle picture. "In this theory of quantum criticality, the electrons are pushed to the verge of localization, and the quasiparticles are lost everywhere on the Fermi surface."

Natelson said the larger question is whether similar behavior might arise in any or all of the dozens of other compounds that exhibit strange metal behavior.

"Sometimes you kind of feel like nature is telling you something," Natelson said. "This 'strange metallicity' shows up in many different physical systems, despite the fact that the microscopic, underlying physics is very different. In copper-oxide superconductors, for example, the microscopic physics is very, very different than in the heavy-fermion system we're looking at. They all seem to have this linear-in-temperature resistivity that's characteristic of strange metals, and you have to wonder is there something generic going on that is independent of whatever the microscopic building blocks are inside them."

The research was supported by the Department of Energy's Basic Energy Sciences program (DE-FG02-06ER46337), the National Science Foundation (1704264, 2220603), the European Research Council (101055088), the Austrian Science Fund (FWF I4047, FWF SFB F 86), the Austrian Research Promotion Agency (FFG 2156529, FFG 883941), the European Union's Horizon 2020 program (824109-EMP), the Air Force Office of Scientific Research (FA8665-22-1-7170), the Welch Foundation (C-1411) and the Vannevar Bush Faculty Fellowship (ONR-VB-N00014-23-1-2870).
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Telescope Array detects second highest-energy cosmic ray ever | ScienceDaily
In 1991, the University of Utah Fly's Eye experiment detected the highest-energy cosmic ray ever observed. Later dubbed the Oh-My-God particle, the cosmic ray's energy shocked astrophysicists. Nothing in our galaxy had the power to produce it, and the particle had more energy than was theoretically possible for cosmic rays traveling to Earth from other galaxies. Simply put, the particle should not exist.


						
The Telescope Array has since observed more than 30 ultra-high-energy cosmic rays, though none approaching the Oh-My-God-level energy. No observations have yet revealed their origin or how they are able to travel to the Earth.

On May 27, 2021, the Telescope Array experiment detected the second-highest extreme-energy cosmic ray. At 2.4 x 1020eV, the energy of this single subatomic particle is equivalent to dropping a brick on your toe from waist height. Led by the University of Utah (the U) and the University of Tokyo, the Telescope Array consists of 507 surface detector stations arranged in a square grid that covers 700 km2 (~270 miles2) outside of Delta, Utah in the state's West Desert. The event triggered 23 detectors at the north-west region of the Telescope Array, splashing across 48 km2 (18.5 mi2). Its arrival direction appeared to be from the Local Void, an empty area of space bordering the Milky Way galaxy.

"The particles are so high energy, they shouldn't be affected by galactic and extra-galactic magnetic fields. You should be able to point to where they come from in the sky," said John Matthews, Telescope Array co-spokesperson at the U and co-author of the study. "But in the case of the Oh-My-God particle and this new particle, you trace its trajectory to its source and there's nothing high energy enough to have produced it. That's the mystery of this -- what the heck is going on?"

In their observation that published on Nov. 24, 2023, in the journal Science, an international collaboration of researchers describe the ultra-high-energy cosmic ray, evaluate its characteristics, and conclude that the rare phenomena might follow particle physics unknown to science. The researchers named it the Amaterasu particle after the sun goddess in Japanese mythology. The Oh-My-God and the Amaterasu particles were detected using different observation techniques, confirming that while rare, these ultra-high energy events are real.

"These events seem like they're coming from completely different places in the sky. It's not like there's one mysterious source," said John Belz, professor at the U and co-author of the study. "It could be defects in the structure of spacetime, colliding cosmic strings. I mean, I'm just spit-balling crazy ideas that people are coming up with because there's not a conventional explanation."

Natural particle accelerators

Cosmic rays are echoes of violent celestial events that have stripped matter to its subatomic structures and hurled it through universe at nearly the speed of light. Essentially cosmic rays are charged particles with a wide range of energies consisting of positive protons, negative electrons, or entire atomic nuclei that travel through space and rain down onto Earth nearly constantly.




Cosmic rays hit Earth's upper atmosphere and blasts apart the nucleus of oxygen and nitrogen gas, generating many secondary particles. These travel a short distance in the atmosphere and repeat the process, building a shower of billions of secondary particles that scatter to the surface. The footprint of this secondary shower is massive and requires that detectors cover an area as large as the Telescope Array. The surface detectors utilize a suite of instrumentation that gives researchers information about each cosmic ray; the timing of the signal shows its trajectory and the amount of charged particles hitting each detector reveals the primary particle's energy.

Because particles have a charge, their flight path resembles a ball in a pinball machine as they zigzag against the electromagnetic fields through the cosmic microwave background. It's nearly impossible to trace the trajectory of most cosmic rays, which lie on the low- to middle-end of the energy spectrum. Even high-energy cosmic rays are distorted by the microwave background. Particles with Oh-My-God and Amaterasuenergy blast through intergalactic space relatively unbent. Only the most powerful of celestial events can produce them.

"Things that people think of as energetic, like supernova, are nowhere near energetic enough for this. You need huge amounts of energy, really high magnetic fields to confine the particle while it gets accelerated," said Matthews.

Ultra-high-energy cosmic rays must exceed 5 x 1019 eV. This means that a single subatomic particle carries the same kinetic energy as a major league pitcher's fast ball and has tens of millions of times more energy than any human-made particle accelerator can achieve. Astrophysicists calculated this theoretical limit, known as the Greisen-Zatsepin-Kuzmin (GZK) cutoff, as the maximum energy a proton can hold traveling over long distances before the effect of interactions of the microwave background radiation take their energy. Known source candidates, such as active galactic nuclei or black holes with accretion disks emitting particle jets, tend to be more than 160 million light years away from Earth. The new particle's 2.4 x 1020 eV and the Oh-My-God particle's 3.2 x 1020 eV easily surpass the cutoff.

Researchers also analyze cosmic ray composition for clues of its origins. A heavier particle, like iron nuclei, are heavier, have more charge and are more susceptible to bending in a magnetic field than a lighter particle made of protons from a hydrogen atom. The new particle is likely a proton. Particle physics dictates that a cosmic ray with energy beyond the GZK cutoff is too powerful for the microwave background to distort its path, but back tracing its trajectory points towards empty space.

"Maybe magnetic fields are stronger than we thought, but that disagrees with other observations that show they're not strong enough to produce significant curvature at these ten-to-the-twentieth electron volt energies," said Belz. "It's a real mystery."

Expanding the footprint




The Telescope Array is uniquely positioned to detect ultra-high-energy cosmic rays. It sits at about 1,200 m (4,000 ft), the elevation sweet-spot that allows secondary particles maximum development, but before they start to decay. Its location in Utah's West Desert provides ideal atmospheric conditions in two ways: the dry air is crucial because humidity will absorb the ultraviolet light necessary for detection; and the region's dark skies are essential, as light pollution will create too much noise and obscure the cosmic rays.

Astrophysicists are still baffled by the mysterious phenomena. The Telescope Array is in the middle of an expansion that that they hope will help crack the case. Once completed, 500 new scintillator detectors will expand the Telescope Array will sample cosmic ray-induced particle showers across 2,900 km2  (1,100 mi2 ), an area nearly the size of Rhode Island. The larger footprint will hopefully capture more events that will shed light on what's going on.
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Revolutionary breakthrough in the manufacture of photovoltaic cells | ScienceDaily
The University of Ottawa, together with national and international partners, has achieved a world first by manufacturing the first back-contact micrometric photovoltaic cells.


						
The cells, with a size twice the thickness of a strand of hair, have significant advantages over conventional solar technologies, reducing electrode-induced shadowing by 95% and potentially lowering energy production costs by up to three times.

The technological breakthrough -- led by Mathieu de Lafontaine, a postdoctoral researcher at the University of Ottawa and a part-time physics professor; and Karin Hinzer, vice-dean, research, and University Research Chair in Photonic Devices for Energy at the Faculty of Engineering -- paves the way for a new era of miniaturization in the field of electronic devices.

The micrometric photovoltaic cell manufacturing process involved a partnership between the University of Ottawa, the Universite de Sherbrooke in Quebec and the Laboratoire des Technologies de la Microelectronique in Grenoble, France.

"These micrometric photovoltaic cells have remarkable characteristics, including an extremely small size and significantly reduced shadowing. Those properties lend themselves to various applications, from densification of electronic devices to areas such as solar cells, lightweight nuclear batteries for space exploration and miniaturization of devices for telecommunications and the internet of things," Hinzer says.

A breakthrough with huge potential

"This technological breakthrough promises significant benefits for society. Less expensive, more powerful solar cells will help accelerate the energy shift. Lightweight nuclear batteries will facilitate space exploration, and miniaturization of devices will contribute to the growth of the internet of things and lead to more powerful computers and smartphones," de Lafontaine says.




"The development of these first back-contact micrometric photovoltaic cells is a crucial step in the miniaturization of electronic devices," he adds.

"Semiconductors are vital in the shift to a carbon-neutral economy. This project is one of many research initiatives that we're undertaking at the Faculty of Engineering to achieve our societal goals," says Hinzer. Semiconductors are included in three of the five research areas at the Faculty of Engineering, namely, information technologies, photonics and emerging materials, and two of the four strategic areas of research at the University of Ottawa, namely, creating a sustainable environment and shaping the digital world.

This international partnership between Canada and France illustrates the importance of innovation and research in micromanufacturing, leading the way to a future in which technology will become more powerful and accessible than ever. It also marks an historic step in the evolution of the global scientific and technology scene.

This initiative was funded by the Natural Sciences and Engineering Research Council of Canada, the Fonds de recherche du Quebec Nature et technologies, the Horizon Europe Framework program, Prompt Quebec and STACE Inc.
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Chemists use oxygen, copper 'scissors' to make cheaper drug treatments possible | ScienceDaily
Drugs to treat cancer are often very expensive to produce, resulting in high costs for the patients who need them. Thanks to pathbreaking research by UCLA chemists, led by organic chemistry professor Ohyun Kwon, the price of drug treatments for cancer and other serious illnesses may soon plummet.


						
One chemical used in some anti-cancer drugs, for example, costs pharmaceutical companies $3,200 per gram -- 50 times more than a gram of gold. The UCLA researchers devised an inexpensive way to produce this drug molecule from a chemical costing just $3 per gram. They were also able to apply the process to produce many other chemicals used in medicine and agriculture for a fraction of the usual cost.

This feat, published in the journal Science, involves a process known as "aminodealkenylation." Using oxygen as a reagent and copper as a catalyst to break the carbon-carbon bonds of many different organic molecules, the researchers replaced these bonds with carbon-nitrogen bonds, converting the molecules into derivatives of ammonia called amines.

Because amines interact strongly with molecules in living plants and animals, they are widely used in pharmaceuticals, as well as in agricultural chemicals. Familiar amines include nicotine, cocaine, morphine and amphetamine, and neurotransmitters like dopamine. Fertilizers, herbicides and pesticides also contain amines.

Industrial production of amines is therefore of great interest, but the raw materials and reagents are often expensive, and the processes can require many complicated steps to complete. Using fewer steps and no expensive ingredients, the process developed at UCLA can produce valuable chemicals at a much lower cost than current methods.

"This has never been done before," Kwon said. "Traditional metal catalysis uses expensive metals such as platinum, silver, gold and palladium, and other precious metals such as rhodium, ruthenium and iridium. But we are using oxygen and copper, one of the world's most abundant base metals."

The new method uses a form of oxygen called ozone, a potent oxidant, to break the carbon-carbon bond in hydrocarbons called alkenes, and a copper catalyst to couple the broken bond with nitrogen, turning the molecule into an amine. In one example, the researchers produced a c-Jun N-terminal kinase inhibitor -- an anti-cancer drug -- in just three chemical steps, instead of the 12 or 13 steps previously needed. The cost per gram can thus be reduced from thousands of dollars to just a few dollars.

In another example, the protocol took just one step to convert adenosine -- a neurotransmitter and DNA building block that costs less than 10 cents per gram -- into the amine N6-methyladenosine. The amine plays crucial roles in controlling gene expression in cellular, developmental and disease processes, and its production cost has previously been $103 per gram.

Kwon's research group was able to modify hormones, pharmaceutical reagents, peptides and nucleosides into other useful amines, showing the new method's potential to become a standard production technique in drug manufacturing and many other industries.

The research was funded by the National Institutes of Health.
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Drones enabled the use of defibrillators before ambulance arrival | ScienceDaily
Researchers at Karolinska Institutet have evaluated the possibility of alerting drones equipped with automated external defibrillators (AED) to patients with suspected cardiac arrest. In more than half of the cases, the drones were ahead of the ambulance by an average of three minutes. In cases where the patient was in cardiac arrest, the drone-delivered defibrillator was used in a majority of cases. The results have been published in the journal The Lancet Digital Health.


						
"The use of an AED is the single most important factor in saving lives. We have been deploying drones equipped with AED since the summer of 2020 and show in this follow-up study that drones can arrive at the scene before an ambulance by several minutes. This lead time has meant that the AED could be used by people at the scene in several cases," says Andreas Claesson, Associate Professor at the Center for Cardiac Arrest Research at the Department of Clinical Research and Education, Sodersjukhuset, Karolinska Institutet, and principal investigator of the study.

Every year, around 6000 people in Sweden suffer a sudden cardiac arrest, but only a tenth of those affected survive. Although an early shock with a AED can dramatically increase the chance of survival and there are tens of thousands of AED in the community, they are not available in people's homes where most cardiac arrests occur.

To shorten the time to defibrillation with an AED, Karolinska Institutet, together with Region Vastra Gotaland, SOS Alarm and the drone operator Everdrone, has since 2020 tested the possibility of sending out a drone with a AED at the same time as an ambulance is alerted. The project covered an area of approximately 200,000 people in western Sweden. An initial study conducted in the summer of 2020 in Gothenburg and Kungalv showed that the idea was feasible and safe.

"This more comprehensive and follow-up study now shows in a larger material that the methodology works throughout the year, summer and winter, in daylight and darkness. Drones can be alerted, arrive, deliver AED, and people on site have time to use the AED before the ambulance arrives," says Sofia Schierbeck, PhD student at the same department and first author of the study.

In the study, drones delivered a AED in 55 cases of suspected cardiac arrest. In 37 of these cases, the delivery took place before an ambulance, corresponding to 67 percent, with a median lead of 3 minutes and 14 seconds. In the 18 cases of actual cardiac arrest, the caller managed to use the AED in six cases, representing 33 percent. A shock was recommended by the device in two cases and in one case the patient survived.

"Our study now shows once and for all that it is possible to deliver AED with drones and that this can be done several minutes before the arrival of the ambulance in connection with acute cardiac arrest," says Andreas Claesson. "This time saving meant that the healthcare emergency center could instruct the person who called the ambulance to retrieve and use the AED in several cases before the ambulance arrived."

The research was mainly funded by the Swedish Heart-Lung Foundation.
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Autonomous excavator constructs a 6-meter-high dry-stone wall | ScienceDaily
Until today, dry stone wall construction has involved vast amounts of manual labour. A multidisciplinary team of ETH Zurich researchers developed a method of using an autonomous excavator to construct a dry- stone wall that is six metres high and sixty- five metres long. Dry stone walls are resource efficient as they use locally sourced materials, such as concrete slabs that are low in embodied energy.


						
ETH Zurich researchers deployed an autonomous excavator, called HEAP, to build a six metre-high and sixty-five-metre-long dry-stone wall. The wall is embedded in a digitally planned and autonomously excavated landscape and park.

The team of researchers included: Gramazio Kohler Research, the Robotics Systems Lab, Vision for Robotics Lab, and the Chair of Landscape Architecture. They developed this innovative design application as part of the National Centre of Competence in Research for Digital Fabrication (NCCR dfab).

Using sensors, the excavator can autonomously draw a 3D map of the construction site and localise existing building blocks and stones for the wall's construction. Specifically designed tools and machine vision approaches enable the excavator to scan and grab large stones in its immediate environment. It can also register their approximate weight as well as their centre of gravity.

An algorithm determines the best position for each stone, and the excavator then conducts the task itself by placing the stones in the desired location. The autonomous machine can place 20 to 30 stones in a single consignment -- about as many as one delivery could supply.
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Hybrid transistors set stage for integration of biology and microelectronics | ScienceDaily
Your phone may have more than 15 billion tiny transistors packed into its microprocessor chips. The transistors are made of silicon, metals like gold and copper, and insulators that together take an electric current and convert it to 1s and 0s to communicate information and store it. The transistor materials are inorganic, basically derived from rock and metal.


						
But what if you could make these fundamental electronic components part biological, able to respond directly to the environment and change like living tissue?

This is what a team at Tufts University Silklab did when they created transistors replacing the insulating material with biological silk. They reported their findings in Advanced Materials.

Silk fibroin -- the structural protein of silk fibers -- can be precisely deposited onto surfaces and easily modified with other chemical and biological molecules to change its properties. Silk functionalized in this manner can pick up and detect a wide range of components from the body or environment.

The team's first demonstration of a prototype device used the hybrid transistors to make a highly sensitive and ultrafast breath sensor, detecting changes in humidity. Further modifications of the silk layer could enable devices to detect some cardiovascular and pulmonary diseases, as well as sleep apnea, or pick up carbon dioxide levels and other gases and molecules in the breath that might provide diagnostic information. Used with blood plasma, they could potentially provide information on levels of oxygenation and glucose, circulating antibodies, and more.

Prior to the development of the hybrid transistors, the Silklab, led by Fiorenzo Omenetto, the Frank C. Doble Professor of engineering, had already used fibroin to make bioactive inks for fabrics that can detect changes in the environment or on the body, sensing tattoos that can be placed under the skin or on the teeth to monitor health and diet, and sensors that can be printed on any surface to detect pathogens like the virus responsible for COVID19.

How It Works

A transistor is simply an electrical switch, with a metal electrical lead coming in and another going out. In between the leads is the semiconductor material, so-called because it's not able to conduct electricity unless coaxed.




Another source of electrical input called a gate is separated from everything else by an insulator. The gate acts as the "key" to turn the transistor on and off. It triggers the on-state when a threshold voltage- which we will call "1" -- creates an electric field across the insulator, priming electron movement in the semiconductor and starting the flow of current through the leads.

In a biological hybrid transistor, a silk layer is used as the insulator, and when it absorbs moisture, it acts like a gel carrying whatever ions (electrically charged molecules) are contained within. The gate triggers the on-state by rearranging ions in the silk gel. By changing the ionic composition in the silk, the transistor operation changes, allowing it to be triggered by any gate value between zero and one.

"You could imagine creating circuits that make use of information that is not represented by the discrete binary levels used in digital computing, but can process variable information as in analog computing, with the variation caused by changing what's inside the silk insulator" said Omenetto. "This opens up the possibility of introducing biology into computing within modern microprocessors," said Omenetto. Of course, the most powerful known biological computer is the brain, which processes information with variable levels of chemical and electrical signals.

The technical challenge in creating hybrid biological transistors was to achieve silk processing at the nanoscale, down to 10nm or less than 1/10000th the diameter of a human hair. "Having achieved that, we can now make hybrid transistors with the same fabrication processes that are used for commercial chip manufacturing," said Beom Joon Kim, postdoctoral researcher at the School of Engineering. "This means you can make a billion of these with capabilities available today."

Having billions of transistor nodes with connections reconfigured by biological processes in the silk could lead to microprocessors which could act like the neural networks used in AI. "Looking ahead, one could imagine have integrated circuits that train themselves, respond to environmental signals, and record memory directly in the transistors rather than sending it to separate storage," said Omenetto.

Devices detecting and responding to more complex biological states, as well as large-scale analog and neuromorphic computing are yet to be created. Omenetto is optimistic for future opportunities. "This opens up a new way of thinking about the interface between electronics and biology, with many important fundamental discoveries and applications ahead."
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AI for perovskite solar cells: Key to better manufacturing | ScienceDaily
Tandem solar cells based on perovskite semiconductors convert sunlight to electricity more efficiently than conventional silicon solar cells. In order to make this technology ready for the market, further improvements with regard to stability and manufacturing processes are required. Researchers of Karlsruhe Institute of Technology (KIT) and of two Helmholtz platforms -- Helmholtz Imaging at the German Cancer Research Center (DKFZ) and Helmholtz AI -- have succeeded in finding a way to predict the quality of the perovskite layers and consequently that of the resulting solar cells: Assisted by Machine Learning and new methods in Artificial Intelligence (AI), it is possible assess their quality from variations in light emission already in the manufacturing process.


						
Perovskite tandem solar cells combine a perovskite solar cell with a conventional solar cell, for example based on silicon. These cells are considered a next-generation technology: They boast an efficiency of currently more than 33 percent, which is much higher than that of conventional silicon solar cells. Moreover, they use inexpensive raw materials and are easily manufactured. To achieve this level of efficiency, an extremely thin high-grade perovskite layer, whose thickness is only a fraction of that of human hair, has to be produced. "Manufacturing these high-grade, multi-crystalline thin layers without any deficiencies or holes using low-cost and scalable methods is one of the biggest challenges," says tenure-track professor Ulrich W. Paetzold who conducts research at the Institute of Microstructure Technology and the Light Technology Institute of KIT. Even under apparently perfect lab conditions, there may be unknown factors that cause variations in semiconductor layer quality: "This drawback eventually prevents a quick start of industrial-scale production of these highly efficient solar cells, which are needed so badly for the energy turnaround," explains Paetzold.

AI Finds Hidden Signs of Effective Coating

To find the factors that influence coating, an interdisciplinary team consisting of the perovskite solar cell experts of KIT has joined forces with specialists for Machine Learning and Explainable Artificial Intelligence (XAI) of Helmholtz Imaging and Helmholtz AI at the DKFZ in Heidelberg. The researchers developed AI methods that train and analyze neural networks using a huge dataset. This dataset includes video recordings that show the photoluminescence of the thin perovskite layers during the manufacturing process. Photoluminescence refers to the radiant emission of the semiconductor layers that have been excited by an external light source. "Since even experts could not see anything particular on the thin layers, the idea was born to train an AI system for Machine Learning (Deep Learning) to detect hidden signs of good or poor coating from the millions of data items on the videos," Lukas Klein and Sebastian Ziegler from Helmholtz Imaging at the DKFZ explain.

To filter and analyze the widely scattered indications output by the Deep Learning AI system, the researchers subsequently relied on methods of Explainable Artificial Intelligence.

"A Blueprint for Follow-Up Research"

The researchers found out experimentally that the photoluminescence varies during production and that this phenomenon has an influence on the coating quality. "Key to our work was the targeted use of XAI methods to see which factors have to be changed to obtain a high-grade solar cell," Klein and Ziegler say. This is not the usual approach. In most cases, XAI is only used as a kind of guardrail to avoid mistakes when building AI models. "This is a change of paradigm: Gaining highly relevant insights in materials science in such a systematic way is a totally new experience." It was indeed the conclusion drawn from the photoluminescence variation that enabled the researchers to take the next step. After the neural networks had been trained accordingly, the AI was able to predict whether each solar cell would achieve a low or a high level of efficiency based on which variation of light emission occurred at what point in the manufacturing process. "These are extremely exciting results," emphasizes Ulrich W. Paetzold. "Thanks to the combined use of AI, we have a solid clue and know which parameters need to be changed in the first place to improve production. Now we are able to conduct our experiments in a more targeted way and are no longer forced to look blindfolded for the needle in a haystack. This is a blueprint for follow-up research that also applies to many other aspects of energy research and materials science."
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First experimental evidence of hopfions in crystals opens up new dimension for future technology | ScienceDaily
Hopfions, magnetic spin structures predicted decades ago, have become a hot and challenging research topic in recent years. In a study published in Nature today, the first experimental evidence is presented by a Swedish-German-Chinese research collaboration.


						
"Our results are important from both a fundamental and applied point of view, as a new bridge has emerged between experimental physics and abstract mathematical theory, potentially leading to hopfions finding an application in spintronics," says Philipp Rybakov, researcher at the Department of Physics and Astronomy at Uppsala University, Sweden.

A deeper understanding of how different components of materials function is important for the development of innovative materials and future technology. The research field of spintronics, for example, which studies the spin of electrons, has opened up promising possibilities to combine the electrons electricity and magnetism for applications such as new electronics, etc.

Magnetic skyrmions and hopfions are topological structures -- well-localized field configurations that have been a hot research topic over the past decade owing to their unique particle-like properties, which make them promising objects for spintronic applications. Skyrmions are two-dimensional, resembling vortex-like strings, while hopfions are three-dimensional structures within a magnetic sample volume resembling closed, twisted skyrmion strings in the shape of a donut-shaped ring in the simplest case.

Despite extensive research in recent years, direct observation of magnetic hopfions has only been reported in synthetic material. This current work is the first experimental evidence of such states stabilised in a crystal of B20-type FeGe plates using transmission electron microscopy and holography. The results are highly reproducible and in full agreement with micromagnetic simulations. The researchers provide a unified skyrmion-hopfion homotopy classification and offer an insight into the diversity of topological solitons in three-dimensional chiral magnets.

The findings open up new fields in experimental physics: identifying other crystals in which hopfions are stable, studying how hopfions interact with electric and spin currents, hopfion dynamics, and more.

"Since the object is new and many of its interesting properties remain to be discovered, it is difficult to make predictions about specific spintronic applications. However, we can speculate that hopfions may be of greatest interest when upgrading to the third dimension of almost any technology being developed with magnetic skyrmions: racetrack memory, neuromorphic computing, and qubits (basic unit of quantum information). Compared to skyrmions, hopfions have an additional degree of freedom due to three-dimensionality and thus can move in three rather than two dimensions," explains Rybakov.
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NASA's Webb reveals new features in heart of Milky Way | ScienceDaily
The latest image from NASA's James Webb Space Telescope shows a portion of the dense center of our galaxy in unprecedented detail, including never-before-seen features astronomers have yet to explain. The star-forming region, named Sagittarius C (Sgr C), is about 300 light-years from the Milky Way's central supermassive black hole, Sagittarius A*.


						
"There's never been any infrared data on this region with the level of resolution and sensitivity we get with Webb, so we are seeing lots of features here for the first time," said the observation team's principal investigator Samuel Crowe, an undergraduate student at the University of Virginia in Charlottesville. "Webb reveals an incredible amount of detail, allowing us to study star formation in this sort of environment in a way that wasn't possible previously."

"The galactic center is the most extreme environment in our Milky Way galaxy, where current theories of star formation can be put to their most rigorous test," added professor Jonathan Tan, one of Crowe's advisors at the University of Virginia.

Protostars

Amid the estimated 500,000 stars in the image is a cluster of protostars -- stars that are still forming and gaining mass -- producing outflows that glow like a bonfire in the midst of an infrared-dark cloud. At the heart of this young cluster is a previously known, massive protostar over 30 times the mass of our Sun. The cloud the protostars are emerging from is so dense that the light from stars behind it cannot reach Webb, making it appear less crowded when in fact it is one of the most densely packed areas of the image. Smaller infrared-dark clouds dot the image, looking like holes in the starfield. That's where future stars are forming.

Webb's NIRCam (Near-Infrared Camera) instrument also captured large-scale emission from ionized hydrogen surrounding the lower side of the dark cloud, shown cyan-colored in the image. Typically, Crowe says, this is the result of energetic photons being emitted by young massive stars, but the vast extent of the region shown by Webb is something of a surprise that bears further investigation. Another feature of the region that Crowe plans to examine further is the needle-like structures in the ionized hydrogen, which appear oriented chaotically in many directions.

"The galactic center is a crowded, tumultuous place. There are turbulent, magnetized gas clouds that are forming stars, which then impact the surrounding gas with their outflowing winds, jets, and radiation," said Ruben Fedriani, a co-investigator of the project at the Instituto Astrofisica de Andalucia in Spain. "Webb has provided us with a ton of data on this extreme environment, and we are just starting to dig into it."

Around 25,000 light-years from Earth, the galactic center is close enough to study individual stars with the Webb telescope, allowing astronomers to gather unprecedented information on how stars form, and how this process may depend on the cosmic environment, especially compared to other regions of the galaxy. For example, are more massive stars formed in the center of the Milky Way, as opposed to the edges of its spiral arms?

"The image from Webb is stunning, and the science we will get from it is even better," Crowe said. "Massive stars are factories that produce heavy elements in their nuclear cores, so understanding them better is like learning the origin story of much of the universe."
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Medical AI tool gets human thumbs-up | ScienceDaily
A new artificial intelligence computer program created by researchers at the University of Florida and NVIDIA can generate doctors' notes so well that two physicians couldn't tell the difference, according to an early study from both groups.


						
In this proof-of-concept study, physicians reviewed patient notes -- some written by actual medical doctors while others were created by the new AI program -- and the physicians identified the correct author only 49% of the time.

A team of 19 researchers from NVIDIA and the University of Florida said their findings, published Nov. 16 in the Nature journal npj Digital Medicine, open the door for AI to support health care workers with groundbreaking efficiencies.

The researchers trained supercomputers to generate medical records based on a new model, GatorTronGPT, that functions similarly to ChatGPT. The free versions of GatorTronTM models have more than 430,000 downloads from Hugging Face, an open-source AI website. GatorTronTM models are the site's only models available for clinical research, according to the article's lead author Yonghui Wu, Ph.D., from the UF College of Medicine's department of health outcomes and biomedical informatics.

"In health care, everyone is talking about these models. GatorTronTM and GatorTronGPT are unique AI models that can power many aspects of medical research and health care. Yet, they require massive data and extensive computing power to build. We are grateful to have this supercomputer, HiPerGator, from NVIDIA to explore the potential of AI in health care," Wu said.

UF alumnus and NVIDIA co-founder Chris Malachowsky is the namesake of UF's new Malachowsky Hall for Data Science & Information Technology. A public-private partnership between UF and NVIDIA helped to fund this $150 million structure. In 2021, UF upgraded its HiPerGator supercomputer to elite status with a multimillion-dollar infrastructure package from NVIDIA, the first at a university.

For this research, Wu and his colleagues developed a large language model that allows computers to mimic natural human language. These models work well with standard writing or conversations, but medical records bring additional hurdles, such as needing to protect patients' privacy and being highly technical. Digital medical records cannot be Googled or shared on Wikipedia.




To overcome these obstacles, the researchers stripped UF Health medical records of identifying information from 2 million patients while keeping 82 billion useful medical words. Combining this set with another dataset of 195 billion words, they trained the GatorTronGPT model to analyze the medical data with GPT-3 architecture, or Generative Pre-trained Transformer, a form of neural network architecture. That allowed GatorTronGPT to write clinical text similar to medical doctors' notes.

"This GatorTronGPT model is one of the first major products from UF's initiative to incorporate AI across the university. We are so pleased with how the partnership with NVIDIA is already bearing fruit and setting the stage for the future of medicine," said Elizabeth Shenkman, Ph.D., a co-author and chair of UF's department of health outcomes and biomedical informatics.

Of the many possible uses for a medical GPT, one idea involves replacing the tedium of documentation with notes recorded and transcribed by AI. Wu says that UF has an innovation center that is pursuing a commercial version of the software.

For an AI tool to reach such parity with human writing, programmers spend weeks programming supercomputers with clinical vocabulary and language usage based on billions upon billions of words. One resource providing the necessary clinical data is the OneFlorida+ Clinical Research Network, coordinated at UF and representing many health care systems.

"It's critical to have such massive amounts of UF Health clinical data not only available but ready for AI. Only a supercomputer could handle such a big dataset of 277 billion words. We are excited to implement GatorTronTM and GatorTronGPT models to real-world health care at UF Health," said Jiang Bian, Ph.D., a co-author and UF Health's chief data scientist and chief research information officer.

A cross-section of 14 UF and UF Health faculty contributed to this study, including researchers from Research Computing, Integrated Data Repository Research Services within the Clinical and Translational Science Institute, and from departments and divisions within the College of Medicine, including neurosurgery, endocrinology, diabetes and metabolism, cardiovascular medicine, and health outcomes and biomedical informatics.

The study was partially funded by grants from the Patient-Centered Outcomes Research Institute, the National Cancer Institute and the National Institute on Aging.

Here are two paragraphs that reference two patient cases one written by a human and one created by GatorTronGPT -- can you tell whether the author was machine or human?
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'Triple star' discovery could revolutionize understanding of stellar evolution | ScienceDaily
A ground-breaking new discovery by University of Leeds scientists could transform the way astronomers understand some of the biggest and most common stars in the Universe.


						
Research by PhD student Jonathan Dodd and Professor Rene Oudmaijer, from the University's School of Physics and Astronomy, points to intriguing new evidence that massive Be stars -- until now mainly thought to exist in double stars -- could in fact be "triples."

The remarkable discovery could revolutionise our understanding of the objects -- a subset of B stars -- which are considered an important "test bed" for developing theories on how stars evolve more generally.

These Be stars are surrounded by a characteristic disc made of gas -- similar to the rings of Saturn in our own Solar System. And although Be stars have been known for about 150 years -- having first been identified by renowned Italian astronomer Angelo Secchi in 1866 -- until now, no one has known how they were formed.

Consensus among astronomers so far has said the discs are formed by the rapid rotation of the Be stars, and that itself can be caused by the stars interacting with another star in a binary system.

Triple systems

Mr Dodd, corresponding author of the research, said: "The best point of reference for that is if you've watched Star Wars, there are planets where they have two Suns."

But now, by analysing data from the European Space Agency's Gaia satellite, the scientists say they have found evidence these stars actually exist in triple systems -- with three bodies interacting instead of just two.




Mr Dodd added: "We observed the way the stars move across the night sky, over longer periods like 10 years, and shorter periods of around six months. If a star moves in a straight line, we know there's just one star, but if there is more than one, we will see a slight wobble or, in the best case, a spiral.

"We applied this across the two groups of stars that we are looking at -- the B stars and the Be stars -- and what we found, confusingly, is that at first it looks like the Be stars have a lower rate of companions than the B stars. This is interesting because we'd expect them to have a higher rate."

However, Principal Investigator Prof Oudmaijer said: "The fact that we do not see them might be because they are now too faint to be detected."

Mass transfer

The researchers then looked at a different set of data, looking for companion stars that are further away, and found that at these larger separations the rate of companion stars is very similar between the B and Be stars.

From this, they were able to infer that in many cases a third star is coming into play, forcing the companion closer to the Be star -- close enough that mass can be transferred from one to the other and form the characteristic Be star disc. This could also explain why we do not see these companions anymore; they have become too small and faint to be detected after the "vampire" Be star has sucked in so much of their mass.




The discovery could have huge impacts on other areas of astronomy -- including our understanding of black holes, neutron stars and gravitational wave sources.

Prof Oudmaijer said: "There's a revolution going on in physics at the moment around gravitational waves. We have only been observing these gravitational waves for a few years now, and these have been found to be due to merging black holes.

"We know that these enigmatic objects -- black holes and neutron stars -- exist, but we don't know much about the stars that would become them. Our findings provide a clue to understanding these gravitational wave sources."

He added: "Over the last decade or so, astronomers have found that binarity is an incredibly important element in stellar evolution. We are now moving more towards the idea it is even more complex than that and that triple stars need to be considered."

"Indeed," Oudmaijer said, "triples have become the new binaries."

The team behind the discovery includes PhD student Mr Dodd and Prof Oudmaijer from Leeds, along with University of Leeds PhD student Isaac Radley and two former Leeds academics Dr Miguel Vioque of the ALMA Observatory in Chile and Dr Abigail Frost at the European Southern Observatory in Chile. The team received funding from the Science and Technology Facilities Council (STFC).
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Toward sustainable energy applications with breakthrough in proton conductors | ScienceDaily
Donor doping into a mother material with disordered intrinsic oxygen vacancies, instead of the widely used strategy of acceptor doping into a material without oxygen vacancies, can greatly enhance the conductivity and stability of perovskite-type proton conductors at intermediate and low temperatures of 250-400 degC, as demonstrated by Tokyo Tech scientists (e.g. 10 mS/cm at 320 degC). This innovative approach provides a new design direction for proton conductors for fuel cells and electrolysis cells.


						
Many countries in the world are pushing for the development of sustainable energy technologies. In this regard, protonic ceramic (or proton conducting) fuel/electrolysis cells (PCFCs/PCECs) are a strong contender. These devices can directly convert chemical energy into electricity and vice versa with zero emissions at low or intermediate temperatures, making them an attractive option for many emerging applications such as next-generation distributed power sources. In addition, unlike other types of fuel cells and electrolysers, the PCFCs/PCECs do not require precious metal catalysts or expensive, heat-resistant alloys.

However, there have been no reports of proton conductors with both high conductivity as well as high stability at intermediate and low temperatures of 250-400 degC. This problem is known as the "Norby gap," and scientists have been searching for materials that can overcome it for many years.

Against this backdrop, Professor Masatomo Yashima and Mr. Kei Saito from Tokyo Institute of Technology (Tokyo Tech), Japan, have recently proposed a new strategy that could revolutionize the design and development of proton conductors. Their findings are published in the multidisciplinary journal Nature Communications.

The researchers tackled one of the main drawbacks of state-of-the-art perovskite-type proton conductors. These materials have the formula A2+B4+O3, where A and B are larger and smaller cations, respectively. A general strategy to enhance the proton conductivity in such perovskites is to introduce an acceptor dopant; that is, a cation M3+ with a valence lower than that of B4+. These "impurities" create oxygen vacancies in the resulting crystalline lattice, which, in turn, increases proton conductivity. However, this approach also creates a problem known as "proton trapping," whereby protons are trapped by the acceptor dopant M3+, which has an effective negative charge relative to the host cation B4+, due to the electrostatic attraction.

To avoid this issue, the researchers turned to BaScO2.5. This perovskite has intrinsic (or inherent) oxygen vacancies in its crystal structure, which enables donor doping. The team doped donor dopant Mo6+ into BaScO2.5 to produce BaSc0.8Mo0.2O2.8 (or "BSM20"). "Contrary to the conventional acceptor doping approach, donor doping can reduce proton trapping effect through the electrostatic repulsion between protons and the donor Mo6+ cations, which have a higher valence than the host cation Sc3+," explains Prof. Yashima. "This, in turn, leads to high proton conduction."

Following a series of experiments and theoretical analyses using advanced simulation techniques, the researchers demonstrated that BSM20 indeed offered exceptionally high proton conductivity at intermediate and low temperatures in the Norby gap. Moreover, donor doping helped stabilize a cubic perovskite-type structure, enabling efficient three-dimensional proton conduction throughout the material. Notably, BSM20 also exhibited remarkably high stability under oxidizing, reducing, and carbon dioxide atmospheres, a property essential for many practical applications.

Overall, the findings of this study could pave the way for new proton conductors for PCFCs/PCECs with unprecedented performance. "The proposed strategies and the discovery of BSM20 could have a significant impact on energy and environmental science and technology," concludes Prof. Yashima.

We, too, hope that these efforts will open doors to a greener future.
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Discovery of structural regularity hidden in silica glass | ScienceDaily
Glass -- whether used to insulate our homes or as the screens in our computers and smartphones -- is a fundamental material. Yet, despite its long usage throughout human history, the disordered structure of its atomic configuration still baffles scientists, making understanding and controlling its structural nature challenging. It also makes it difficult to design efficient functional materials made from glass.


						
To uncover more about the structural regularity hidden in glassy materials, a research group has focused on ring shapes in the chemically bonded networks of glass. The group, which included Professor Motoki Shiga from Tohoku University's Unprecedented-scale Data Analytics Center, created new ways in which to quantify the rings' three-dimensional structure and structural symmetries: "roundness" and "roughness."

Using these indicators enabled the group to determine the exact number of representative ring shapes in crystalline and glassy silica (SiO2), finding a mixture of rings unique to glass and ones that resembled the rings in the crystals.

Additionally, the researchers developed a technique to measure the spatial atomic densities around rings by determining the direction of each ring.

They revealed that there is anisotropy around the ring, i.e., that the regulation of the atomic configuration is not uniform in all directions, and that the structural ordering related to the ring-originated anisotropy is consistent with experimental evidence, like the diffraction data of SiO2. It was also revealed that there were specific areas where the atomic arrangement followed some degree of order or regularity, even though it appeared to be a discorded and chaotic arrangement of atoms in glassy silica.

"The structural unit and structural order beyond the chemical bond had long been assumed through experimental observations but its identification has eluded scientists until now," says Shiga. "Furthermore, our successful analysis contributes to understanding phase-transitions, such as vitrification and crystallization of materials, and provides the mathematical descriptions necessary for controlling material structures and material properties."

Looking ahead, Shiga and his colleagues will use these techniques to come up with procedures for exploring glass materials, procedures that are based on data-driven approaches like machine learning and AI.

Their findings were published open access in the journal Communication Materials on November 3, 2023.
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Tiny beads preserve enzymes for biocatalysis | ScienceDaily
Plasmas can provide the co-substrate needed for biocatalysis of valuable substances, but are also harmful to enzymes. By attaching enzymes to small beads the enzymes are protected and remain active up to 44 times longer.


						
Some enzymes, such as the one derived from fungi and investigated in this study, are able to produce valuable substances such as the fragrance (R)-1-phenylethanol. To this end, they convert a less expensive substrate using a co-substrate. A research team from the Department of Biology at Ruhr University Bochum, Germany, came up with the idea of supplying them with this co-substrate using a plasma -- a somewhat crazy idea, as plasmas generally have a destructive effect on biomolecules. However, by employing several tricks, the researchers led by Professor Julia Bandow and Dr. Tim Dirks did indeed succeed. They have now refined one of these tricks and thus improved the process: They attach the enzymes to tiny beads in order to hold them in place at the bottom of the reactor, where they are protected from the damaging effects of the plasma. By identifying the most suitable type of bead, they also increased the stability of the enzyme by a factor of 44. They published their findings in the Journal of the Royal Society Interface from October 25, 2023.

Model enzyme from an edible fungus

"In plasma-driven biocatalysis, we intend to use technical plasmas to drive enzymes that use hydrogen peroxide to convert a substrate into a more valuable product," explains Julia Bandow, Head of the Department of Applied Microbiology. The plasmas -- energetically charged gases -- produce hydrogen peroxide as well as a variety of reactive species.

The researchers use the non-specific peroxigenase (AaeUPO) from the edible fungus Agrocybe aegerita as a model enzyme. They showed in initial studies that although it works for plasma-driven biocatalysis, there are some fundamental limitations. "The decisive factor was that the enzymes are sensitive to plasma treatment and are therefore inactivated within a short period of time," Tim Dirks, lead author of the current study, explains. "To prevent this, we use the method of enzyme immobilization by attaching the enzymes to tiny beads with a porous surface."

Beads trap the enzymes at the bottom

Due to gravity, these beads lie on the bottom of the sample and the buffer solution above provides a protective zone between the plasma phase at the top and the enzymes. The research team observed at an early stage that the different immobilization methods also led to different survival rates of enzymes. The aim of the current study was therefore to investigate the effects of different immobilization methods on the plasma stability of enzymes using a larger set of enzymes.

Five different enzymes were selected; two of them also convert hydrogen peroxide and three of them don't require hydrogen peroxide for activity. The researchers tested nine different types of beads, some of which had a resin surface and others a silica surface with or without a polymer coating. After immobilization, the enzymes were treated with plasma for up to five minutes. The researchers then compared their residual activity with untreated controls.

The path to new applications

The beads with resin surfaces showed the best results for all five enzymes. "The amino and epoxy-butyl beads performed best," says Tim Dirks. In both cases, the enzymes form a strong, covalent bond with the carrier material, which can't be dissociated. "This type of immobilization appears to limit the mobility of the enzymes, which makes them less susceptible to plasma-induced inactivation," outlines Tim Dirks. By extending the plasma treatment for the most promising candidates to up to one hour, the team was able to increase the stability of the enzymes under plasma treatment by immobilization up to a factor of 44. "The findings of this study thus pave the way for new applications that aim to combine enzymes with technical plasmas in the future," the researchers conclude.
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New method for determining the water content of water-soluble compounds | ScienceDaily
Researchers at the University of Eastern Finland School of Pharmacy have developed a new method for the accurate determination of the water content of water-soluble compounds. This plays a significant role in, e.g., drug dosage. The method utilises solution-state nuclear magnetic resonance spectroscopy, i.e., NMR spectroscopy.


						
In pharmaceutical research and development, it is very important to know the exact structure and water content of the compound being studied, as they affect both the physicochemical and pharmaceutical properties of the compound. Additionally, the water content affects the total molecular weight of the compound that is needed for the calculation of the correct drug dosage. There are several methods for determining the water content of chemical compounds, of which titration and thermogravimetry (TGA) are the most common ones. However, most methods require accurate weighing, destroy the sample, require special expertise or are time-consuming.

The NMR method developed in the study is simple and accurate and works very well for determining the water content of water-soluble compounds, as the NMR results were comparable with the water contents obtained by TGA and X-ray crystallography determinations.

"The research also revealed that the previously determined water content may change during storage. For example, the commercial sodium salt of citric acid had changed from a form containing 5.5 crystal water molecules to one containing 2 crystal water molecules," Senior Researcher Tuulia Tykkynen and Senior Researcher Petri Turhanen of the University of Eastern Finland point out.

The advantages of the NMR method are easy sample handling (no accurate weighing required), speed (the measurement of one sample and the calculation of the result takes ca. 15-20 minutes) and the possibility to recover the investigated compound after the measurement, as the method does not destroy the sample. The method is also sufficiently precise and repeatable. An NMR spectrometer is a very expensive investment, but it can be stated that the equipment in question is almost always found in laboratories where new compounds and pharmaceuticals are synthesized, as it is an essential tool for structure determinations.
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How we play together | ScienceDaily
Intense focus pervades the EEG laboratory at the University of Konstanz on this day of experimentation. In separate labs, two participants, connected by screens, engage in the computer game Pacman. The burning question: Can strangers, unable to communicate directly, synchronize their efforts to conquer the digital realm together?


						
Doctoral candidate Karl-Philipp Flosch is leading today's experiment. He states: "Our research revolves around cooperative behaviour and the adoption of social roles." However, understanding brain processes underlying cooperative behaviour is still in its infancy, presenting a central challenge for cognitive neuroscience. How can cooperative behaviour be brought into a highly structured EEG laboratory environment without making it feel artificial or boring for study participants?

Pacman as a scientific "playground"

The research team, led by Harald Schupp, Professor of Biological Psychology at the University of Konstanz, envisioned using the well-known computer game Pacman as a natural medium to study cooperative behaviour in the EEG laboratory. Conducting the study as part of the Cluster of Excellence Centre for the Advanced Study of Collective Behaviour, they recently published their findings in Psychophysiology.

"Pacman is a cultural icon. Many have navigated the voracious Pacman through mazes in their youth, aiming to devour fruits and outsmart hostile ghosts," reminisces Karl-Philipp Flosch. Collaborating with colleagues, co-author Tobias Flaisch adapted the game. In the EEG version, two players instead of one must collaboratively guide Pacman to the goal. Flaisch explains: "Success hinges on cooperative behaviour, as players must seamlessly work together."

However, the researchers have built in a special hurdle: the labyrinth's path is concealed. Only one of the two players can see where Pacman is going next. Flosch elaborates: "The active player can communicate the direction to the partner, but only indirectly using pre-agreed symbols, communicated solely through the computer screen." If you do not remember quickly enough that a crescent moon on the screen means that Pacman should move right, and that only the banana on the keyboard can make Pacman move to the right, you're making a mistake. "From the perspective of classical psychological research, the game combines various skills inherent in natural social situations," notes Harald Schupp.

EEG measures event-related potentials

During each game, the players' brain reactions were measured using EEG. Calculating event-related potentials provides a detailed view of the effects elicited by different game roles with millisecond-level temporal precision. The team hypothesized that the game role significantly influences brain reactions. Therefore, they examined the P3 component, a well-studied brain reaction exhibiting a stronger deflection in the presence of significant and task-relevant stimuli. The results confirmed their assumption: "The P3 was increased not only when the symbol indicated the next move's direction but also when observing whether the game partner selected the correct symbol," says Flosch. The team concludes that the role we take on during cooperation determines the informational value of environmental stimuli situationally. EEG measurements allow the brain processes involved to be dynamically mapped.

"Cooperative role adoption structures our entire society," summarizes Schupp, providing context for the study. "An individual achieves little alone, but collectively, humanity even reaches the moon. Our technological society hinges on cooperative behavior," says Flosch, adding that children early on take individual roles, thereby learning the art of complex cooperation. Consequently, this role adoption occurs nearly effortlessly and automatically for us every day. "Our brains are practically 'built' for it, as evidenced by the results of our study."
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How bloodstain 'tails' can point to significant, additional forensic details | ScienceDaily
Forensic science has captured the public imagination by storm, as the profusion of "true crime" media in the last decade or so suggests. By now, most of us know that evidence left at a crime scene, such as blood, can often reveal information that is key to investigating and understanding the circumstances around a crime -- and that scientific methods can help interpret that information.


						
In Physics of Fluids, by AIP Publishing, a group of scientists from Boston University and the University of Utah demonstrated how bloodstains can yield even more valuable details than what is typically gathered by detectives, forensic scientists, and crime scene investigators. By examining the protrusions that deviate from the boundaries of otherwise elliptical bloodstains, the researchers studied how these "tails" are formed.

"These protrusions are typically only used to get a sense of the direction that the drop traveled, but are otherwise neglected," said author James Bird.

In fact, previous studies have primarily focused on larger blood drops falling vertically on flat surfaces or on inclined surfaces where gravity can reshape and obscure the tails. By contrast, the new study involved a series of high-speed experiments with human blood droplets with diameters of less than a millimeter impacting horizontal surfaces at various angles.

"We show that the precise flow that determines the tail length differs from the flow responsible for the size and shape of the elliptical portion of the stain," said Bird. "In other words, the tail lengths encompass additional independent information that can help analysts reconstruct where the blood drop actually came from."

Indeed, the tail length can reflect information about the size, impact speed, and impact angle of the blood drop that formed the stain. When measured for several blood stains in a stain pattern, the trajectories of the drops can be backtracked to their presumed origin.

While their analysis employed only horizontal surfaces to examine impact velocity dynamics, Bird and his colleagues hope it triggers more studies that focus on the length of the tail in bloodstain patterns. They believe that incorporating tail length into standard bloodstain analyses will produce more robust evidentiary information.

"Knowing the origin of the blood stains at a crime scene can help detectives determine whether a victim was standing or sitting, or help corroborate or question a witness's testimony," said Bird.
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Effect of aerosol particles on clouds and the climate captured better | ScienceDaily
The extent to which aerosol particles affect the climate depends on how much water the particles can hold in the atmosphere. The capacity to hold water is referred to as hygroscopicity (K) and, in turn, depends on further factors -- particularly the size and chemical composition of the particles, which can be extremely variable and complex. Through extensive investigations, an international research team under the leadership of the Max Planck Institute for Chemistry (MPIC) and the Leibniz Institute for Tropospheric Research (TROPOS) was able to reduce the relationship between the chemical composition and the hygroscopicity of aerosol particles to a simple linear formula. In a study that appeared in the journal Nature Communications, they showed that hygroscopicity, averaged globally, is essentially determined by the share of organic and inorganic materials making up the aerosol.


						
The hygroscopicity of aerosol particles is an important factor in the effect of aerosol particles on the climate and thus also for forecasting changes to the climate using global climate models."The capacity to hold water depends on the composition of aerosol particles, which can vary considerably in the atmosphere. However, in our study we were able to show that simplified assumptions can be made for the consideration of hygroscopicity in climate models," explains Mira Pohlker. She is in charge of the "Atmospheric Microphysics" department at TROPOS and is a professor at the University of Leipzig. According to the aerosol and cloud researcher, this is the first study to use measurement results from across the world to show that a simple linear formula can be used without creating huge uncertainty in climate models.

For this purpose, Mira Pohlker's team evaluated data from 16 measurement campaigns between 2004 and 2020, in which hygroscopicity was determined by means of cloud condensation nuclei measurements and the chemical composition of particles by means of aerosol mass spectrometry. The extensive data covered a wide range of Earth's regions and climate zones: From the Amazon's tropical rainforest through metropolitan regions with significant air pollution in Asia to the boreal pine forest of the Arctic Circle in Europe.

The evaluation of these data sets revealed: Effective aerosol hygroscopicity (k) can be derived from the share of organic materials (eorg) and inorganic ions (einorg) using a simple linear formula (k = eorg [?] korg + einorg [?] kinorg). "Despite the chemical complexity of the organic matter, its hygroscopicity is successfully captured by the simple formula," explains Christopher Pohlker, Group Leader at the Max Planck Institute for Chemistry and co-author of the study. When averaged globally, he reports, hygroscopicity is korg= 0.12 +- 0.02 for organic particle shares and kinorg = 0.63 +- 0.01 for inorganic ions.

Effect of the new formula on climate forecasts

To test the new formula, the researchers used the global aerosol climate model ECHAM-HAM. "In our study, we were able to use experiments to show that simplified assumptions can be made in this area without causing great uncertainty in the model results. This means that investigations and forecasts relating to climate change are more reliable," Mira Pohlker says in summary. "Our study was enabled by measurement campaigns with international partners at a wide variety of locations worldwide as well as by long-term observations at particular research stations, such as the ATTO observatory in the Brazilian rainforest," reports Christopher Pohlker from the Max Planck Institute for Chemistry in Mainz.

The interactions of atmospheric aerosols with solar radiation and clouds continue to be inadequately understood and are among the greatest uncertainties in the model description and forecasting of changes to the climate. One reason for this is the many unanswered questions around the hygroscopicity of aerosol particles. Depending on size and chemical composition, tiny aerosol particles can hold different amounts of water. This is important both for the scattering of solar radiation by the aerosol particles themselves as well as for the formation of cloud droplets. Particles that hold more water scatter more sunlight back into the universe and can also have a cooling effect through the formation of more cloud droplets.
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Long in the Bluetooth: Scientists develop a more efficient way to transmit data between our devices | ScienceDaily
University of Sussex researchers have developed a more energy-efficient alternative to transmit data that could potentially replace Bluetooth in mobile phones and other tech devices. With more and more of us owning smart phones and wearable tech, researchers at the University of Sussex have found a more efficient way of connecting our devices and improving battery life. Applied to wearable devices, it could even see us unlocking doors by touch or exchanging phone numbers by shaking hands.


						
Professor Robert Prance and Professor Daniel Roggen, of the University of Sussex, have developed the use of electric waves, rather than electromagnetic waves, for a low-power way to transmit data at close range, while maintaining the high throughput needed for multimedia applications.

Bluetooth, Wifi, and 5G currently rely on electromagnetic modulation, a form of wireless technology which was developed over 125 years ago. In the late 19th Century, the focus was to transmit data over long distances using electromagnetic waves. By contrast, electric field modulation uses short-range electric waves, which consumes much less power than Bluetooth.

As we tend to be in close proximity to our devices, electric field modulation offers a proven, more efficient method of connecting our devices, enabling longer lasting battery life when streaming music to headphones, taking calls, using fitness trackers, or interacting with smart home tech.

The development could advance how we use tech in our day to day lives and evolve a wide range of futuristic applications too. For example, a bracelet using this technology could enable phone numbers to be exchanged simply by shaking hands or a door could be unlocked just by touching the handle.

Daniel Roggen, Professor of Engineering and Design at the University of Sussex, explains:

"We no longer need to rely on electromagnetic modulation, which is inherently battery hungry. We can improve the battery life of wearable technology and home assistants, for example, by using electric field modulation instead of Bluetooth. This solution will not only make our lives much more efficient, but it also opens novel opportunities to interact with devices in smart homes.

"The technology is also low cost, meaning it could be rolled out to society quickly and easily. If this were mass produced, the solution can be miniaturised to a single chip and cost just a few pence per device, meaning that it could be used in all devices in the not-too-distant future."

The University of Sussex researchers are now seeking industrial partnerships to help further miniaturize the technology for personal devices.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2023/11/231121175217.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Outlook on scaling of carbon removal technologies | ScienceDaily
Carbon dioxide removal (CDR) technologies that could be critical tools to combat climate change have developed in line with other technologies from the last century. However, according to new studies led by Gregory Nemet, a professor at the University of Wisconsin-Madison, these technologies need to develop faster to meet policy targets aimed at limiting global warming.


						
As policymakers, researchers and climate activists from around the world prepare to meet for the UN Climate Change Conference beginning on November 30, 2023, one lingering question is whether climate technologies are developing and scaling quickly enough to meet the demands of the Paris Agreement.

New research led by Nemet, who is a professor in the La Follette School of Public Affairs, finds that novel CDR methods need to scale at a much faster rate to meet the Paris Agreement's temperature goal of limiting warming to 2 or 1.5 degrees Celsius. That goal would require removing hundreds of gigatons of carbon dioxide from the atmosphere over the course of the century, making the scaling of novel CDR technologies particularly important.

CDR involves capturing CO2 from the atmosphere and storing it in a variety of ways. Examples of conventional CDR include reforestation, wetland restoration and improved forest management. All other CDR methods have only been deployed at small scale and are collectively known as novel CDR. Examples include bioenergy with carbon capture and sequestration, direct air carbon capture and storage, and biochar. These new methods may be able to offer more durable carbon storage than conventional methods that rely on trees and soils.

In one of their recent papers published October 30, 2023, in Communications, Earth & Environment, Nemet and his research team debut the Historical Adoption of TeCHnology (HATCH) dataset -- an innovative project that tracks and analyzes a variety of agricultural, industrial and consumer technologies adopted over the past century that can provide insight into the scale-up of new technologies such as carbon removal.

The study analyzed the emergence and growth of 148 technologies across 11 categories going back to the early 20th century. It then cross-referenced this data with model CDR scenarios established by the Intergovernmental Panel on Climate Change (IPCC), company announcements of CDR scale-up plans, and CDR targets in policy announcements.

While the paper found evidence that the required scale-up of carbon removal technologies fits within the historical range of previous efforts, company announcements and government targets implied there would be much faster growth than the historical record and IPCC CDR modeled scenarios.




"The scale-up rates needed for carbon removal to meet the 2- and 1.5-degree Celsius targets are within the range of historical experience, even if at the high end," says Nemet. "We can learn from that experience to facilitate getting carbon removal to climate-relevant scale over the next three decades."

In another paper published November 15, 2023, in Joule, Nemet and his research team find that 2 gigatons of carbon dioxide removal per year is currently taking place. Nearly all of that removal is accomplished by planting more trees and only 0.1% from novel CDR.

This is all despite modeling scenarios that show that we need to remove hundreds of gigatons of carbon dioxide from the atmosphere over the course of the century to meet the Paris Agreement and ensure the sustained wellbeing of our planet.

The study finds that virtually all scenarios that limit warming to 1.5 or 2 degrees Celsius require novel CDR. On average, scenarios increase novel CDR by a factor of 1,300 by mid-century.

By looking at the period of time between when a technology is introduced to the market and when rapid scale-up of its production occurs -- called the formative phase -- the paper suggests that this part of the process for direct air carbon capture and storage and other novel CDR methods must accelerate to meet the needs of a warming planet. Speeding up the innovation that occurs during this phase to begin a higher volume of production sooner could help improve technology adoption.

"To become climate relevant, the formative phases for air filter systems and other novel methods of carbon removal need to be at least as active as the fastest historical analogues," says Jan Minx, head of the Mercator Research Institute on Global Commons and Climate Change working group Applied Sustainability Science and a co-author of both studies. "This will require more serious commitments toward novel removal technologies than are currently in place. The required levels will only be feasible if we see substantial development of novel CDR's formative phase in the next 15 years."

The results of these studies will also be included in the forthcoming 2023 UN Emissions Gap Report, which includes a chapter on carbon removal with contributions by Minx and Nemet.
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Dwarf galaxies use 10-million-year quiet period to churn out stars | ScienceDaily
If you look at massive galaxies teeming with stars, you might be forgiven in thinking they are star factories, churning out brilliant balls of gas. But actually, less evolved dwarf galaxies have bigger regions of star factories, with higher rates of star formation.


						
Now, University of Michigan researchers have discovered the reason underlying this: These galaxies enjoy a 10-million-year delay in blowing out the gas cluttering up their environments. Star-forming regions are able to hang on to their gas and dust, allowing more stars to coalesce and evolve.

In these relatively pristine dwarf galaxies, massive stars -- stars about 20 to 200 times the mass of our sun -- collapse into black holes instead of exploding as supernovae. But in more evolved, polluted galaxies, like our Milky Way, they are more likely to explode, thereby generating a collective superwind. Gas and dust get blasted out of the galaxy, and star formation quickly stops.

Their findings are published in the Astrophysical Journal.

"As stars go supernova, they pollute their environment by producing and releasing metals," said Michelle Jecmen, study first author and an undergraduate researcher. "We argue that at low metallicity -- galaxy environments that are relatively unpolluted -- there is a 10-million-year delay in the start of strong superwinds, which, in turn, results in higher star formation."

The U-M researchers point to what's called the Hubble tuning fork, a diagram that depicts the way astronomer Edwin Hubble classified galaxies. In the handle of the tuning fork are the largest galaxies. Huge, round and brimming with stars, these galaxies have already turned all of their gas into stars. Along the tines of the tuning fork are spiral galaxies that do have gas and star-forming regions along their compact arms. At the end of the tuning fork's tines are the least evolved, smallest galaxies.

"But these dwarf galaxies have just these really mondo star-forming regions," said U-M astronomer Sally Oey, senior author of the study. "There have been some ideas around why that is, but Michelle's finding offers a very nice explanation: These galaxies have trouble stopping their star formation because they don't blow away their gas."

Additionally, this 10-million-year period of quiet offers astronomers the opportunity to peer at scenarios similar to the cosmic dawn, a period of time just after the Big Bang, Jecmen said. In pristine dwarf galaxies, gas clumps together and forms gaps through which radiation can escape. This previously known phenomenon is called the "picket fence" model, with UV radiation escaping between slats in the fence. The delay explains why gas would have had time to clump together.




Ultraviolet radiation is important because it ionizes hydrogen -- a process that also occurred right after the Big Bang, causing the universe to go from opaque to transparent.

"And so looking at low-metallicity dwarf galaxies with lots of UV radiation is somewhat similar to looking all the way back to the cosmic dawn," Jecmen said. "Understanding the time near the Big Bang is so interesting. It's foundational to our knowledge. It's something that happened so long ago -- it's so fascinating that we can see sort of similar situations in galaxies that exist today."

A second study, published in the Astrophysical Journal Letters and led by Oey, used the Hubble Space Telescope to look at Mrk 71, a region in a nearby dwarf galaxy about 10 million light years away. In Mrk 71, the team found observational evidence of Jecmen's scenario. Using a new technique with the Hubble Space Telescope, the team employed a filter set that looks at the light of triply ionized carbon.

In more evolved galaxies with lots of supernova explosions, those explosions heat gas in a star cluster to very high temperatures -- to millions of degrees Kelvin, Oey said. As this hot superwind expands, it blasts the rest of the gas out of the star clusters. But in low metallicity environments such as Mrk 71, where stars aren't blowing up, energy within the region is radiated away. It doesn't have the chance to form a superwind.

The team's filters picked up a diffuse glow of the ionized carbon throughout Mrk 71, demonstrating that the energy is radiating away. Therefore, there is no hot superwind, instead allowing dense gas to remain throughout the environment.

Oey and Jecmen say there are many implications for their work.

"Our findings may also be important in explaining the properties of galaxies that are being seen at cosmic dawn by the James Webb Space Telescope right now," Oey said. "I think we're still in the process of understanding the consequences."
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        Mixing heat with hair styling products may be bad for your health
        Hair products often contain ingredients that easily evaporate, so users may inhale some of these chemicals, potentially posing health repercussions. Now, researchers have studied emissions of these volatile organic compounds (VOCs), including siloxanes, which shine and smooth hair. The scientists report that using these hair care products can change indoor air composition quickly, and common heat styling techniques -- straightening and curling -- increase VOC levels even more.

      

      
        Deoxygenation levels similar to today's played a major role in marine extinctions during major past climate change event
        Scientists have made a surprising discovery that sheds new light on the role that oceanic deoxygenation (anoxia) played in one of the most devastating extinction events in Earth's history. Their finding has implications for current day ecosystems -- and serves as a warning that marine environments are likely more fragile than apparent. New research, published today in leading international journal Nature Geosciences, suggests that oceanic anoxia played an important role in ecosystem disruption an...

      

      
        New method verifies carbon capture in concrete
        Carbon capture is essential to reduce the impact of human carbon dioxide emissions on our climate. Researchers have developed a method to confirm whether carbon in concrete originates from the raw materials, or from carbon in the air which has been trapped when it reacts with the concrete to form the mineral calcium carbonate. By measuring the ratio of certain carbon isotopes in concrete that had been exposed to the air and concrete that hadn't, the team could successfully verify that direct air ...

      

      
        Fish IgM structure sheds light on antibody evolution
        Researchers have analyzed the antibody Immunoglobulin M in rainbow trout to shed some light on why these proteins may have evolved over time.

      

      
        Vampire bats make northward flight seeking stable climates
        A new article predicts that vampire bats -- currently only found in Mexico and Central and South America -- are on the move, with the United States being a viable home in 27 years.

      

      
        The Fens of eastern England once held vast woodlands
        The Fens of eastern England, a low-lying, extremely flat landscape dominated by agricultural fields, was once a vast woodland filled with huge yew trees, according to new research. Scientists have studied hundreds of tree trunks, dug up by Fenland farmers while ploughing their fields. The team found that most of the ancient wood came from yew trees that populated the area between four and five thousand years ago.

      

      
        Separating out signals recorded at the seafloor
        Research shows that variations in pyrite sulfur isotopes may not represent the global processes that have made them such popular targets of analysis and interpretation. A new microanalysis approach helps to separate out signals that reveal the relative influence of microbes and that of local climate.

      

      
        'Dolomite Problem': 200-year-old geology mystery resolved
        For 200 years, scientists have failed to grow a common mineral in the laboratory under the conditions believed to have formed it naturally. Now, researchers have finally pulled it off, thanks to a new theory developed from atomic simulations. Their success resolves a long-standing geology mystery called the 'Dolomite Problem.' Dolomite -- a key mineral in the Dolomite mountains in Italy, Niagara Falls, the White Cliffs of Dover and Utah's Hoodoos -- is very abundant in rocks older than 100 millio...

      

      
        How shipwrecks are providing a refuge for marine life
        New research has highlighted how the estimated 50,000 wrecks around the UK coastline are protecting the seabed, and the species inhabiting it, in areas still open to bottom-towed fishing.

      

      
        A fifth higher: Tropical cyclones substantially raise the Social Cost of Carbon
        Extreme events like tropical cyclones have immediate impacts, but also long-term implications for societies. A new study now finds: Accounting for the long-term impacts of these storms raises the global Social Cost of Carbon by more than 20 percent, compared to the estimates currently used for policy evaluations. This increase is mainly driven by the projected rise of tropical-cyclone damages to the major economies of India, USA, China, Taiwan, and Japan under global warming.

      

      
        Study provides fresh insights into antibiotic resistance, fitness landscapes
        A new study suggests that E. coli bacteria may have a higher capability to evolve antibiotic resistance than previously believed. Researchers mapped possible mutations in an essential E. coli protein involved in antibiotic resistance and found that 75% of evolutionary paths led to high antibiotic resistance, challenging existing theories about fitness landscapes in evolutionary biology. This discovery may have broader implications for understanding adaptation and evolution in various fields.

      

      
        Particulate pollution from coal associated with double the risk of mortality than PM2.5 from other sources
        Exposure to fine particulate air pollutants from coal-fired power plants (coal PM2.5) is associated with a risk of mortality more than double that of exposure to PM2.5 from other sources, according to a new study. Examining Medicare and emissions data in the U.S. from 1999 to 2020, the researchers also found that 460,000 deaths were attributable to coal PM2.5 during the study period -- most of them occurring between 1999 and 2007, when coal PM2.5 levels were highest.

      

      
        New clues into the head-scratching mystery of itch
        Scientists show for the first time that bacteria can cause itch by activating nerve cells in the skin. The findings can inform new therapies to treat itch that occurs in inflammatory skin conditions like eczema and dermatitis.

      

      
        Revolutionary breakthrough in the manufacture of photovoltaic cells
        Engineers have achieved a world first by manufacturing the first back-contact micrometric photovoltaic cells.

      

      
        Predicting the fate of shallow coastal ecosystems for the year 2100
        A new study of shallow-water ecosystems estimates that, by 2100, climate change and coastal land usage could result in significant shrinkage of coral habitats, tidal marshes, and mangroves, while macroalgal beds remain stable and seagrass meadows potentially expand.

      

      
        Casas del Turunuelo, a site of repeated animal sacrifice in Iron Age Spain
        The Iron Age site of Casas del Turunuelo was used repeatedly for ritualized animal sacrifice, according to a multidisciplinary study.

      

      
        Earliest known European common hippopotamus fossil reveals their Middle Pleistocene dispersal
        Modern hippos first dispersed in Europe during the Middle Pleistocene, according to a new study.

      

      
        New tool to enable exploration of human-environment interactions
        An international group of scientists are calling for a strengthened commitment to transdisciplinary collaboration to study past and present human-environmental interactions, which they say will advance our understanding of these complex, entangled histories. Their recommendations include the introduction of a new tool, the 'dahliagram,' to enable researchers to analyze and visualize a wide array of quantitative and qualitative knowledge from diverse sources and backgrounds.

      

      
        Autonomous excavator constructs a 6-meter-high dry-stone wall
        Researchers taught an autonomous excavator to construct dry stone walls itself using boulders weighing several tons and demolition debris.

      

      
        Hybrid transistors set stage for integration of biology and microelectronics
        Researchers create transistors combining silicon with biological silk, using common microprocessor manufacturing methods. The silk protein can be easily modified with other chemical and biological molecules to change its properties, leading to circuits that respond to biology and the environment.

      

      
        How do temperature extremes influence the distribution of species?
        As the planet gets hotter, animal and plant species around the world will be faced with new, potentially unpredictable living conditions, which could alter ecosystems in unprecedented ways. A new study investigates the importance of temperature in determining where animal species are currently found to better understand how a warming climate might impact where they might live in the future.

      

      
        'Not dead yet': Experts identify interventions that could rescue 1.5degC
        To meet the goals of the Paris Agreement and limit global heating to 1.5degC, global annual emissions will need to drop radically over the coming decades. Climate economists say that this goal could still be within our reach. They identify key 'sensitive intervention points' that could unlock significant progress towards the Paris Agreement with the least risk and highest impact.

      

      
        AI for perovskite solar cells: Key to better manufacturing
        Tandem solar cells based on perovskite semiconductors convert sunlight to electricity more efficiently than conventional silicon solar cells. In order to make this technology ready for the market, further improvements with regard to stability and manufacturing processes are required. Researchers have succeeded in finding a way to predict the quality of the perovskite layers and consequently that of the resulting solar cells: Assisted by Machine Learning and new methods in Artificial Intelligence ...

      

      
        Nutrient found in beef and dairy improves immune response to cancer
        Trans-vaccenic acid (TVA), a long-chain fatty acid found in meat and dairy products from grazing animals such as cows and sheep, improves the ability of CD8+ T cells to infiltrate tumors and kill cancer cells, according to a new study.

      

      
        Researchers puncture 100-year-old theory of odd little 'water balloons'
        Quinoa and many other extremely resilient plants are covered with strange balloon-like 'bladders' that for 127 years were believed to be responsible for protecting them from drought and salt. Research results reveal this not to be the case. These so-called bladder cells serve a completely different though important function. The finding makes it likely that even more resilient quinoa plants will now be able to be bred, which could lead to the much wider cultivation of this sustainable crop worldw...

      

      
        Team discovers rules for breaking into Pseudomonas
        Researchers report that they have found a way to get antibacterial drugs through the nearly impenetrable outer membrane of Pseudomonas aeruginosa, a bacterium that -- once it infects a person -- is notoriously difficult to treat.

      

      
        Mind the gap: Caution needed when assessing land emissions in the COP28 Global Stocktake
        The land use, land use change, and forestry sector plays a strong role in achieving global climate targets, but a gap exists between how scientists and countries account for its emissions. A new study highlights how mitigation benchmarks change when assessing IPCC scenarios from a national inventory perspective, with net-zero timings arriving up to five years earlier and cumulative emissions to net-zero being 15-18% smaller.

      

      
        Neanderthals were the world's first artists, research reveals
        Recent research has shown that engravings in a cave in La Roche-Cotard (France), which has been sealed for thousands of years, were actually made by Neanderthals. The findings reveal that the Neanderthals were the first humans with an appreciation of art.

      

      
        Skunks' warning stripes less prominent where predators are sparse, study finds
        Striped skunks are less likely to evolve with their famous and white markings where the threat of predation from mammals is low, scientists have discovered.

      

      
        Ultra-processed foods and higher risk of mouth, throat and esophagus cancers
        Eating more ultra-processed foods (UPFs) may be associated with a higher risk of developing cancers of upper aerodigestive tract (including the mouth, throat and esophagus), according to a new study.  The authors of this international study, which analyzed diet and lifestyle data on 450,111 adults who were followed for approximately 14 years, say obesity associated with the consumption of UPFs may not be the only factor to blame.

      

      
        First comprehensive look at effects of 2020-2021 California megafires on terrestrial wildlife habitat
        In 2020 and 2021, California experienced fire activity unlike anything recorded in the modern record. When the smoke cleared, the amount of burned forest totaled ten times more than the annual average going back to the late 1800s. We know that wildlife in western forests evolved with changing habitat and disturbances like wildfire. Each species responds differently, some benefiting from openings, others losing critical habitat. What we don't know is how increasing fire severity at large scales is...

      

      
        A stronger core for better plant breeding
        A new software tool with enhanced genome-sequencing powers has been developed, increasing the speed and accuracy at which researchers can improve plants through breeding.

      

      
        High temperatures may have caused over 70,000 excess deaths in Europe in 2022
        The burden of heat-related mortality during the summer of 2022 in Europe may have exceeded 70,000 deaths according to a new study. The authors of the study revised upwards initial estimates of the mortality associated with record temperatures in 2022 on the European continent.

      

      
        Curators and cavers: How a tip from a citizen scientist led to deep discoveries in Utah's caves
        Scientists and colleagues from Utah's caving community have published the first research from their collaborative fieldwork effort deep in Utah's caves. The journal's feature article reveals why caves make such compelling research archives; what was uncovered in Boomerang Cave in northern Utah; why skeletal remains provide new access to hard-to-get data from the recent past; and offers a new zoological baseline for mammalian changes in an alpine community.

      

      
        Sophisticated swarming: Bacteria support each other across generations
        When bacteria build communities, they cooperate and share nutrients across generations. Researchers have been able to demonstrate this for the first time using a newly developed method. This innovative technique enables the tracking of gene expression during the development of bacterial communities over space and time.

      

      
        Tiny beads preserve enzymes for biocatalysis
        Some enzymes, such as the one derived from fungi and investigated in this study, are able to produce valuable substances such as the fragrance (R)-1-phenylethanol. To this end, they convert a less expensive substrate using a co-substrate. A research team came up with the idea of supplying them with this co-substrate using a plasma -- a somewhat crazy idea, as plasmas generally have a destructive effect on biomolecules. However, by employing several tricks, the researchers did indeed succeed. They...

      

      
        Trilobites rise from the ashes to reveal ancient map
        Ten newly discovered species of trilobites, hidden for 490 million years in a little-studied part of Thailand, could be the missing pieces in an intricate puzzle of ancient world geography.

      

      
        Looking for 'LUCA' and the timing of cellular evolution
        LUCA, the 'last universal common ancestor' of all living organisms, lived 4.32 to at most 4.52 billion years ago. What LUCA looked like is unknown, but it must have been a cell with among others ribosomal proteins and an ATP synthase.

      

      
        Certain skin bacteria can inhibit growth of antibiotic-resistant bacteria
        Researchers have found a bacteriocin that can help inhibit the growth of antibiotic-resistant bacteria.

      

      
        Laser-powered 'tweezers' reveal universal mechanism viruses use to package up DNA
        Researchers have used laser-powered 'optical tweezers' to reveal a universal motor mechanism used by viruses for packaging their DNA into infectious particles.

      

      
        Researchers shed light on how one deadly pathogen makes its chemicals
        Investigators have played a key role in deciphering a previously unidentified cluster of genes responsible for producing sartorypyrones, a chemical made by the fungal pathogen Aspergillus fumigatus, whose family causes Aspergillosis in humans.

      

      
        How gut microbes help alleviate constipation
        Scientists have identified the genes in the probiotic Bifidobacteria longum responsible for improving gut motility. A research team found that B. longum strains possessing the abfA cluster of genes can ameliorate constipation through enhanced utilization of an indigestible fiber called arabinan in the gut.

      

      
        Massive Antarctic ozone hole over past four years: What is to blame?
        Despite public perception, the Antarctic ozone hole has been remarkably massive and long-lived over the past four years; researchers believe chlorofluorocarbons (CFCs) aren't the only things to blame.

      

      
        Deep-sea mining and warming trigger stress in a midwater jellies
        The deep sea is home to one of the largest animal communities on earth which is increasingly exposed to environmental pressures. However, our knowledge of its inhabitants and their response to human-induced stressors is still limited. A new study now provides first insights into the stress response of a pelagic deep-sea jellyfish to ocean warming and sediment plumes caused by deep-sea mining.

      

      
        Effect of aerosol particles on clouds and the climate captured better
        Global measurements and model calculations show that the complex relationship between the chemistry and climate impact of aerosol particles can be successfully captured by a simple formula.

      

      
        Could eating turkey ease colitis?
        According to data in mice, extra tryptophan could reduce the risk of future colitis flares.

      

      
        Outlook on scaling of carbon removal technologies
        The research makes it clear that ensuring the sustained well-being of our planet requires a more serious commitment toward new carbon dioxide removal technologies, and a faster scale-up of their production.

      

      
        Unearthing how a carnivorous fungus traps and digests worms
        A new analysis sheds light on the molecular processes involved when a carnivorous species of fungus known as Arthrobotrys oligospora senses, traps and consumes a worm.

      

      
        Bacteria store memories and pass them on for generations
        Scientists have discovered that bacteria can create something like memories about when to form strategies that can cause dangerous infections in people, such as resistance to antibiotics and bacterial swarms when millions of bacteria come together on a single surface. The discovery -- which has potential applications for preventing and combatting bacterial infections and addressing antibiotic-resistant bacteria -- relates to a common chemical element bacterial cells can use to form and pass along...

      

      
        Forest modeling shows which harvest rotations lead to maximum carbon sequestration
        Forest modeling shows that a site's productivity -- an indicator of how fast trees grow and how much biomass they accumulate -- is the main factor that determines which time period between timber harvests allows for maximum above-ground carbon sequestration.
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Mixing heat with hair styling products may be bad for your health | ScienceDaily
Hair products often contain ingredients that easily evaporate, so users may inhale some of these chemicals, potentially posing health repercussions. Now, researchers have studied emissions of these volatile organic compounds (VOCs), including siloxanes, which shine and smooth hair. The scientists report in ACS' Environmental Science & Technology that using these hair care products can change indoor air composition quickly, and common heat styling techniques -- straightening and curling -- increase VOC levels even more.


						
Some prior studies have examined the amounts of siloxanes released from personal care products. But most focused on products that are washed off the body, such as skin cleansers, which might behave differently from products that are left on the hair, like creams or oils. In addition, most previous studies on siloxane emissions haven't looked at the real-time, rapid changes in indoor air composition that might occur while people are actively styling hair. Nusrat Jung and colleagues wanted to fill in the details about VOCs released from hair products, especially in real-world scenarios such as small bathrooms where they're typically applied.

The researchers set up a ventilated tiny house where participants used their usual hair products -- including creams, sprays and oils -- and heated tools. Before, during and after hair styling, the team measured real-time emissions of VOCs including cyclic volatile methyl siloxanes (cVMS), which are used in many hair care products. The mass spectrometry data showed rapid changes in the chemical composition of air in the house and revealed that cVMS accounted for most of the VOCs that were detected. Emissions were influenced by product type and hair length, as well as the type and temperature of the styling tool. Longer hair and higher temperatures released higher amounts of VOCs.

As a result of their findings, the researchers estimated that a person's potential daily inhalation of one cVMS, known as D5, could reach as much as 20 mg per day. In the experiments, turning on an exhaust fan removed most of the air pollutant from the room within 20 minutes after a hair care routine was completed, but the scientists note that this practice could affect outdoor air quality in densely populated cities. They say studies of the long-term human health impacts of siloxane exposure are urgently needed, because most findings are from animal studies.
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Deoxygenation levels similar to today's played a major role in marine extinctions during major past climate change event | ScienceDaily
Scientists have made a surprising discovery that sheds new light on the role that oceanic deoxygenation (anoxia) played in one of the most devastating extinction events in Earth's history. Their finding has implications for current day ecosystems -- and serves as a warning that marine environments are likely more fragile than apparent.


						
New research, published today in leading international journal Nature Geosciences, suggests that oceanic anoxia played an important role in ecosystem disruption and extinctions in marine environments during the Triassic-Jurassic mass extinction, a major extinction event that occurred around 200 million years ago.

Surprisingly however, the study shows that the global extent of euxinia (an extreme form of de-oxygenated conditions) was similar to the present day.

Earth's history has been marked by a handful of major mass extinctions, during which global ecosystems collapsed and species went extinct. All past extinction events appear to have coincided with global climatic and environmental perturbance that commonly led to ocean deoxygenation. Because of this, oceanic anoxia has been proposed as a likely cause of marine extinctions at those times, with the assumption that the more widespread occurrence of deoxygenation would have led to a larger extinction event.

Using chemical data from ancient mudstone deposits obtained from drill-cores in Northern Ireland and Germany, an international research team led by scientists from Royal Holloway (UK), and including scientists from Trinity College Dublin's School of Natural Sciences (Ireland) as well as from Utrecht University (Netherlands), was able to link two key aspects associated with the Triassic-Jurassic mass extinction.

The team discovered that pulses in deoxygenation in shallow marine environments along the margins of the European continent at that time directly coincided with increased extinction levels in those places.

On further investigation -- and more importantly -- the team also found that the global extent of extreme deoxygenation was rather limited, and similar to the present day.




Micha Ruhl, Assistant Professor in Trinity's School of Natural Sciences, and research-team member, said:

"Scientists have long suspected that ocean deoxygenation plays an important role in the disturbance of marine ecosystems, which can lead to the extinction of species in marine environments. The study of past time intervals of extreme environmental change indeed shows this to be the case, which teaches us important lessons about potential tipping points in local, as well as global ecosystems in response to climatic forcing.

"Crucially however, the current findings show that even when the global extent of deoxygenation is similar to the present day, the local development of anoxic conditions and subsequent locally increased extinction rates can cascade in widespread or global ecosystem collapse and extinctions, even in areas where deoxygenation did not occur.

"It shows that global marine ecosystems become vulnerable, even when only local environments along the edges of the continents are disturbed. Understanding such processes is of paramount importance for assessing present day ecosystem stability, and associated food supply, especially in a world where marine deoxygenation is projected to significantly increase in response to global warming and increased nutrient run-off from continents."

The study of past global change events, such as at the transition between the Triassic and Jurassic periods, allows scientists to disentangle the consequences of global climatic and environmental change and constrain fundamental Earth system processes that control tipping points in Earth's ecosystems.
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New method verifies carbon capture in concrete | ScienceDaily
Carbon capture is essential to reduce the impact of human carbon dioxide emissions on our climate. Researchers at the University of Tokyo and Nagoya University in Japan have developed a method to confirm whether carbon in concrete originates from the raw materials, or from carbon in the air which has been trapped when it reacts with the concrete to form the mineral calcium carbonate. By measuring the ratio of certain carbon isotopes in concrete that had been exposed to the air and concrete that hadn't, the team could successfully verify that direct air carbon capture had occurred. This method could be useful for the industrial sector and countries looking to offset their carbon emissions.


						
2023 is on the way to becoming the hottest year on record. Rice crops wilted in Japan and roads melted in the U.S. Despite international agreements and calls to action, greenhouse gas emissions from fossil fuels have continued to increase. If we are to prevent the planet from tipping over the critical threshold of a 2-degree-Celsius temperature rise by 2100 (compared to preindustrial levels), we need to do more. According to the United Nations' Intergovernmental Panel on Climate Change, reducing and preventing further emissions alone is not enough. We must also remove carbon dioxide from the atmosphere if we are to hit our target.

Direct air capture (DAC) pulls carbon dioxide from the air using chemicals or physical processes. Increasing the use of DAC technologies is part of the International Energy Agency's (IEA) net-zero emissions scenario, a proposed range of methods to enable the global energy sector to remove as much carbon dioxide (CO2) as it emits by 2050. According to the IEA, industry was responsible for a quarter of global energy system CO2 emissions in 2022. Cement is the second-most widely used industrial product (after water), and it comes with a high environmental burden.

"As much as 800 kilograms of CO2 is emitted per ton of cement during its production, so reducing emissions has become a significant issue in the concrete industry," explained Professor Ippei Maruyama from the Department of Architecture at the University of Tokyo Graduate School of Engineering. "Concrete has long been known to react with CO2 in the air to form calcium carbonate, an undesirable phenomenon because it induces corrosion of the steel bars inside concrete structures. However, the concrete industry is now considering ways to make effective use of this reaction."

Although problematic for construction, the reaction which causes calcium carbonate to form fixes or traps CO2, removing the gas from the atmosphere. Calcium carbonate is also found naturally in rocks, such as limestone, which are used in concrete manufacturing. "This makes it difficult to distinguish whether or not CO2 identified in concrete has been freshly extracted from the air or comes from rocks," said Maruyama. "So we developed a method to verify this, which could be used to determine whether the concrete produced can be certified as offsetting CO2 emissions."

Researchers carried out the study by making hydrated cement paste samples as a concrete replica. After getting sufficiently hydrated, they ground the paste sample into powder, keeping the nonexposed powder contained and leaving the exposed powder open to the air. After seven and 28 days, they dissolved the powder in acid to collect the gas and using a technique called accelerator mass spectrometry analyzed the ratio of several carbon isotopes (atoms with the same chemical properties but different physical properties), namely carbon-12, carbon-13 and carbon-14. This enabled the team to evaluate where the carbon came from, and whether it was already present in the raw materials, as the carbon ratios reflected the known proportion of carbon isotopes in the air at the time the gas was sealed.

Next the researchers want to apply this lab-based method to real-world locations and test how the varied quantities of raw materials used in local concrete production may affect results. "Fixing carbon dioxide from the air is certified as an act of offsetting CO2 emissions, so it is economically valuable in terms of emissions trading. Digging up calcium carbonate for use in concrete is not, so the distinction is very important and this research can help to support a healthy market," said Maruyama. "We believe that the carbon neutrality and a circular economy in the construction industry are essential to our future, particularly in Japan where this industry has a role in supporting business continuity and recovery from natural disasters."
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Fish IgM structure sheds light on antibody evolution | ScienceDaily
Antibodies -- proteins that are produced by our immune system to protect us -- are crucial for recognizing and getting rid of unwanted substances, or antigens, in our body. Although their role is universal, antibody structure varies in different animals. In a new study, researchers have analyzed the antibody Immunoglobulin M in rainbow trout to shed some light on why these proteins may have evolved over time.


						
In humans, IgM consists of five repeating units that are held together by a joining chain, resulting in a star shape. Consequently, IgM can bind to multiple antigens at the same time, clearing them quickly. IgM is also unique because it is found both in the blood and the mucosa, which is a moist tissue that lines the body canals, including the nose, mouth, and intestine.

"Our lab studies the structure and functions of IgM, and we are interested in understanding how it is assembled," said Beth Stadtmueller (MMG), an assistant professor of biochemistry. "We have been looking at fish and mammals because there are considerable differences in how their immune systems have evolved, and we want to understand why they build antibodies differently."

The first big difference between antibody functions in fish and humans is that the mucosa of fish includes the skin. "In fish a large part of their mucosal surface is constantly exposed to their environment. Their antibodies, therefore, have to be able to be structurally stable so that they can stay in the mucosa instead of getting washed away by water, and they are likely to encounter different types of antigens compared to humans" said Mengfan Lyu, a graduate student in the Stadtmueller lab and the first author of the paper.

Another major difference between fish and human antibodies is that they lack the joining chain, which, in humans, lassos the tail ends of the five individual units together to create a stable star-like antibody. Fish IgM also has just four repeating units instead of five. These differences have led scientists to wonder how a fish creates a stable IgM and how it functions. To better understand the structure of fish IgM, the researchers used rainbow trout IgM for their studies.

"So far, most studies have focused on how antibodies bind to antigens or on the structures of antibodies with a single unit because studies of antibodies containing more than one unit, or polymeric antibodies, have been challenging," Lyu said. "Only in the past several years have researchers had access to high resolution cryogenic electron microscopy to reveal the structures of polymeric antibodies such as IgM."

In humans, each repeating unit of IgM is a Y-shaped structure with two hands that bind to the antigen and a stalk. In its star-like form, five stalks make up the central core together with the joining chain. Each repeating unit of fish IgM is similar to human IgM and researchers worked with just the stalk of the fish IgM since the full-length IgM was difficult to work with. Using the cryo-EM technique they discovered that at the core of the fish IgM, the individual units fold differently at their tail ends causing them to assemble toward one side, rather than the center of the IgM; this appears to allow them to interact even though they do not have a joining chain.

"As far as we know, this is the first fish antibody structure that has been characterized," Stadtmueller said. "It is interesting because the joining chain is necessary for the vast majority of IgM assembly in birds and mammals. Lyu's discovery tells us that the fish IgM assembles in a very different way and has a distinct structure. It is really interesting from an evolution perspective and implies that fish IgM and human IgM can bind antigens and function differently."

It is unclear why the joining chain is absent in bony fish. "Clearly fish have evolved a way to make IgM without joining chain; it may be more efficient to assemble IgM this way, it may result in a more stable structure, or it may provide functional advantages particularly since fish encounter different antigens than humans and other components of their immune system are also distinct." Lyu said, "All of these factors may have led to differences in the structure of IgM."

The researchers are currently working on building the full-length IgM, which will include fragments that are missing in the present study. "This study is an example of how structural biology has given us a foundation to ask how antibodies can be functionally different," Stadtmueller said. "We anticipate that we will be able to use what we have learned to study other polymeric antibodies, like those from birds, and build novel, therapeutic antibodies."
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Vampire bats make northward flight seeking stable climates | ScienceDaily
Vampire bats may soon take up residence in the United States and bring with them an ancient pathogen.


						
"What we found was that the distribution of vampire bats has moved northward across time due to past climate change, which has corresponded with an increase in rabies cases in many Latin American countries," said Paige Van de Vuurst, a Ph.D. student in Virginia Tech's Translational Biology, Medicine, and Health Graduate Program.

Van de Vuurst is the lead author of research recently published in the Ecography journal that predicts that vampire bats -- currently only found in Mexico and Central and South America -- are on the move with the United States being a viable home in 27 years. The findings concluded that with shifting seasonality -- the differences in temperature between the coldest and warmest seasons -- vampire bats have expanded their locations in search of more stable, temperate climates.

The research team, which included both undergraduate and graduate students, also found this expanded reach could be linked to a spillover of rabies. Vampire bats are known carriers of rabies, a disease known for its high mortality rates and often considered the oldest pathogen known by humans, dating back 3,000 years.

Latin America is currently feeling the bite of the rabies spread through the loss of livestock, which has generated fear as the bats' migration patterns expand. The Virginia Tech team aims to vigorously identify and track the bats by traveling to Colombia to help contain the spread to other countries, including the United States and its vital cattle industry.

 Why Colombia?

"Colombia is a mega-diverse country, making it a perfect natural laboratory," said Luis Escobar, assistant professor in the Department of Fish and Wildlife Conservation in the College of Natural Resources and Environment. The country boasts having the highest number of hummingbirds and bats, attributed to its tropic climate and proximity to the equator.




Collaborating with three local universities -- University of La Salle, Universidad Distrital, and Universidad del Tolima -- the collective team traveled all across Colombia to collect more than 70 samples of bat species. This included a range of geographic and climate changes, starting in the hot and humid jungles to cold and cloudy parts of the Andes Mountains that are only accessible by cable car. This allowed the team to secure a variety of samples and observe how changes in climate can change the emergence of diseases in bats.

The team also explored places in Colombia that were previously closed to scientists, including Chaparral, a municipality in the Tolima region that was allowed to start welcoming tourists after the 2016 peace agreement.

The team's research sought to address a knowledge gap that limits the understanding of the spread of rabies and its spillover from wildlife to humans. Their work had three primary aims:
    	Determine the role of habitat and virus mutation on rabies spillover to humans and livestock across Latin America
    	Identify the effect of changes in biodiversity in rabies virus spillover
    	Investigate geographic and environmental factors influencing the spread of bat-borne

Sinking teeth into the experience

This field experience allowed four undergraduate and two graduate students to travel to Colombia.

"There is a sad reality in wildlife research at the moment that often mandates a 'pay to play' mentality, where students must pay for the experience of doing field work, especially international field work," Van de Vuurst said.




All of the students' expenses, including travel, accommodations, and food, were supported through a National Science Foundation grant, Examining the Geography of Pathogen Spillover, awarded to Escobar, an affiliated faculty member in the Center for Emerging, Zoonotic, and Anthropod-borne Pathogens and the Global Change Center. Van de Vuurst led the team's campuswide recruitment efforts, yielding 30 interested students from across disciplines.

In advance of the trip to Colombia to study vampire bats, Escobar and his team met near the Duck Pond to review critical safety information and field sampling protocols.

"We selected a truly stellar group of students, and I could not be prouder of them," said Van de Vuurst.

She was provided an opportunity as an undergraduate to go on an international excursion to Peru. "That trip changed my life, and really opened up the world of ecology for me. I am so glad that we were able to offer that same kind of once in a lifetime research experience to so many students through Luis' hard work and generosity."

For undergraduate Julia Alexander, it was a series of firsts, including first field experience, first time on a plane, and first time out of the country.

As part of the Escobar Lab's research staff, Alexander was able to study disease transmission in vampire bats and other local bat species, working with local communities in the Tolima region. It was critically important for Escobar and Van de Vuurst to be able to offer the international research opportunity, knowing that undergraduate students are not usually able to participate in such an experience.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2023/11/231127132239.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



The Fens of eastern England once held vast woodlands | ScienceDaily
The Fens of eastern England, a low-lying, extremely flat landscape dominated by agricultural fields, was once a vast woodland filled with huge yew trees, according to new research.


						
Scientists from the University of Cambridge studied hundreds of tree trunks, dug up by Fenland farmers while ploughing their fields. The team found that most of the ancient wood came from yew trees that populated the area between four and five thousand years ago.

These trees, which are a nuisance when they jam farming equipment during ploughing, contain a treasure trove of perfectly preserved information about what the Fens looked like thousands of years ago.

The Fen yew woodlands suddenly died about 4,200 years ago, when the trees fell into peat and were preserved until today. The researchers hypothesise that a rapid sea level rise in the North Sea flooded the area with salt water, causing the vast woodlands to disappear.

The climate and environmental information these trees contain could be a valuable clue in determining whether this climate event could be related to other events that happened elsewhere in the world at the same time, including a megadrought in the Middle East that may have been a factor in the collapse of ancient Egypt's Old Kingdom. Their results are reported in the journal Quaternary Science Reviews.

Yew (Taxus baccata) trees are one of the longest-lived species in Europe, and can reach up to 20 metres in height. While these trees are fairly common in Cambridge College gardens and churchyards across southern England, they are absent in the Fens, the low-lying marshy region of eastern England. Much of the Fens was a wetland until it was drained between the 17th and 19th centuries using artificial drainage and flood protection. Today, the area is some of the most productive farmland in the UK, thanks to its rich peat soil.

While the area is great for farming and does have its own charms, few people would describe the Fens as spectacular: for the most part, the area is extremely flat and dominated by fields of potatoes, sugar beet, wheat and other crops. But five thousand years ago, the area was a huge forest.




"A common annoyance for Fenland farmers is getting their equipment caught on big pieces of wood buried in the soil, which can often happen when planting potatoes, since they are planted a little deeper than other crops," said lead author Tatiana Bebchuk, a PhD student from Cambridge's Department of Geography. "This wood is often pulled up and piled at the edge of fields: it's a pretty common sight to see these huge piles of logs when driving through the area."

For farmers, these logs are a nuisance. But for Bebchuk and her colleagues, they are buried treasure. The Cambridge team approached several Fenland farmers and took samples of hundreds of logs that had been dug up and discarded, to find out what secrets they might hold.

"I remember when I first saw this enormous pile of abandoned trees, it was incredible just how many there were," said Bebchuk. "But when we got them back to lab, we were even more surprised: these trees were so well-preserved, it looked as if they were cut down just yesterday."

To put current anthropogenic climate change in a long-term context of natural variability, scientists need accurate evidence from the past, and trees are some of the best recorders of past conditions: their annual growth rings contain information about temperature and hydroclimate for every growing season they witnessed. "But the further back in time we go, the less reliable evidence we have, since very old trees and well-preserved wood materials are extremely rare," said Professor Ulf Buntgen, the senior author of the study.

However, analysis by the Cambridge Tree-Ring Unit (TRU) showed that the yew trees dug up from Fenland fields were very old indeed: some of these ancient trees were 400 years old when they died. The new find provides unique climate information for over a millennium from around 5,200 years ago until about 4,200 years ago, when much of the Fens was a woodland of yew and oak: completely different than it looks today.

"Finding these very old trees in the Fens is completely unexpected -- it would be like turning a corner in rural Cambridgeshire and seeing an Egyptian pyramid -- you just wouldn't expect it," said Bebchuk. "It's the same with nature -- wood rots and decomposes easily, so you just don't expect a tree that died five or four thousand years ago to last so long."

Given that most of the Fens are barely above sea level, about 4,200 years ago, a sudden rise in sea level most likely killed the Fen woodlands. The period that the Fen woodlands died coincided with major climatic changes elsewhere in the world: at roughly the same time, a megadrought in China and the Middle East was a possible trigger of the collapse of several civilisations, including Egypt's Old Kingdom and the Akkadian Empire in Mesopotamia.

"We want to know if there is any link between these climatic events," said Bebchuk. "Are the megadroughts in Asia and the Middle East possibly related to the rapid sea level rise in northern Europe? Was this a global climate event, or was it a series of unrelated regional changes? We don't yet know what could have caused these climate events, but these trees could be an important part of solving this detective story."

"This is such a unique climate and environmental archive that will provide lots of opportunities for future studies, and it's right from Cambridge's own backyard," said Buntgen. "We often travel all over the world to collect ice cores or ancient trees, but it's really special to find such a unique archive so close to the office."
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Separating out signals recorded at the seafloor | ScienceDaily
Blame it on plate tectonics. The deep ocean is never preserved, but instead is lost to time as the seafloor is subducted. Geologists are mostly left with shallower rocks from closer to the shoreline to inform their studies of Earth history.


						
"We have only a good record of the deep ocean for the last ~180 million years," said David Fike, the Glassberg/Greensfelder Distinguished University Professor of Earth, Environmental, and Planetary Sciences in Arts & Sciences at Washington University in St. Louis. "Everything else is just shallow-water deposits. So it's really important to understand the bias that might be present when we look at shallow-water deposits."

One of the ways that scientists like Fike use deposits from the seafloor is to reconstruct timelines of past ecological and environmental change. Researchers are keenly interested in how and when oxygen began to build up in the oceans and atmosphere, making Earth more hospitable to life as we know it.

For decades they have relied on pyrite, the iron-sulfide mineral known as "fool's gold," as a sensitive recorder of conditions in the marine environment where it is formed. By measuring the bulk isotopic composition of sulfur in pyrite samples -- the relative abundance of sulfur atoms with slightly different mass -- scientists have tried to better understand ancient microbial activity and interpret global chemical cycles.

But the outlook for pyrite is not so shiny anymore. In a pair of companion papers published Nov. 24 in the journal Science, Fike and his collaborators show that variations in pyrite sulfur isotopes may not represent the global processes that have made them such popular targets of analysis.

Instead, Fike's research demonstrates that pyrite responds predominantly to local processes that should not be taken as representative of the whole ocean. A new microanalysis approach developed at Washington University helped the researchers to separate out signals in pyrite that reveal the relative influence of microbes and that of local climate.

For the first study, Fike worked with Roger Bryant, who completed his graduate studies at Washington University, to examine the grain-level distribution of pyrite sulfur isotope compositions in a sample of recent glacial-interglacial sediments. They developed and used a cutting-edge analytical technique with the secondary-ion mass spectrometer (SIMS) in Fike's laboratory.




"We analyzed every individual pyrite crystal that we could find and got isotopic values for each one," Fike said. By considering the distribution of results from individual grains, rather than the average (or bulk) results, the scientists showed that it is possible to tease apart the role of the physical properties of the depositional environment, like the sedimentation rate and the porosity of the sediments, from the microbial activity in the seabed.

"We found that even when bulk pyrite sulfur isotopes changed a lot between glacials and interglacials, the minima of our single grain pyrite distributions remained broadly constant," Bryant said. "This told us that microbial activity did not drive the changes in bulk pyrite sulfur isotopes and refuted one of our major hypotheses."

"Using this framework, we're able to go in and look at the separate roles of microbes and sediments in driving the signals," Fike said. "That to me represents a huge step forward in being able to interpret what is recorded in these signals."

In the second paper, led by Itay Halevy of the Weizmann Institute of Science and co-authored by Fike and Bryant, the scientists developed and explored a computer model of marine sediments, complete with mathematical representations of the microorganisms that degrade organic matter and turn sulfate into sulfide and the processes that trap that sulfide in pyrite.

"We found that variations in the isotopic composition of pyrite are mostly a function of the depositional environment in which the pyrite formed," Halevy said. The new model shows that a range of parameters of the sedimentary environment affect the balance between sulfate and sulfide consumption and resupply, and that this balance is the major determinant of the sulfur isotope composition of pyrite.

"The rate of sediment deposition on the seafloor, the proportion of organic matter in that sediment, the proportion of reactive iron particles, the density of packing of the sediment as it settles to the seafloor -- all of these properties affect the isotopic composition of pyrite in ways that we can now understand," he said.

Importantly, none of these properties of the sedimentary environment are strongly linked to the global sulfur cycle, to the oxidation state of the global ocean, or essentially any other property that researchers have traditionally used pyrite sulfur isotopes to reconstruct, the scientists said.

"The really exciting aspect of this new work is that it gives us a predictive model for how we think other pyrite records should behave," Fike said. "For example, if we can interpret other records -- and better understand that they are driven by things like local changes in sedimentation, rather than global parameters about ocean oxygen state or microbial activity -- then we can try to use this data to refine our understanding of sea level change in the past."
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'Dolomite Problem': 200-year-old geology mystery resolved | ScienceDaily
For 200 years, scientists have failed to grow a common mineral in the laboratory under the conditions believed to have formed it naturally. Now, a team of researchers from the University of Michigan and Hokkaido University in Sapporo, Japan have finally pulled it off, thanks to a new theory developed from atomic simulations.


						
Their success resolves a long-standing geology mystery called the "Dolomite Problem." Dolomite -- a key mineral in the Dolomite mountains in Italy, Niagara Falls, the White Cliffs of Dover and Utah's Hoodoos -- is very abundant in rocks older than 100 million years, but nearly absent in younger formations.

"If we understand how dolomite grows in nature, we might learn new strategies to promote the crystal growth of modern technological materials," said Wenhao Sun, the Dow Early Career Professor of Materials Science and Engineering at U-M and the corresponding author of the paper published today in Science.

The secret to finally growing dolomite in the lab was removing defects in the mineral structure as it grows. When minerals form in water, atoms usually deposit neatly onto an edge of the growing crystal surface. However, the growth edge of dolomite consists of alternating rows of calcium and magnesium. In water, calcium and magnesium will randomly attach to the growing dolomite crystal, often lodging into the wrong spot and creating defects that prevent additional layers of dolomite from forming. This disorder slows dolomite growth to a crawl, meaning it would take 10 million years to make just one layer of ordered dolomite.

Luckily, these defects aren't locked in place. Because the disordered atoms are less stable than atoms in the correct position, they are the first to dissolve when the mineral is washed with water. Repeatedly rinsing away these defects -- for example, with rain or tidal cycles -- allows a dolomite layer to form in only a matter of years. Over geologic time, mountains of dolomite can accumulate.

To simulate dolomite growth accurately, the researchers needed to calculate how strongly or loosely atoms will attach to an existing dolomite surface. The most accurate simulations require the energy of every single interaction between electrons and atoms in the growing crystal. Such exhaustive calculations usually require huge amounts of computing power, but software developed at U-M's Predictive Structure Materials Science (PRISMS) Center offered a shortcut.

"Our software calculates the energy for some atomic arrangements, then extrapolates to predict the energies for other arrangements based on the symmetry of the crystal structure," said Brian Puchala, one of the software's lead developers and an associate research scientist in U-M's Department of Materials Science and Engineering.




That shortcut made it feasible to simulate dolomite growth over geologic timescales.

"Each atomic step would normally take over 5,000 CPU hours on a supercomputer. Now, we can do the same calculation in 2 milliseconds on a desktop," said Joonsoo Kim, a doctoral student of materials science and engineering and the study's first author.

The few areas where dolomite forms today intermittently flood and later dry out, which aligns well with Sun and Kim's theory. But such evidence alone wasn't enough to be fully convincing. Enter Yuki Kimura, a professor of materials science from Hokkaido University, and Tomoya Yamazaki, a postdoctoral researcher in Kimura's lab. They tested the new theory with a quirk of transmission electron microscopes.

"Electron microscopes usually use electron beams just to image samples," Kimura said. "However, the beam can also split water, which makes acid that can cause crystals to dissolve. Usually this is bad for imaging, but in this case, dissolution is exactly what we wanted."

After placing a tiny dolomite crystal in a solution of calcium and magnesium, Kimura and Yamazaki gently pulsed the electron beam 4,000 times over two hours, dissolving away the defects. After the pulses, dolomite was seen to grow approximately 100 nanometers -- around 250,000 times smaller than an inch. Although this was only 300 layers of dolomite, never had more than five layers of dolomite been grown in the lab before.

The lessons learned from the Dolomite Problem can help engineers manufacture higher-quality materials for semiconductors, solar panels, batteries and other tech.

"In the past, crystal growers who wanted to make materials without defects would try to grow them really slowly," Sun said. "Our theory shows that you can grow defect-free materials quickly, if you periodically dissolve the defects away during growth."

The research was funded by the American Chemical Society PRF New Doctoral Investigator grant, the U.S. Department of Energy and the Japanese Society for the Promotion of Science.
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How shipwrecks are providing a refuge for marine life | ScienceDaily
An estimated 50,000 shipwrecks can be found around the UK's coastline and have been acting as a hidden refuge for fish, corals and other marine species in areas still open to destructive bottom towed fishing, a new study has shown.


						
Many of these wrecks have been lying on the seabed for well over a century, and have served as a deterrent to fishers who use bottom towed trawling to secure their catches.

As a result, while many areas of the seabed have been damaged significantly in areas of heavy fishing pressure, the seabed in and around shipwrecks remains largely unblemished.

The new research found that the average density of marine life in areas still open to trawling was 240% greater within wreck sites than in sites actively being used for bottom towed fishing.

In parts of the seabed within a 50m radius of the wrecks, the difference was even greater with the density of marine life 340% greater than in the control sites.

Conversely, in sites closed to trawling, the abundance was 149% greater than on wrecks and 85% greater than on the seabed within a 50m radius of the wrecks.

The study, conducted by the University of Plymouth and Blue Marine Foundation, has been published in the journal Marine Ecology, and is the first to demonstrate the increased ecological importance of shipwrecks -- and the areas surrounding them -- in areas of heavy fishing pressure.




Jenny Hickman, the study's lead author, completed the research as part of her MSc Marine Conservation programme at the University of Plymouth.

She said: "The industrial use of bottom towed fishing gear has been commonplace since the 1800s, and has significantly altered marine communities and ecosystem services. Outside of legal protection, only areas inaccessible to trawlers are offered any protection, which is why shipwreck sites are rarely subject to trawling pressure. As many have been in situ for more than 100 years, they offer a baseline of ecological potential when trawling pressure is reduced or removed."

The research was conducted around five shipwrecks off the Berwickshire coast, which are all thought to have sunk in the late 19th and early 20th centuries.

Constructed from a range of different materials, they sit between 17 and 47metres beneath the ocean surface, with some in areas open to bottom towed fishing and others in areas where some types of fishing are restricted.

The research teams, supported by local boat crews, gathered video footage of the shipwrecks, the surrounding 50m radius, and control locations more than 150m from the wreck site.

Footage of all the sites was then assessed, with the researchers, who had a particular interesting in finding species deemed to be vulnerable to trawling if it is allowed to continue.




Joe Richards, Scotland Project Manager for Blue Marine Foundation and one of the study's co-authors, said: "It has long been thought that shipwrecks could be playing an important role in providing sanctuary for marine species to utilise. It is brilliant to see this proven in this study. The research provides and insight into what might be possible if bottom towed fishing activity is reduced. This feeds into our wider understanding of shipwrecks potential to contribute to ecosystem recovery and enhancement, given the sheer number found on the seabed."

The University and the Blue Marine Foundation have worked together for many years examining the benefits of Marine Protected Areas (MPAs).

This has included studies in the Lyme Bay MPA -- off the South Coast of England -- which have provided foundational evidence for the UK Government's current approach to MPA management.

Researchers say the latest study demonstrates the importance of factoring wreck sites into future conservation plans, but also the benefits of Marine Protected Areas (MPAs) status.

Dr Emma Sheehan, Associate Professor of Marine Ecology and senior author, added: "In recent years, the UK has made significant strides in terms of measures to protect the marine environment. There is still much to be done to reach the goal of having 30% of the ocean protected by 2030, but if we are to get close to that we need detailed evidence about what makes our ocean so special and any existing initiatives that are working well. This study builds on our existing work in that regard, and highlights an impact of past human activity that is actually having a positive impact on the seabed today. It is unquestionably something that should be factored into future marine management plans."
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A fifth higher: Tropical cyclones substantially raise the Social Cost of Carbon | ScienceDaily
Extreme events like tropical cyclones have immediate impacts, but also long-term implications for societies. A new study published in the journal Nature Communications now finds: Accounting for the long-term impacts of these storms raises the global Social Cost of Carbon by more than 20 percent, compared to the estimates currently used for policy evaluations. This increase is mainly driven by the projected rise of tropical-cyclone damages to the major economies of India, USA, China, Taiwan, and Japan under global warming.


						
"Intense tropical cyclones have the power to slow down the economic development of a country for more than a decade, our analysis shows. With global warming, the share of the most intense tropical cyclones is expected to increase so it becomes more likely that economies may not be able to recover fully in between storms," explains Hazem Krichene, author and scientist at the Potsdam Institute for Climate Impact Research (PIK) at the time the research was conducted. That is why long-term implications like reductions in economic growth caused by tropical cyclones may harm economic development even stronger than the direct economic damage of the storms.

The so-called Social Cost of Carbon is a dollar estimate for future costs of societies resulting from the emission of one additional ton of carbon dioxide in the atmosphere. This key metric is widely used in policy evaluations, as it allows comparing the costs of climate change for societies with the costs of climate mitigation measures. "However, long-term effects of extreme events are not taken into account so far, so that current Social Cost of Carbon estimates only reflect a part of the actual costs. This means that the real costs are probably even higher than currently estimated and the benefits of climate mitigation consequently underestimated," co-author Franziska Piontek from PIK says.

Hotter climate, more intense tropical cyclones, higher costs 

For their study the researchers analyzed the economic damages caused by these storms in 41 tropical-cyclone prone countries over the period from 1981 to 2015 and projected them for future global warming scenarios. In contrast to previous studies they thereby accounted for the mostly negative long-term impacts of these storms on economic development. The researchers found that these impacts increase the Social Cost of Carbon by more than 20 percent globally (from 173 US$ to 212 US$ per ton CO2) and by more than 40 percent in the analyzed tropical-cyclone prone countries -- compared to the Social Cost of Carbon estimates currently used for policy evaluations.

"When it comes to extreme events, much focus is put on immediate economic damages. However, it is as crucial to better quantify the overall costs of these events to inform societies upon the real costs of climate change and the climate impacts that can be avoided by effective climate action," concludes study author Christian Otto from PIK.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2023/11/231123164734.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Study provides fresh insights into antibiotic resistance, fitness landscapes | ScienceDaily

Led by SFI External Professor Andreas Wagner, the researchers experimentally mapped more than 260,000 possible mutations of an E. coli protein that is essential for the bacteria's survival when exposed to the antibiotic trimethoprim.

Over the course of thousands of highly realistic digital simulations, the researchers then found that 75% of all possible evolutionary paths of the E. coli protein ultimately endowed the bacteria with such a high level of antibiotic resistance that a clinician would no longer give the antibiotic trimethoprim to a patient.

"In essence, this study suggests that bacteria like E. coli may be more adept at evolving resistance to antibiotics than we initially thought, and this has broader implications for understanding how various systems in evolutionary biology, chemistry, and other fields adapt and evolve," says Wagner, an evolutionary biologist at the University of Zurich in Switzerland.

Besides uncovering new and potentially worrisome findings about antibiotic resistance, the researchers' work also casts doubt on a longstanding theory about fitness landscapes. These genetic maps represent how well an organism -- or a part of it, like a protein -- adapts to its environment.

On fitness landscapes, different points on the landscape represent different genotypes of an organism, and the height of these points represents how well each genotype is adapted to its environment. In evolutionary biology terms, the goal is to find the highest peak, which indicates the fittest genotype.

Prevailing theory regarding fitness landscapes predicts that in highly rugged landscapes, or those with multiple peaks of fitness, most evolving populations will become trapped at lower peaks and never reach the pinnacle of evolutionary adaptation.




However, testing this theory has been exceedingly difficult until now due to the lack of experimental data on sufficiently large fitness landscapes.

To address this challenge, Wagner and colleagues used CRISPR gene editing technology to create one of the most combinatorially complete fitness landscapes to date for the E. coli dihydrofolate reductase (DHFR) protein.

What they found was surprising. The landscape had many peaks, but most were of low fitness, making them less interesting for adaptation. However, even in this rugged landscape, about 75% of the populations they simulated reached high fitness peaks, which would grant E. coli high antibiotic resistance.

The real-world implications are significant. If rugged landscapes like this are common in biological systems, it could mean that many adaptive processes, such as antibiotic resistance, may be more accessible than previously thought.

The result could ultimately lead to a re-evaluation of theoretical models in various fields and prompt further research into how real-world landscapes impact evolutionary processes.

"This has profound implications not only in biology but beyond, prompting us to reevaluate our understanding of landscape evolution across various fields," Wagner says. "We need to shift from abstract theoretical models to data-informed, realistic landscape models."
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Particulate pollution from coal associated with double the risk of mortality than PM2.5 from other sources | ScienceDaily
Exposure to fine particulate air pollutants from coal-fired power plants (coal PM2.5) is associated with a risk of mortality more than double that of exposure to PM2.5 from other sources, according to a new study led by George Mason University, The University of Texas at Austin, and Harvard T.H. Chan School of Public Health. Examining Medicare and emissions data in the U.S. from 1999 to 2020, the researchers also found that 460,000 deaths were attributable to coal PM2.5 during the study period -- most of them occurring between 1999 and 2007, when coal PM2.5 levels were highest.


						
The study was published on November 23, 2023, in Science.

While previous studies have quantified the mortality burden from coal-fired power plants, much of this research has assumed that coal PM2.5 has the same toxicity as PM2.5 from other sources.

"PM2.5 from coal has been treated as if it's just another air pollutant. But it's much more harmful than we thought, and its mortality burden has been seriously underestimated," said lead author Lucas Henneman, assistant professor in the Sid and Reva Dewberry Department of Civil, Environmental, and Infrastructure Engineering at Mason. "These findings can help policymakers and regulators identify cost-effective solutions for cleaning up the country's air, for example, by requiring emissions controls or encouraging utilities to use other energy sources, like renewables."

Using emissions data from 480 coal power plants in the U.S. between 1999 and 2020, the researchers modeled where wind carried coal sulfur dioxide throughout the week after it was emitted and how atmospheric processes converted the sulfur dioxide into PM2.5. This model produced annual coal PM2.5 exposure fields for each power plant. They then examined individual-level Medicare records from 1999 to 2016, representing the health statuses of Americans ages 65 and older and representing a total of more than 650 million person-years. By linking the exposure fields to the Medicare records, inclusive of where enrollees lived and when they died, the researchers were able to understand individuals' exposure to coal PM2.5 and calculate the impact it had on their health.

They found that across the U.S. in 1999, the average level of coal PM2.5 was 2.34 micrograms per cubic meter of air (mg/m3). This level decreased significantly by 2020, to 0.07 mg/m3. The researchers calculated that a one mg/m3 increase in annual average coal PM2.5 was associated with a 1.12% increase in all-cause mortality, a risk 2.1 times greater than that of PM2.5 from any other source. They also found that 460,000 deaths were attributable to coal PM2.5, representing 25% of all PM2.5-related deaths among Medicare enrollees before 2009.

The researchers were also able to quantify deaths attributable to specific power plants, producing a ranking of the coal-fired power plants studied based on their contribution to coal PM2.5's mortality burden. They found that 10 of these plants each contributed at least 5,000 deaths during the study period. They visualized the deaths from each power plant in a publicly available online tool (https://cpieatgt.github.io/cpie/).




The study also found that 390,000 of the 460,000 deaths attributable to coal-fired power plants took place between 1999 and 2007, averaging more than 43,000 deaths per year. After 2007, these deaths declined drastically, to an annual total of 1,600 by 2020.

"Beyond showing just how harmful coal pollution has been, we also show good news: Deaths from coal were highest in 1999 but by 2020 decreased by about 95%, as coal plants have installed scrubbers or shut down," Henneman said.

"I see this as a success story," added senior author Corwin Zigler, associate professor in the Department of Statistics and Data Sciences at UT Austin and founding member of the UT Center for Health & Environment: Education & Research. "Coal power plants were this major burden that U.S. policies have already significantly reduced. But we haven't completely eliminated the burden -- so this study provides us a better understanding of how health will continue to improve and lives will be saved if we move further toward a clean energy future."

The researchers pointed out the study's continuing urgency and relevance, writing in the paper that coal power is still part of some U.S. states' energy portfolios and that global coal use for electricity generation is even projected to increase.

"As countries debate their energy sources -- and as coal maintains a powerful, almost mythical status in American energy lore -- our findings are highly valuable to policymakers and regulators as they weigh the need for cheap energy with the significant environmental and health costs," said co-author Francesca Dominici, Clarence James Gamble Professor of Biostatistics, Population, and Data Science at Harvard Chan School and director of the Harvard Data Science Initiative.

Funding for the study came from the National Institutes of Health (grants R01ES026217, R01MD012769, R01ES028033, 1R01ES030616, 1R01AG066793, 1R01MD016054-01A1, 1R01ES 034373-01, 1RF1AG080948, and 1R01ES029950); the Environmental Protection Agency (grant 835872); the EmPOWER Air Data Challenge (grant LRFH); the Alfred P. Sloan Foundation (grant G-2020-13946); and the Health Effects Institute (grants R-82811201 and 4953).
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New clues into the head-scratching mystery of itch | ScienceDaily
Scientists at Harvard Medical School have shown for the first time that a common skin bacterium -- Staphylococcus aureus -- can cause itch by acting directly on nerve cells.


						
The findings, based on research in mice and in human cells, are reported Nov. 22 in Cell. The research adds an important piece to the long-standing puzzle of itch and helps explain why common skin conditions like eczema and atopic dermatitis are often accompanied by persistent itch.

In such conditions, the equilibrium of microorganisms that keep our skin healthy is often thrown off balance, allowing S. aureus to flourish, the researchers said. Up until now, the itch that occurs with eczema and atopic dermatitis was believed to arise from the accompanying inflammation of the skin. But the new findings show that S. aureus single-handedly causes itch by instigating a molecular chain reaction that culminates in the urge to scratch.

"We've identified an entirely novel mechanism behind itch -- the bacterium Staph aureus, which is found on almost every patient with the chronic condition atopic dermatitis. We show that itch can be caused by the microbe itself," said senior author Isaac Chiu, associate professor of immunology in the Blavatnik Institute at HMS.

The study experiments showed that S. aureus releases a chemical that activates a protein on the nerve fibers that transmit signals from the skin to the brain. Treating animals with an FDA-approved anti-clotting medicine successfully blocked the activation of the protein to interrupt this key step in the itch-scratch cycle. The treatment relieved symptoms and minimized skin damage.

The findings can inform the design of oral medicines and topical creams to treat persistent itch that occurs with various conditions linked to an imbalance in the skin microbiome, such as atopic dermatitis, prurigo nodularis, and psoriasis.

The repeated scratching that is a hallmark of these conditions can cause skin damage and amplify inflammation.




"Itch can be quite debilitating in patients who suffer from chronic skin conditions. Many of these patients carry on their skin the very microbe we've now shown for the first time can induce itch," said study first author Liwen Deng, a postdoctoral research fellow in the Chiu Lab.

Identifying the molecular spark plug that ignites itch 

Researchers exposed the skin of mice to S. aureus. The animals developed intensifying itch over several days, and the repeated scratching caused worsening skin damage that spread beyond the original site of exposure.

Moreover, mice exposed to S. aureus became hypersensitive to innocuous stimuli that would not typically cause itch. The exposed mice were more likely than unexposed mice to develop abnormal itching in response to a light touch.

This hyperactive response, a condition called alloknesis, is common in patients with chronic conditions of the skin characterized by persistent itch. But it can also happen in people without any underlying conditions -- think of that scratchy feeling you might get from a wool sweater.

To determine how the bacterium triggered itch, the researchers tested multiple modified versions of the S. aureus microbe that were engineered to lack specific pieces of the bug's molecular makeup. The team focused on 10 enzymes known to be released by this microbe upon skin contact. One after another, the researchers eliminated nine suspects -- showing that a bacterial enzyme called protease V8 was single-handedly responsible for initiating itch in mice. Human skin samples from patients with atopic dermatitis also had more S. aureus and higher V8 levels than healthy skin samples.




The analyses showed that V8 triggers itch by activating a protein called PAR1, which is found on skin neurons that originate in the spinal cord and carry various signals -- touch, heat, pain, itch -- from the skin to the brain. Normally, PAR1 lies dormant but upon contact with certain enzymes, including V8, it gets activated. The research showed that V8 snips one end of the PAR1 protein and awakens it. Experiments in mice showed that once activated, PAR1 initiates a signal that the brain eventually perceives as itch. When researchers repeated the experiments in lab dishes containing human neurons, they also responded to V8.

Interestingly, various immune cells implicated in skin allergies and classically known to cause itch -- mast cells and basophils -- did not drive itch after bacterial exposure, the experiments showed. Nor did inflammatory chemicals called interleukins, or white cells, which are activated during allergic reactions and are also known to be elevated in skin diseases and even in certain neurologic disorders.

"When we started the study, it was unclear whether the itch was a result of inflammation or not," Deng said. "We show that these things can be decoupled, that you don't necessarily have to have inflammation for the microbe to cause itch, but that the itch exacerbates inflammation on the skin."

Interrupting the itch-scratch cycle

Because PAR1 -- the protein activated by S. aureus -- is involved in blood-clotting, researchers wanted to see whether an already approved anticlotting drug that blocks PAR1 would stop itch. It did.

The itchy mice whose skin was exposed to S. aureus experienced rapid improvement when treated with the drug. Their desire to scratch diminished dramatically, as did the skin damage caused by scratching.

Moreover, once treated with PAR1 blockers, the mice no longer experienced abnormal itch in response to innocuous stimuli.

The PAR1 blocker is already used in humans to prevent blood clots and could be repurposed as anti-itch medication. For example, the researchers noted, the active ingredient in the medicine could become the basis for anti-itch topical creams.

One immediate question that the researchers plan to explore in future work is whether other microbes besides S. aureus can trigger itch.

"We know that many microbes, including fungi, viruses, and bacteria, are accompanied by itch but how they cause itch is not clear," Chiu said.

Beyond that, the findings raise a broader question: Why would a microbe cause itch? Evolutionarily speaking, what's in it for the bacterium?

One possibility, the researchers said, is that pathogens may hijack itch and other neural reflexes to their advantage. For example, previous research has shown that the TB bacterium directly activates vagal neurons to cause cough, which might enable it to spread more easily from one host to another.

"It's a speculation at this point, but the itch-scratch cycle could benefit the microbes and enable their spread to distant body sites and to uninfected hosts," Deng said. "Why do we itch and scratch? Does it help us, or does it help the microbe? That's something that we could follow up on in the future."

The work was funded by the National Institutes of Health (grants R01AI168005, R01AI153185, R01NS065926, R01NS102161, R01NS111929, R37AI052453, R01AR076082, U01AI152038, UM1AI151958, R01AI153185, R01JL160582, F32AI172080, T32AI049928, 1R21AG075419), Food Allergy Science Initiative (FASI), Burroughs Wellcome Fund, Drako Family Fund, Jackson-Wijaya Research Fund, Canadian Institutes of Health Research (CIHR) (grants 376560 and 469411), and ANR-PARCURE (PRCE-CE18, 2020).

Chiu serves on the scientific advisory board of GSK Pharmaceuticals. Provisional patent application Serial No. 63/438,668, in which some coauthors are listed as inventors, was filed based on these findings.
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Revolutionary breakthrough in the manufacture of photovoltaic cells | ScienceDaily
The University of Ottawa, together with national and international partners, has achieved a world first by manufacturing the first back-contact micrometric photovoltaic cells.


						
The cells, with a size twice the thickness of a strand of hair, have significant advantages over conventional solar technologies, reducing electrode-induced shadowing by 95% and potentially lowering energy production costs by up to three times.

The technological breakthrough -- led by Mathieu de Lafontaine, a postdoctoral researcher at the University of Ottawa and a part-time physics professor; and Karin Hinzer, vice-dean, research, and University Research Chair in Photonic Devices for Energy at the Faculty of Engineering -- paves the way for a new era of miniaturization in the field of electronic devices.

The micrometric photovoltaic cell manufacturing process involved a partnership between the University of Ottawa, the Universite de Sherbrooke in Quebec and the Laboratoire des Technologies de la Microelectronique in Grenoble, France.

"These micrometric photovoltaic cells have remarkable characteristics, including an extremely small size and significantly reduced shadowing. Those properties lend themselves to various applications, from densification of electronic devices to areas such as solar cells, lightweight nuclear batteries for space exploration and miniaturization of devices for telecommunications and the internet of things," Hinzer says.

A breakthrough with huge potential

"This technological breakthrough promises significant benefits for society. Less expensive, more powerful solar cells will help accelerate the energy shift. Lightweight nuclear batteries will facilitate space exploration, and miniaturization of devices will contribute to the growth of the internet of things and lead to more powerful computers and smartphones," de Lafontaine says.




"The development of these first back-contact micrometric photovoltaic cells is a crucial step in the miniaturization of electronic devices," he adds.

"Semiconductors are vital in the shift to a carbon-neutral economy. This project is one of many research initiatives that we're undertaking at the Faculty of Engineering to achieve our societal goals," says Hinzer. Semiconductors are included in three of the five research areas at the Faculty of Engineering, namely, information technologies, photonics and emerging materials, and two of the four strategic areas of research at the University of Ottawa, namely, creating a sustainable environment and shaping the digital world.

This international partnership between Canada and France illustrates the importance of innovation and research in micromanufacturing, leading the way to a future in which technology will become more powerful and accessible than ever. It also marks an historic step in the evolution of the global scientific and technology scene.

This initiative was funded by the Natural Sciences and Engineering Research Council of Canada, the Fonds de recherche du Quebec Nature et technologies, the Horizon Europe Framework program, Prompt Quebec and STACE Inc.
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Predicting the fate of shallow coastal ecosystems for the year 2100 | ScienceDaily
A new study of shallow-water ecosystems estimates that, by 2100, climate change and coastal land usage could result in significant shrinkage of coral habitats, tidal marshes, and mangroves, while macroalgal beds remain stable and seagrass meadows potentially expand. Hirotada Moki of the Port and Airport Research Institute, Japan, and colleagues present their findings in the open-access journal PLOS Climate.


						
Shallow-water ecosystems absorb a significant amount of carbon dioxide and are therefore expected to help mitigate climate change. Meanwhile, these ecosystems themselves will likely be affected by climate change, including warming seawater. However, it has been unclear exactly how climate change might impact the future size of shallow-water ecosystems.

To help clarify their fate, Moki and colleagues estimated future changes in the total area occupied by the five shallow-water ecosystems thought to be most important: seagrass meadows, macroalgal beds, tidal marshes, mangroves, and coral habitats.

They combined data on the ecosystems' current sizes and distributions with topographic data, and applied a global climate model to calculate potential changes through 2100. They considered two standardized hypothetical scenarios, one representing the lowest predictions for future greenhouse gas emissions (RCP2.6) and the other the highest (RCP8.5).

The analysis estimates that, by 2100, global coral habitat could shrink by up to 74 percent. Meanwhile, seagrass meadows could expand by up to 11 percent because of a predicted increase in the depth to which photosynthesis-powering sunlight can penetrate these habitats. For macroalgal beds, that depth is not predicted to vary greatly, resulting in an estimated maintenance of present area through 2100.

The estimates also suggest that tidal marshes and mangroves will retain their present size because shrinkage caused by rising sea level will be offset by expansion to new areas. However, after accounting for coastal development and land use, the analysis estimates that tidal marshes may shrink by 91.9 percent and mangroves by 74.3 percent.

On the basis of these findings, the researchers suggest employing an optimal mix of shallow-water ecosystems and man-made infrastructure to counteract coral-habitat shrinkage. Meanwhile, appropriate coastal management could harness the climate change-mitigating effects of the other four ecosystems.

The authors add: "Although global coral habitat considerably can considerably shrink (as much as 75%), other shallow water ecosystems (macroalgal beds, mangroves, tidal marshes and seagrass meadows) can remain or increase in the future.If appropriate coastal management (e.g., to consider the effect of hard infrastructure for landward shift of ecosystems) is achieved, the four shallow water ecosystems can help mitigate the climate change influences."
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Casas del Turunuelo, a site of repeated animal sacrifice in Iron Age Spain | ScienceDaily
The Iron Age site of Casas del Turunuelo was used repeatedly for ritualized animal sacrifice, according to a multidisciplinary study published November 22, 2023 in the open-access journal PLOS ONE by Ma Pilar Iborra Eres of the Institut Valencia de Conservacio, Restauracio i Investigacio, Spain, Sebastian Celestino Perez of Consejo Superior de Investigaciones Cientificas, Spain, and their colleagues.


						
Archaeological sites with evidence of major animal sacrifices are rarely known from the Iron Age of the Mediterranean region, and there is a gap between information offered by written sources and by the archaeological record. This makes it difficult to establish a clear understanding of the patterns and protocols of this practice. In this study, researchers examine a well-preserved example of mass animal sacrifice from an Iron Age building in southwest Spain known as Casas del Turunuelo, associated to Tartessos and dating toward the end of the 5th Century BCE.

The authors examined and dated 6770 bones belonging to 52 sacrificed animals which were buried in three sequential phases. The identified animals were predominantly adult horses, with smaller numbers of cattle and pigs and one dog. In the first two phases, skeletons were mostly complete and unaltered, but in the third phase, skeletons (except equids) show signs of having been processed for food, suggesting that some sort of meal accompanied this ritual. These data indicate that this space was used repeatedly over several years for sacrificial rituals whose practices and purposes varied.

This case study allows researchers to establish details about ritual protocols at this site, including the intentional selection of adult animals rather than young, and the importance of fire evidenced by the presence of burned plant and animal remains. Casas del Turunuelo also exhibits unique features compared to other sites, such as the high abundance of sacrificed horses. This study advances efforts to contextualize ritual animal sacrifices across Europe.

The authors add: "This study highlights the role of mass animal sacrifices in the context of Iron Age European societies. Zooarchaeological, taphonomic and microstratigraphic investigations shed light on animal sacrifice practices and the Tartessian ritual behavior at the Iron Age site of Casas del Turunuelo (Badajoz, Spain)."
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Earliest known European common hippopotamus fossil reveals their Middle Pleistocene dispersal | ScienceDaily
Modern hippos first dispersed in Europe during the Middle Pleistocene, according to a study published November 22, 2023 in the open-access journal PLOS ONE by Beniamino Mecozzi of the Sapienza University of Rome and colleagues.


						
Modern hippos, Hippopotamus amphibius, arose from African ancestors during the Quaternary, a time when hippos were widespread in Europe. However, the details of the modern species' origin and dispersal into Europe are unclear and highly debated. In this study, Mecozzi and colleagues provide new insights via analysis of a fossil hippo skull from the study area of Tor di Quinto in Rome.

The skull of Tor di Quinto, currently housed at the Earth Science University Museum of Sapienza University of Rome, is among the most complete hippo specimens known from Pleistocene Europe, but its significance has been unclear due to uncertainties about its age and where exactly it was originally excavated. Following restoration of the skull in 2021, researchers were able to analyze the composition of sediments found within the skull cavities, revealing a match to the local Valle Guilia Formation, indicating a geologic age for this skull between 560,000-460,000 years old. Cranial and dental morphologies also confirmed the identity of this skull as the modern species Hippopotamus amphibius.

This research reveals this skull to be the oldest known fossil of this modern hippo species in Europe. These results shed light on the history of hippos in Europe, reinforcing the hypothesis of an early dispersal during the Middle Pleistocene and bolstering broader understanding of the deep history of these large mammals. Hippos are highly influential species within modern and ancient ecosystems, and they are valuable indicators of past climate and environmental conditions.

The authors add: "Restoring the mammal skeletons exposed at the University Museum of Earth Science, Terra, Sapienza University of Rome offers new data for old fossils. The multidisciplinary study of the skull from Cava Montanari (Roma) redefines the first dispersal of Hippopotamus amphibius in Europe."
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New tool to enable exploration of human-environment interactions | ScienceDaily
Spurred by the current climate crisis, there has been a heightened attention within the scientific community in recent years to how past climate variation contributed to historic human migration and other behaviors.


						
Now, an international group of scientists -- including archaeologists, historians, climate scientists, paleo-scientists, a volcanologist and others -- are calling for a strengthened commitment to transdisciplinary collaboration to study past and present human-environmental interactions, which they say will advance our understanding of these complex, entangled histories. Their recommendations were published Nov. 22 in Science Advances. 

In doing so, the group has introduced a new tool, the "dahliagram," to enable researchers to analyze and visualize a wide array of quantitative and qualitative knowledge from diverse disciplinary sources and epistemological backgrounds.

"Backed by higher-resolution data concerning past climates, environmental change is increasingly seen as a crucial factor in debates concerning social, political and economic change -- and human behavior generally -- through time and space," said Michael Frachetti, a professor of archaeology in Arts & Sciences at Washington University in St. Louis, and a lead author of the paper.

"Yet interdisciplinary attempts to cross data from history, climate science, archaeology and ecology to model past social-environmental interactions are challenged by mismatched units of measure and degrees of uncertainty,"

The dahliagram attempts to overcome those challenges by creating auniversal and visual language to enable cross-disciplinary collaboration. Moreover, it allows researchers to compress vast amounts of data into a single, easy-to-interpret model.

Named for the dahlia flower whose petals bloom in concentric arrays , the dahliagram's "petals" illustrate the relative impact of different pull and push factors contributing to human behavior over time. For example, the petals could represent the climate and environment, conflicts, politics and power, technology and resource availability. These are just examples, though. One of the benefits of the tool is that it is fully customizable to meet each study's needs.




According to Frachetti, the tool is meant to stimulate conceptual thinking and promote critical engagement, dialogue and debate. It welcomes data from domains of research like history or archaeology that are not easily quantified as factors in understanding behaviors like migration. And it requires the user to think beyond simply causality and consider the unique intersection of social, economic, political and environmental conditions for each case.

"The tool not only allows for a more nuanced understanding of complex data, but also can be a 'gut check' -- a way of testing your hypotheses and assumptions," Frachetti said.

Testing the dahliagram

To test the capabilities of the proposed dahliagram tool, the group created three models that assess the impacts of a range of factors on local- to large-scale mobility in three pivotal regions of world history: eastern Africa, inner Eurasia and the North Atlantic. These selected case studies range in chronological scale from decades to centuries to millennia.

Although the dahliagram is a universal device for human-environmental research, for the purpose of this study, the researchers focused on human mobility as a behavioral response.

In each model, "movement" is placed at the center of the dahliagram while different factors are represented in a surrounding array of petals. The team synthesized volumes of research and data on each factor and then ranked it according to its influence from low to high over three concentric rings of increasing intensity.




"One of the challenges to studying past phases of migration is that there's very rarely a single driver. It's usually a multitude of things that are impacting the people. Changes in the climate or access to resources could be one factor, but it's usually accompanied by something like war, new innovations, economic or political pressures, etc. The people in the Sahara, for example, have adapted to desertification for more than 5,000 years, making a simple driver for their patterned mobility, or a discrete migratory event, rather unlikely," Frachetti said.

An interesting thing happened when the team compared the dahliagram models for each of the three case studies. Although they are separated historically by hundreds of years and thousands of kilometers, unexpected parallels between the cases became obvious to the team.

"Population movement within emergent empires in both Asia and East Africa appears to be rooted in similar forces of political and social identity, as well as ambitious interests to acquire regional resources and stimulate trade and connectivity," the authors write. "Environmental factors were an omnipresent concern but appear to be outweighed by factors such as conflict and sovereignty.

"The historical implications of mobility within these formative empires in their respective era and region are unique, but only when visualized in the dahliagram do we see the shared correlations across an array of factors that may produce fruitful onward investigation into their behavioral similarities at the human-environmental nexus."

Overall, the group found the dahliagram to be effective in assessing population movements that occurred within richly documented historical time scales, as well as over long periods of time.

"We now hope that our new dahligram approach will be applied by many scholars from different fields across the natural and social sciences and the humanities to enhance interdisciplinary investigations into the entanglements between nature and humans," said Ulf Buntgen, a professor of environmental systems analysis in the Department of Geography at University of Cambridge, U.K., and a lead author of the paper.

Inspired by and built for transdisciplinary research

In recent years, the academic community has embraced the concept of transdisciplinary research. Like interdisciplinary or multidisciplinary research, transdisciplinary research connects scholarship from various disciplines to more fully grasp the complexity of problems and enable creative problem solving and discovery. What makes transdisciplinary research unique is that it incorporates the perspectives of non-academic stakeholders, including members of tribes and ethnic groups, historians, artists and other subject-matter experts.

Translating and effectively communicating complicated findings and uncertainties across disciplines, and with non-academic stakeholders, is not without its challenges, though. In fact, the idea for the dahliagram was inspired by the group's ongoing transdisciplinary work in the "Volcanoes, Climate and History" project, which was convened by Ulf Buntgen and Clive Oppenheimer from the University of Cambridge and supported by The Center for Interdisciplinary Research (ZiF: Zentrum fur interdisziplinare Forschung) at Bielefeld University in Germany.

The dahliagram not only enables researchers to synthesize data from various sources with different metrics, it also helps ensure equity among the various contributors, Frachetti said. Moreover, the visual nature of the dahliagram is especially helpful when communicating with various stakeholders.

"This tool allows us to gather communities of specialists and fairly and collectively express our knowledge in a way that that is on equal footing, rather than allowing one discipline to lead the way. I think that that kind of equity is a significant component of what the dahliagram provides," he said.

Ultimately, the team hopes the dahliagram will be adopted within the scientific community to stimulate further explorations of complex human behaviors by leveraging multidisciplinary team building and consensus.

According to Nicola Di Cosmo, a historian and Luce Foundation professor in East Asian Studies at the Institute for Advanced Study in Princeton, NJ and co-author of the study, the addition of the dahliagram will expand the analytical tools available for historical research.

"Historians may be encouraged to use the dahliagram to translate into a visual representation a wealth of data from multiple sources and different disciplines and thus avoid monocausal explanations derived from limited datasets," he said.

As for scientists, Frachetti said that some might initially have hesitations about the tool because it does not provide hard facts, but he hopes the community will come to appreciate the tool for what it does provide: a visualization of the facts.

"The dahliagram is a contextual tool that's meant to help you question your assumptions and consider other explanations. And that's really important because even our best 'hard facts' -- things like tree rings and our measurements to monitor the planet's health -- are conditioned by assumptions and uncertainty."

In addition to Frachetti and Buntgen, the following experts contributed to this paper: Nicola Di Cosmo, Institute for Advanced Study; Jan Esper, Johannes Gutenberg University; Lamya Khalidi, Universite Cote d'Azur CNRS, CEPAM; Franz Mauelshagen, University of Bielefeld; Clive Oppenheimer, University of Cambridge; and Eleonora Rohland, University of Bielefeld.
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Autonomous excavator constructs a 6-meter-high dry-stone wall | ScienceDaily
Until today, dry stone wall construction has involved vast amounts of manual labour. A multidisciplinary team of ETH Zurich researchers developed a method of using an autonomous excavator to construct a dry- stone wall that is six metres high and sixty- five metres long. Dry stone walls are resource efficient as they use locally sourced materials, such as concrete slabs that are low in embodied energy.


						
ETH Zurich researchers deployed an autonomous excavator, called HEAP, to build a six metre-high and sixty-five-metre-long dry-stone wall. The wall is embedded in a digitally planned and autonomously excavated landscape and park.

The team of researchers included: Gramazio Kohler Research, the Robotics Systems Lab, Vision for Robotics Lab, and the Chair of Landscape Architecture. They developed this innovative design application as part of the National Centre of Competence in Research for Digital Fabrication (NCCR dfab).

Using sensors, the excavator can autonomously draw a 3D map of the construction site and localise existing building blocks and stones for the wall's construction. Specifically designed tools and machine vision approaches enable the excavator to scan and grab large stones in its immediate environment. It can also register their approximate weight as well as their centre of gravity.

An algorithm determines the best position for each stone, and the excavator then conducts the task itself by placing the stones in the desired location. The autonomous machine can place 20 to 30 stones in a single consignment -- about as many as one delivery could supply.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2023/11/231122192303.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Hybrid transistors set stage for integration of biology and microelectronics | ScienceDaily
Your phone may have more than 15 billion tiny transistors packed into its microprocessor chips. The transistors are made of silicon, metals like gold and copper, and insulators that together take an electric current and convert it to 1s and 0s to communicate information and store it. The transistor materials are inorganic, basically derived from rock and metal.


						
But what if you could make these fundamental electronic components part biological, able to respond directly to the environment and change like living tissue?

This is what a team at Tufts University Silklab did when they created transistors replacing the insulating material with biological silk. They reported their findings in Advanced Materials.

Silk fibroin -- the structural protein of silk fibers -- can be precisely deposited onto surfaces and easily modified with other chemical and biological molecules to change its properties. Silk functionalized in this manner can pick up and detect a wide range of components from the body or environment.

The team's first demonstration of a prototype device used the hybrid transistors to make a highly sensitive and ultrafast breath sensor, detecting changes in humidity. Further modifications of the silk layer could enable devices to detect some cardiovascular and pulmonary diseases, as well as sleep apnea, or pick up carbon dioxide levels and other gases and molecules in the breath that might provide diagnostic information. Used with blood plasma, they could potentially provide information on levels of oxygenation and glucose, circulating antibodies, and more.

Prior to the development of the hybrid transistors, the Silklab, led by Fiorenzo Omenetto, the Frank C. Doble Professor of engineering, had already used fibroin to make bioactive inks for fabrics that can detect changes in the environment or on the body, sensing tattoos that can be placed under the skin or on the teeth to monitor health and diet, and sensors that can be printed on any surface to detect pathogens like the virus responsible for COVID19.

How It Works

A transistor is simply an electrical switch, with a metal electrical lead coming in and another going out. In between the leads is the semiconductor material, so-called because it's not able to conduct electricity unless coaxed.




Another source of electrical input called a gate is separated from everything else by an insulator. The gate acts as the "key" to turn the transistor on and off. It triggers the on-state when a threshold voltage- which we will call "1" -- creates an electric field across the insulator, priming electron movement in the semiconductor and starting the flow of current through the leads.

In a biological hybrid transistor, a silk layer is used as the insulator, and when it absorbs moisture, it acts like a gel carrying whatever ions (electrically charged molecules) are contained within. The gate triggers the on-state by rearranging ions in the silk gel. By changing the ionic composition in the silk, the transistor operation changes, allowing it to be triggered by any gate value between zero and one.

"You could imagine creating circuits that make use of information that is not represented by the discrete binary levels used in digital computing, but can process variable information as in analog computing, with the variation caused by changing what's inside the silk insulator" said Omenetto. "This opens up the possibility of introducing biology into computing within modern microprocessors," said Omenetto. Of course, the most powerful known biological computer is the brain, which processes information with variable levels of chemical and electrical signals.

The technical challenge in creating hybrid biological transistors was to achieve silk processing at the nanoscale, down to 10nm or less than 1/10000th the diameter of a human hair. "Having achieved that, we can now make hybrid transistors with the same fabrication processes that are used for commercial chip manufacturing," said Beom Joon Kim, postdoctoral researcher at the School of Engineering. "This means you can make a billion of these with capabilities available today."

Having billions of transistor nodes with connections reconfigured by biological processes in the silk could lead to microprocessors which could act like the neural networks used in AI. "Looking ahead, one could imagine have integrated circuits that train themselves, respond to environmental signals, and record memory directly in the transistors rather than sending it to separate storage," said Omenetto.

Devices detecting and responding to more complex biological states, as well as large-scale analog and neuromorphic computing are yet to be created. Omenetto is optimistic for future opportunities. "This opens up a new way of thinking about the interface between electronics and biology, with many important fundamental discoveries and applications ahead."
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How do temperature extremes influence the distribution of species? | ScienceDaily
As the planet gets hotter, animal and plant species around the world will be faced with new, potentially unpredictable living conditions, which could alter ecosystems in unprecedented ways. A new study from McGill University researchers, in collaboration with researchers in Spain, Mexico, Portugal, Denmark, Australia, South Africa and other universities in Canada, investigates the importance of temperature in determining where animal species are currently found to better understand how a warming climate might impact where they might live in the future.


						
To find out, the researchers tested the role of temperature as a factor that could limit a species' potential habitat range. They compared the temperatures and areas where 460 cold-blooded animal species currently live to the temperatures and areas where they could live based on their tolerance to temperatures.

They found that, unlike species living in the ocean, land animals such as reptiles, amphibians and insects have habitat ranges that are less directly impacted by temperature. The higher a species is in latitude, the lower its tendency to live in areas near the equator with temperatures they could tolerate, the researchers say. This means that, instead of tolerance to temperature, negative interactions with other species -- like with competitors or parasites -- could be what keep these species away from this potential habitat.

"It was not surprising to find that temperature doesn't always limit species ranges, but what was surprising was that, despite the complexity, we found general patterns in the role that temperature plays across species," said lead author of the study published in Nature Ecology & Evolution and PhD student in the Department of Biology, Nikki A. Moore.

"This research helps us to understand general patterns in how sensitive the distributions of different cold-blooded animal species might be to changes in temperature, which will help us to predict how the global distribution of species will change because of climate change."

A pattern that predicts species distribution

The pattern that Moore and colleagues found helps resolve two conflicting hypotheses about the distribution of life on earth.

"While it had long been thought that species ranges are less limited by temperature and more limited by species interactions in the tropics, the new work shows that higher-latitude species are increasingly excluded from their potential ranges in the tropics, supporting the idea of a trade-off between broad thermal tolerances and performance in the tropics," said Moore.

While these results provide insights into the sensitivities of species in different realms and across latitudes to climate change, the next step for this research is to test these predictions using actual observations of species range shifts, the researchers say.

The researchers say predicting and testing how species distributions respond to temperature requires on good observations of where species live. Anyone can get involved in contributing to our knowledge of species distributions through citizen science, using applications such as iNaturalist.
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'Not dead yet': Experts identify interventions that could rescue 1.5degC | ScienceDaily
To meet the goals of the Paris Agreement and limit global heating to 1.5degC, global annual emissions will need to drop radically over the coming decades. Today [22 Nov], a new paper from climate economists at the University of Oxford says that this goal could still be within our reach. They identify key "sensitive intervention points" that could unlock significant progress towards the Paris Agreement with the least risk and highest impact. These include:


						    	Investing in clean energy technologies with consistent cost declines
    	Enacting central bank policies to reduce the value of polluting assets
    	Improving climate-related financial risk disclosure.

'This is not to suggest that reaching the Paris goals will be straightforward, or easy, but like Achilles' heel, our research points to the areas that could have an outsized impact,' says lead author Dr Penny Mealy, associate at the Institute for New Economic Thinking, University of Oxford.

'We need climate policies which are pragmatic and practical, designed with an understanding of where the economy and technologies are capable of quickly transforming our economies for the better. These are those policy areas. This is how we design policy for 1.5degC,' affirms co-author Dr Pete Barbrook-Johnson of the Smith School of Enterprise and the Environment.

The research also highlights the areas where interventions will be more difficult and less impactful, including nuclear fission, which would be slow to roll out and could have unintended consequences; and carbon capture and storage, which presents both high barriers and risks.

To reach their conclusions, the authors devised a new framework for identifying sensitive intervention points, or SIPs, that have the characteristics necessary to radically decarbonize our global economy.

SIPs include critical tipping points -- like renewable energy becoming cheaper than coal; critical points in networks -- like powerful political figures or important technologies, and critical points in time or "windows of opportunity" that might prime the existing systems for change, such as the Covid-19 pandemic. These intervention points must be assessed by the ease with which they can be implemented, their impact potential, and the potential for creating risks. The authors stress that, while the framework is highly applicable to climate change, it could also be applied to solving other economic and social problems.

The ratings provided for each SIP intervention were applied subjectively based on discussions with experts, literature research, and modelling. The framework can and should be applied regularly to reassess priorities as new data and insights become available, the authors say.

Co-author Dr Matt Ives, comments, '1.5degC is not dead yet, but targeted and speedy interventions that can bring about the non-linear change necessary to keep it alive. As COP28 nears, our research highlights key sensitive intervention points we can prioritise to help turn the tide, while providing a valuable framework for policymakers.'
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AI for perovskite solar cells: Key to better manufacturing | ScienceDaily
Tandem solar cells based on perovskite semiconductors convert sunlight to electricity more efficiently than conventional silicon solar cells. In order to make this technology ready for the market, further improvements with regard to stability and manufacturing processes are required. Researchers of Karlsruhe Institute of Technology (KIT) and of two Helmholtz platforms -- Helmholtz Imaging at the German Cancer Research Center (DKFZ) and Helmholtz AI -- have succeeded in finding a way to predict the quality of the perovskite layers and consequently that of the resulting solar cells: Assisted by Machine Learning and new methods in Artificial Intelligence (AI), it is possible assess their quality from variations in light emission already in the manufacturing process.


						
Perovskite tandem solar cells combine a perovskite solar cell with a conventional solar cell, for example based on silicon. These cells are considered a next-generation technology: They boast an efficiency of currently more than 33 percent, which is much higher than that of conventional silicon solar cells. Moreover, they use inexpensive raw materials and are easily manufactured. To achieve this level of efficiency, an extremely thin high-grade perovskite layer, whose thickness is only a fraction of that of human hair, has to be produced. "Manufacturing these high-grade, multi-crystalline thin layers without any deficiencies or holes using low-cost and scalable methods is one of the biggest challenges," says tenure-track professor Ulrich W. Paetzold who conducts research at the Institute of Microstructure Technology and the Light Technology Institute of KIT. Even under apparently perfect lab conditions, there may be unknown factors that cause variations in semiconductor layer quality: "This drawback eventually prevents a quick start of industrial-scale production of these highly efficient solar cells, which are needed so badly for the energy turnaround," explains Paetzold.

AI Finds Hidden Signs of Effective Coating

To find the factors that influence coating, an interdisciplinary team consisting of the perovskite solar cell experts of KIT has joined forces with specialists for Machine Learning and Explainable Artificial Intelligence (XAI) of Helmholtz Imaging and Helmholtz AI at the DKFZ in Heidelberg. The researchers developed AI methods that train and analyze neural networks using a huge dataset. This dataset includes video recordings that show the photoluminescence of the thin perovskite layers during the manufacturing process. Photoluminescence refers to the radiant emission of the semiconductor layers that have been excited by an external light source. "Since even experts could not see anything particular on the thin layers, the idea was born to train an AI system for Machine Learning (Deep Learning) to detect hidden signs of good or poor coating from the millions of data items on the videos," Lukas Klein and Sebastian Ziegler from Helmholtz Imaging at the DKFZ explain.

To filter and analyze the widely scattered indications output by the Deep Learning AI system, the researchers subsequently relied on methods of Explainable Artificial Intelligence.

"A Blueprint for Follow-Up Research"

The researchers found out experimentally that the photoluminescence varies during production and that this phenomenon has an influence on the coating quality. "Key to our work was the targeted use of XAI methods to see which factors have to be changed to obtain a high-grade solar cell," Klein and Ziegler say. This is not the usual approach. In most cases, XAI is only used as a kind of guardrail to avoid mistakes when building AI models. "This is a change of paradigm: Gaining highly relevant insights in materials science in such a systematic way is a totally new experience." It was indeed the conclusion drawn from the photoluminescence variation that enabled the researchers to take the next step. After the neural networks had been trained accordingly, the AI was able to predict whether each solar cell would achieve a low or a high level of efficiency based on which variation of light emission occurred at what point in the manufacturing process. "These are extremely exciting results," emphasizes Ulrich W. Paetzold. "Thanks to the combined use of AI, we have a solid clue and know which parameters need to be changed in the first place to improve production. Now we are able to conduct our experiments in a more targeted way and are no longer forced to look blindfolded for the needle in a haystack. This is a blueprint for follow-up research that also applies to many other aspects of energy research and materials science."
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Nutrient found in beef and dairy improves immune response to cancer | ScienceDaily
Trans-vaccenic acid (TVA), a long-chain fatty acid found in meat and dairy products from grazing animals such as cows and sheep, improves the ability of CD8+ T cells to infiltrate tumors and kill cancer cells, according to a new study by researchers from the University of Chicago.


						
The research, published this week in Nature, also shows that patients with higher levels of TVA circulating in the blood responded better to immunotherapy, suggesting that it could have potential as a nutritional supplement to complement clinical treatments for cancer.

"There are many studies trying to decipher the link between diet and human health, and it's very difficult to understand the underlying mechanisms because of the wide variety of foods people eat. But if we focus on just the nutrients and metabolites derived from food, we begin to see how they influence physiology and pathology," said Jing Chen, PhD, the Janet Davison Rowley Distinguished Service Professor of Medicine at UChicago and one of the senior authors of the new study. "By focusing on nutrients that can activate T cell responses, we found one that actually enhances anti-tumor immunity by activating an important immune pathway."

Finding nutrients that activate immune cells

Chen's lab focuses on understanding how metabolites, nutrients and other molecules circulating in the blood influence the development of cancer and response to cancer treatments. For the new study, two postdoctoral fellows, Hao Fan, PhD and Siyuan Xia, PhD, both co-first authors, started with a database of around 700 known metabolites that come from food and assembled a "blood nutrient" compound library consisting of 235 bioactive molecules derived from nutrients. They screened the compounds in this new library for their ability to influence anti-tumor immunity by activating CD8+ T cells, a group of immune cells critical for killing cancerous or virally infected cells.

After the scientists evaluated the top six candidates in both human and mouse cells, they saw that TVA performed the best. TVA is the most abundant trans fatty acid present in human milk, but the body cannot produce it on its own. Only about 20% of TVA is broken down into other byproducts, leaving 80% circulating in the blood. "That means there must be something else it does, so we started working on it more," Chen said.

The researchers then conducted a series of experiments with cells and mouse models of diverse tumor types. Feeding mice a diet enriched with TVA significantly reduced the tumor growth potential of melanoma and colon cancer cells compared to mice fed a control diet. The TVA diet also enhanced the ability of CD8+ T cells to infiltrate tumors.




The team also performed a series of molecular and genetic analyses to understand how TVA was affecting the T cells. These included a new technique for monitoring transcription of single-stranded DNA called kethoxal-assisted single-stranded DNA sequencing, or KAS-seq, developed by Chuan He, PhD, the John T. Wilson Distinguished Service Professor of Chemistry at UChicago and another senior author of the study. These additional assays, done by both the Chen and He labs, showed that TVA inactivates a receptor on the cell surface called GPR43 which is usually activated by short-chain fatty acids often produced by gut microbiota. TVA overpowers these short-chain fatty acids and activates a cellular signaling process known as the CREB pathway, which is involved in a variety of functions including cellular growth, survival, and differentiation. The team also showed that mouse models where the GPR43 receptor was exclusively removed from CD8+ T cells also lacked their improved tumor fighting ability.

Finally, the team also worked with Justin Kline, MD, Professor of Medicine at UChicago, to analyze blood samples taken from patients undergoing CAR-T cell immunotherapy treatment for lymphoma. They saw that patients with higher levels of TVA tended to respond to treatment better than those with lower levels. They also tested cell lines from leukemia by working with Wendy Stock, MD, the Anjuli Seth Nayak Professor of Medicine, and saw that TVA enhanced the ability of an immunotherapy drug to kill leukemia cells.

Focus on the nutrients, not the food

The study suggests that TVA could be used as a dietary supplement to help various T cell-based cancer treatments, although Chen points out that it is important to determine the optimized amount of the nutrient itself, not the food source. There is a growing body of evidence about the detrimental health effects of consuming too much red meat and dairy, so this study shouldn't be taken as an excuse to eat more cheeseburgers and pizza; rather, it indicates that nutrient supplements such as TVA could be used to promote T cell activity. Chen thinks there may be other nutrients that can do the same.

"There is early data showing that other fatty acids from plants signal through a similar receptor, so we believe there is a high possibility that nutrients from plants can do the same thing by activating the CREB pathway as well," he said.

The new research also highlights the promise of this "metabolomic" approach to understanding how the building blocks of diet affect our health. Chen said his team hopes to build a comprehensive library of nutrients circulating in the blood to understand their impact on immunity and other biological processes like aging.

"After millions of years of evolution, there are only a couple hundred metabolites derived from food that end up circulating in the blood, so that means they could have some importance in our biology," Chen said. "To see that a single nutrient like TVA has a very targeted mechanism on a targeted immune cell type, with a very profound physiological response at the whole organism level -- I find that really amazing and intriguing."

The study, "Trans-vaccenic acid reprograms CD8+ T cells and anti-tumor immunity," was supported by the National Institutes of Health (grants CA140515, CA174786, CA276568, 1375 HG006827, K99ES034084), a UChicago Biological Sciences Division Pilot Project Award, the Ludwig Center at UChicago, the Sigal Fellowship in Immuno-oncology, the Margaret E. Early Medical Research Trust, the AASLD Foundation a Harborview Foundation Gift Fund, and the Howard Hughes Medical Institute.
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Researchers puncture 100-year-old theory of odd little 'water balloons' | ScienceDaily
Quinoa and many other extremely resilient plants are covered with strange balloon-like 'bladders' that for 127 years were believed to be responsible for protecting them from drought and salt. Research results from the University of Copenhagen reveal this not to be the case. These so-called bladder cells serve a completely different though important function. The finding makes it likely that even more resilient quinoa plants will now be able to be bred, which could lead to the much wider cultivation of this sustainable crop worldwide.


						
Looking through a microscope, it resembles a water balloon. Or a piece of glass art. But it's just a so-called bladder cell. If you wondered what it was for, you wouldn't be the first. For 127 years, even the brightest minds in plant biology believed that the fluid-filled bladders covering the leaves, clustered flowers and stems of a range of hardy plants were something completely different from what they now turn out to be.

The discovery was made thanks to a new piece of research from the University of Copenhagen that completely contradicted the researchers' expectations. The new insight can probably be used to expand the cultivation of a particularly nutritious and climate-resilient crop.

"Quinoa has been touted as a future-proof crop because it is rich in proteins and highly tolerant of drought and salt, and thus climate change. Scientists believed that the secret to quinoa's tolerance was in the many epidermal bladder cells on the surface of the plant. Until now, it was assumed that they served as a kind of salt dump and to store water. But they don't, and we have strong evidence for it," says Professor Michael Palmgren from the Department of Plant and Environmental Sciences.

Bulwark against pests

Three years ago, a research group led by PhD student Max Moog and his supervisor Michael Palmgren began studying the epidermal bladder cells of quinoa plants in ways that had never been used before. The hope was to understand the plant's mechanisms for making it resilient to salt and drought.

To this end, the researchers cultivated mutant plants without bladder cells to compare their reactions to salt and drought with those of wild quinoa plants covered with bladder cells.




To their surprise, the researchers discovered that bladder cells have no positive influence on the plant's ability to tolerate salt and drought. On the contrary, they seem to weaken tolerance. Instead, bladder cells serve as a barrier against pests and disease.

"Whether we poured salt water on the mutant plants without bladder cells or exposed them to drought, they performed brilliantly and against expectations. So, something was wrong. On the other hand, we could see that they were heavily infested with small insects -- unlike the plants covered with bladder cells. That's when I realized that bladder cells must have a completely different function," says Max Moog, now a postdoc at the Department of Plant and Environmental Sciences and first author of the study, which has been published in the journal Current Biology.

When the researchers analyzed what is hidden inside the bladder cells, they did not find salt as expected -- despite having added added extra salt to the plant. Instead, they found compounds that repel intruders.

"We discovered that bladder cells act as both a physical and chemical barrier against hungry pests. When tiny insects and mites trudge around on a plant covered with bladder cells, they are simply unable to get to the juicy green shoots that they're most interested in. And as soon as they try to gnaw their way through the bladder cells, they find that the contents are toxic to them," says Michael Palmgren.

Among other things, the epidermal bladder cells of quinoa contain oxalic acid, a compound also found in rhubarb, which acts as a deadly poison on pests.

The experiments also demonstrated that the bladder cells even protect quinoa against one of the most common bacterial diseases in plants, Pseudomonas syringae. This probably happens because the bladder cells partially cover the stomata on the plant's leaves, a point of entry for many bacterial invaders.




"Our hypothesis is that these bladder cells also protect against other plant diseases like downy mildew, a fungal disease which severely limits quinoa yields," says Max Moog.

The key to extra tolerant 'super-quinoa'

There are thousands of varieties of the South American crop, and the density of bladder cells on the plant's surface varies from variety to variety. But there is much to suggest that density determines how effective a safeguard the bladder cells are.

"Quinoa varieties with a higher density of bladder cells are most likely more robust against pests and diseases. On the other hand, they may be slightly less tolerant of salt and drought. And vice versa. These variations don't change the fact that quinoa is generally very resistant to salt and drought. But the explanation must be found somewhere other than in the bladder cells," says Max Moog, continuing:

"Due to efforts to expand quinoa cultivation around the world, the new knowledge can be used to adapt the crop to various regional conditions. For example, southern Europe has very dry conditions, while pests are a bigger problem than drought in northern Europe. Here in northern Europe, it would make sense to focus on quinoa varieties that are densely covered with bladder cells."

According to Michael Palmgren, the new results provide a concrete recipe for how to breed "super-quinoa" relatively easily:

"Thus far, these bladder cells have been ignored in the breeding of quinoa. If you want a crop that is extra resistant to pests and diseases, but is still tolerant of salt and drought, one can opt to breed varieties that are densely covered with bladder cells. So, we may now have a tool that allows us to simply cross-breed our way to an extra tolerant 'super-quinoa'," says Michael Palmgren.

The research results add a new dimension to our knowledge about quinoa. Until now, very little was known about how the plant defends itself against attacks from hostile organisms.

"Now we know, quinoa isn't just tolerant of non-biological stressors like drought and salt, but also of biological influences such as pests and pathogenic bacteria. And at the same time, we've found the secret of these odd-looking bladder cells. This research is an example of how what's established doesn't always turn out to be what's true," concludes the professor.

WHAT IS A BLADDER CELL?
    	Epidermal bladder cells are fluid-filled hair structures on the leaves, stems and surfaces of a variety of plants. A few plants, including quinoa, are often completely covered with them.
    	Bladder cells are actually a form of trichomes. Trichomes are hairlike structures that most plants have. As a rule, trichomes look completely different and appear more like the hairs on the leaves of stinging nettles.
    	In 1896, Austrian plant physiologist Gottlieb Haberlandt proposed that bladder cells serve as water reservoirs.
    	The number of bladder cells on a plant is predetermined. A very young leaf has the same number of bladder cells as an old leaf, but the density on the young leaf is greater because of its smaller size. As such, young leaves, which are most attractive to pests, are better protected.
    	Bladder cells are found in members of the Amaranth family (e.g., quinoa and white goosefoot) and the Aizoaceae family (including ice plant), which combined, include approximately 3840 species worldwide.

 ABOUT THE STUDY
    	Thousands of quinoa varieties exist, with researchers currently studying just over 100 of them.
    	Researchers combed a field of more than a million quinoa plants on the Danish island of Lolland to find a variant without epidermal bladder cells to use as a mutant plant in their experiments. The reactions in the mutant plant were compared with those in wild quinoa varieties. 
    	The researchers behind the study are Max Moog, Xiuyan Yang, Amalie K. Bendtsen, Christoph Crocoll and Michael Palmgren from the University of Copenhagen; Lin Dong and Merijn R. Kant from the University of Amsterdam, Netherlands; Tomohiro Imamura and Masashi Mori of Ishikawa Prefectural University, Japan and John C. Cushman of the University of Nevada, USA.
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Team discovers rules for breaking into Pseudomonas | ScienceDaily

By bombarding P. aeruginosa with hundreds of compounds and using machine learning to determine the physical and chemical traits of those molecules that accumulated inside it, the team discovered how to penetrate the bacterium's defenses. They used this information to convert an antibacterial drug that previously had no activity against P. aeruginosa into one that did.

"Pseudomonas is still the most difficult to treat gram-negative infection, and gram-negative infections are very challenging to treat in general," said University of Illinois Urbana-Champaign chemistry professor Paul Hergenrother, who led the work with former graduate student Emily Geddes, a handful of other graduate students and postdoctoral researchers in the Hergenrother lab and collaborators at Roche. "The Food and Drug Administration has not approved a new class of antibiotic drugs against gram-negatives in over 50 years."

Gram-negative bacteria differ from gram-positive in the composition of their cell walls. P. aeruginosa has a tightly packed outer membrane that's negatively charged, Geddes said. "This makes it really hard for other molecules to get through by passive diffusion."

P. aeruginosa also has other defenses, including highly specialized porins that allow it to bring in specific nutrients while keeping out everything else, and efflux pumps that eject unwanted compounds, Geddes said.

Pseudomonas has 12 efflux pumps, Geddes said. "That really gives it a diversity of drug-resistance mechanisms that some other bacterial species just don't have.

"Our goal here was to basically test a bunch of compounds to see what types of molecules get in the bacterial cell and stay in the cell, and hopefully learn some design principles from that," she said.




Earlier studies of P. aeruginosa focused primarily on antibiotics, testing which ones could kill or weaken the bacterium, Hergenrother said.

"We took a different approach -- testing a variety of nonantibiotic compounds and tracking which ones accumulated inside. We then used machine learning to make sense of the chemical traits that were common to the accumulators," he said.

This approach revealed that, among other traits, compounds with a positive charge on the surface and those with more hydrogen-bond-donor surface area were more likely to accumulate inside P. aeruginosa.

Such compounds "can create sort of a gap in the bacterial membrane and destabilize it to let other things come through," Geddes said.

Once they knew what characteristics a compound must have to penetrate Pseudomonas, the researchers chose to test those rules by modifying an existing antibiotic drug, fusidic acid, that is used to treat gram-positive infections but has no activity against gram-negative bacteria. The researchers modified the drug to create a derivative form, called FA prodrug, that included the features identified in the machine-learning exercise.

The experiment worked, Geddes said.




"As we increased the positive charge and as we increased the hydrogen-bond-donor surface area, we saw a corresponding increase in accumulation of the FA prodrug in Pseudomonas," she said. "We saw a 64-fold improvement in activity with those changes."

"Fusidic acid alone has no activity whatsoever against Pseudomonas," Hergenrother said. "And so being able to build that in is a pretty powerful demonstration of the rules."

The FA prodrug itself probably will not be pursued as a candidate drug to fight Pseudomonas infections, Geddes said. But the principles learned in the study will aid the design of new compounds to fight these dangerous, drug-resistant infections.

Hergenrother also is a professor in the Carle Illinois College of Medicine and the Carl R. Woese Institute for Genomic Biology, and deputy director of the Cancer Center at Illinois.

The National Institutes of Health supported this research.
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Mind the gap: Caution needed when assessing land emissions in the COP28 Global Stocktake | ScienceDaily
The land use, land use change, and forestry sector plays a strong role in achieving global climate targets, but a gap exists between how scientists and countries account for its emissions. A new study highlights how mitigation benchmarks change when assessing IPCC scenarios from a national inventory perspective, with net-zero timings arriving up to five years earlier and cumulative emissions to net-zero being 15-18% smaller.


						
Effective management of land, whether for agriculture, forests, or settlements, plays a crucial role in addressing climate change and achieving future climate targets. Land use strategies to mitigate climate change include stopping deforestation, along with enhancing forest management efforts. Countries have recognized the importance of the land use, land-use change, and forestry (LULUCF) sector, with 118 of 143 countries including land-based emissions reductions and removals in their Nationally Determined Contributions (NDCs), which are at the heart of the Paris Agreement and the achievement of its long-term goals.

A new study, published in Nature, demonstrates that estimates of current land-based emissions vary between scientific models and national greenhouse gas inventories due to differing definitions of what qualifies as "managed" land and human-induced, or anthropogenic, removals on that land, and shows how global mitigation benchmarks change when accounting for LULUCF fluxes in scientific models from the national inventory perspective. The research team underscores the necessity to compare like for like when assessing progress towards the Paris Agreement with countries needing to achieve more ambitious climate action when comparing their national starting points with global models.

"Countries estimate their LULUCF fluxes (emissions and removals) differently. Direct fluxes are a result of direct human intervention, such as agriculture and forest harvest. The models in the Assessment Reports by the Intergovernmental Panel on Climate Change (IPCC) use this accounting approach to determine the remaining carbon budget and the timing for achieving net-zero emissions. Indirect fluxes are the response of land to indirect human-induced environmental changes, such as increase in atmospheric CO2 or nitrogen deposition that both enhance carbon removal," explains Giacomo Grassi, a study coauthor and researcher with the Joint Research Centre at the European Commission.

Grassi points out that it is practically not possible to separate direct and indirect fluxes through observations such as national forest inventories or remote sensing. Therefore, national greenhouse gas inventory methods follow reporting conventions that define anthropogenic fluxes using an area-based approach, whereby all fluxes occurring on managed land are considered anthropogenic. In contrast, greenhouse gas fluxes on unmanaged land are not included in the reporting.

Globally, this results in a difference between bookkeeping models and country inventories of around 4-7 gigatons of CO2, or around 10% of today's greenhouse gas emissions, but this difference varies from country to country.

The research team assessed key mitigation benchmarks using the inventory-based LULUCF accounting approach. They found that, in pathways achieving the 1.5 degC long-term temperature goal of the Paris Agreement, net-zero CO2 emissions is achieved one to five years earlier, emission reductions by 2030 need to be 3.5-6% stronger, and cumulative CO2 emissions are between 55-95 Gt CO2 less. The research team emphasizes that results do not conflict with the benchmarks assessed by the IPCC, but rather assesses the same kinds of benchmarks using an inventory-based approach.




"The IPCC Assessment Reports use direct, land-based emissions as input and include the indirect emissions due to climate and environmental responses in their physical climate emulation to calculate the global temperature response to anthropogenic emissions. In our analysis, we make it clear that we're looking at these two kinds of emissions separately. The climate outcome of each scenario we assess remains the same, but the benchmark -- when viewed through the lens of national greenhouse gas inventory accounting conventions -- shifts. Without making adjustments, countries could appear in a better position than they actually are," explains Thomas Gasser, a study coauthor and senior researcher associated with both the IIASA Advancing Systems Analysis and Energy, Climate, and Environment programs.

"Our findings show the danger of comparing apples to oranges: To achieve the Paris Agreement, it's critical that countries aim for the correct target. If countries achieve model-based benchmarks using inventory-based accounting, they will miss the mark," says Matthew Gidden, study author and senior researcher in the IIASA Energy, Climate, and Environment Program.

Ahead of the COP28 summit and its first Global Stocktake -- a process that will enable countries and other stakeholders to see where they're collectively making progress toward meeting the goals of the Paris Agreement and where they're not -- the researchers are urging for more detailed national climate goals. They recommend distinct targets for land-based mitigation separate from actions in other sectors.

"Countries can bring clarity to their climate ambition by communicating their planned use of the LULUCF sector separately from emissions reductions elsewhere. While modelers and practitioner communities can come together to improve comparability between global pathways and national inventories, it is vital that the message that significant mitigation effort is needed this decade, is not lost in the details of reporting technicalities," concludes Gidden.
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Neanderthals were the world's first artists, research reveals | ScienceDaily
Recent research has shown that engravings in a cave in La Roche-Cotard (France), which has been sealed for thousands of years, were actually made by Neanderthals. This research was performed by Basel archaeologist Dorota Wojtczak together with a team of researchers from France and Denmark, whose findings reveal that the Neanderthals were in fact the first humans with an appreciation of art.


						
When the French archaeologist Jean-Claude Marquet entered the La Roche-Cotard cave in the Loire Valley for the first time back in 1974, he suspected that the fine lines on the wall could be of human origin. He also found scrapers and other retouched pieces known as Mousterian stone artifacts that suggested the cave had been used by Neanderthals. Were the marks on the wall evidence of early Neanderthal artistic activity?

Posing this question raised the possibility of breaking with the consensus of the time, which largely assumed that Homo neanderthalensis lacked any higher cognitive abilities. Fearing he would be unable to provide sufficient scientific evidence to prove his hypothesis, Marquet left the cave untouched for almost 40 years.

Marks on the wall produced by human hands

Together with an international team, he made another attempt in 2016. This time he was accompanied by Dr. Dorota Wojtczak from Integrative Prehistoric and Archaeological Science (IPAS) at the Department of Environmental Sciences of the University of Basel, who specializes in archaeological use-wear analysis. "Our task was to use modern methods to prove the human origin of these wall engravings," explains Wojtczak in her office at IPAS. The researchers recently published their findings in the journal PLoS ONE.

First with photos and drawings and later with a 3D scanner, the marks in the tuff rock of the cave wall were meticulously recorded. In her laboratory in Basel, Wojtczak compared these samples from the cave with tuff she had worked on experimentally with wood, bone and stone tools, as well as with her hands. "This research clearly showed that the cave marks were not made with tools, but by scratching with human fingers," says Wojtczak.

Cave sealed for over 50,000 years

At the same time, examination of cave sediment by researchers from Denmark showed that the cave must have been sealed off by mud residues from the Loire and soil sediments for over 50,000 years before being rediscovered. This makes the La Roche-Cotard cave system a very special location -- a veritable "time capsule." "At this time, 50,000 years ago, there were no modern humans in Europe, only Neanderthals," says Wojtczak. The wall marks and artifacts can therefore only come from these early humans.




While the clear geometric shapes with parallel and triangular lines suggest that these marks were not scribbled on the wall by chance, the researcher does not know what they represent. "But they could only have been made by someone who proceeded with planning and understanding," she says. And whether it was "art" as such, or a form of recording-keeping, is a matter of interpretation.

La Roche-Cotard promises further findings

The cave holds many other archaeological secrets. Jean-Claude Marquet also found an object that resembles the face of a human or animal back in 1976, and Wojtczak's use-wear analysis suggests that this object is also man-made. Another object from the cave appears to be a small oil lamp. "Specialists are currently investigating whether the object bears any pigments or soot substances that could help to identify the type of fuel used at the time," explains Wojtczak.

The chamber of La Roche-Cotard that has been explored so far is just one part of an entire cave system. The researcher hopes to gain further insight into the Neanderthals' activities, particularly from Chamber 4, which is still largely covered by sediment. Wojtczak is convinced that every investigation will help to further the dismantle traditional consensus of Neanderthals as mentally inferior humans, and reinforce the perception of them as more like the cousins of modern humans. "They could speak, and probably even sang," she adds, grinning.

Dorota Wojtczak will continue her research into Neanderthal life in La Roche-Cotard together with her students from the Prehistory and Archaeological Science degree program.
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Skunks' warning stripes less prominent where predators are sparse, study finds | ScienceDaily
Striped skunks are less likely to evolve with their famous and white markings where the threat of predation from mammals is low, scientists from the University of Bristol, Montana and Long Beach, California have discovered.


						
Skunks' iconic black and white colouration signals its toxic anal spray. However some skunks show very varied fur colour ranging from all black to thin or thick black and white bands to all white individuals. Variation is huge across the North American continent.

Findings published today in Evolution, suggest that this is a result of relaxed selection, when environmental change eliminates or weakens the selection of a normally important trait -- in this case black and white pelage.

Prof Tim Caro from Bristol's School of Biological Sciences explained: "Warning coloration is an antipredator defence whereby a conspicuous signal advertises the ability of prey to escape predation, often because it is toxic or has spines or is pugnacious."

"Usually predators have to learn the significance of this signal and so it is predicted that warning colouration will look very similar across prey individuals of the same, as well as perhaps different, prey species to be an effective education tool. Yet some warningly coloured prey show rather different advertisements even within the same species."

Researcher Hannah Walker from the University of Montana documented the distribution of these different pelage colours across their range in North America using museum specimens. She plotted these against a menu of variables that the team thought might drive this variation in coloration.

The team found that in locations in which skunks overlapped with rather few mammalian predators that might be capable of killing them, fur colour was varied even within the same litter.




Where there were many species of predators that were a danger to them, they showed little variation.

The team also examined owl and raptorial predators however while the effects were the same, they were not as evident. This is perhaps because birds have a poorer sense of smell and are less deterred by smelly anal defences.

"Our results indicate that relaxed predation pressure is key to warning signal variation in this species, whereas stronger pressure leads to signal conformity and stronger signals," said Professor Caro.

"We now know why not all skunks look alike, and perhaps why members of other warningly coloured species look different from each other."

Now the team plan to see if this occurs across other skunk species whose geographic ranges overlap in North America.

Prof Caro concluded: "If relaxed selection operates within species, it should do so across prey species too. More broadly, this study provides another brick in the wall of explaining the evolution of coloration in nature."
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Ultra-processed foods and higher risk of mouth, throat and esophagus cancers | ScienceDaily
Eating more ultra-processed foods (UPFs) may be associated with a higher risk of developing cancers of upper aerodigestive tract (including the mouth, throat and esophagus), according to a new study led by researchers from the University of Bristol and the International Agency for Research on Cancer (IARC). The authors of this international study, which analysed diet and lifestyle data on 450,111 adults who were followed for approximately 14 years, sayobesity associated with the consumption of UPFs may not be the only factor to blame. The study is published today [22 November] in the European Journal of Nutrition.


						
Several studies have identified an association between UPF consumption and cancer, including a recent study which looked at the association between UPFs and 34 different cancers in the largest cohort study in Europe, the European Prospective Investigation into Cancer and Nutrition (EPIC) cohort.

As more evidence emerges about the associations between eating UPFs and adverse health outcomes, researchers from the Bristol Medical School and IARC wanted to explore this further. Since many UPFs have an unhealthy nutritional profile, the team sought to establish whether the association between UPF consumption and head and neck cancer and esophageal adenocarcinoma (a cancer of the esophagus) in EPIC could be explained by an increase in body fat.

Results from the team's analyses showed that eating 10% more UPFs is associated with a 23% higher risk of head and neck cancer and a 24% higher risk of esophageal adenocarcinoma in EPIC. Increased body fat only explained a small proportion of the statistical association between UPF consumption and the risk of these upper-aerodigestive tract cancers.

Fernanda Morales-Berstein, a Wellcome Trust PhD student at the University of Bristol and the study's lead author, explained: "UPFs have been associated with excess weight and increased body fat in several observational studies. This makes sense, as they are generally tasty, convenient and cheap, favouring the consumption of large portions and an excessive number of calories. However, it was interesting that in our study the link between eating UPFs and upper-aerodigestive tract cancer didn't seem to be greatly explained by body mass index and waist-to-hip ratio."

The authors suggest that other mechanisms could explain the association. For example, additives including emulsifiers and artificial sweeteners which have been previously associated with disease risk, and contaminants from food packaging and the manufacturing process, may partly explain the link between UPF consumption and upper-aerodigestive tract cancer in this study.

However, Fernanda Morales-Berstein and colleagues did add caution regarding their findings and suggest that the associations between UPF consumption and upper-aerodigestive tract cancers found in the study could be affected by certain types of bias. This would explain why they found evidence of an association between higher UPF consumption and increased risk of accidental deaths, which is highly unlikely to be causal.




George Davey Smith, Professor of Clinical Epidemiology and Director of the MRC Integrative Epidemiology Unit at the University of Bristol, and co-author on the paper, said: "UPFs are clearly associated with many adverse health outcomes, yet whether they actually cause these, or whether underlying factors such as general health-related behaviours and socioeconomic position are responsible for the link, is still unclear, as the association with accidental deaths draws attention to."

Inge Huybrechts, Team head of the Lifestyle exposures and interventions team at IARC, added: "Cohorts with long-term dietary follow-up intake assessments, considering also contemporary consumption habits, are needed to replicate these study's findings, as the EPIC dietary data were collected in the 1990s, when the consumption of UPFs was still relatively low. As such associations may potentially be stronger in cohorts including recent dietary follow-up assessments."

Further research is needed to identify other mechanisms, such as food additives and contaminants, which may explain the links observed. However, based on the finding that body fat did not greatly explain the link between UPF consumption and upper-aerodigestive tract cancer risk in this study, Fernanda Morales-Berstein, suggested: "Focussing solely on weight loss treatment, such as Semaglutide, is unlikely to greatly contribute to the prevention of upper-aerodigestive tract cancers related to eating UPFs."

Dr Helen Croker, Assistant Director of Research and Policy at World Cancer Research Fund, added: "This study adds to a growing pool of evidence suggesting a link between UPFs and cancer risk. The association between a higher consumption of UPFs and an increased risk of developing upper-aerodigestive tract cancer supports our Cancer Prevention Recommendations to eat a healthy diet, rich in wholegrains, vegetables, fruit, and beans."

The study was funded by the Wellcome Trust; Cancer Research UK; World Cancer Research Fund International; Institut National du Cancer; Horizon 2020 'Dynamic longitudinal exposome trajectories in cardiovascular and metabolic non-communicable diseases' study; University of Bristol Vice Chancellor's Fellowship; British Heart Foundation and the Medical Research Council.
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First comprehensive look at effects of 2020-2021 California megafires on terrestrial wildlife habitat | ScienceDaily
The only thing constant is change -- isn't that how the saying goes? We know that wildlife in western forests evolved with changing habitat and disturbances like wildfire. Each species responds differently, some benefiting from openings, others losing critical habitat. What we don't know is how increasing fire severity at large scales is impacting their habitat and survival, because many species are not adapted to these types of "megafires." Researchers at the Rocky Mountain Research Station set about finding some answers. They summarize their findings in "The 2020-2021 California megafires and their impacts to wildlife habitat," a paper that published today in the Proceedings of the National Academy of Sciences.


						
Why California and why this time period? In 2020 and 2021, California experienced fire activity unlike anything recorded in the modern record. When the smoke cleared, the amount of burned forest totaled ten times more than the annual average going back to the late 1800s. Nearly half of the forests that burned experienced high-severity fire, killing 75-100% of the vegetation, and much of this fire covered large continuous areas, rather than a patchy mosaic. California's Department of Fish and Wildlife curates a comprehensive wildlife database, mapping habitat suitability of hundreds of species across the state. Coupling that with Forest Service records of wildfires and some fancy computer footwork gave researchers an opportunity to take a broad look at how these types of "megafires" are shaping wildlife habitat within the state.

Jessalyn Ayars, the lead author, said, "Our intent was to take a broad look to gain a better understanding of the impacts of these kinds of fires on wildlife habitat as a whole." She continued, "and since each species is different, this study provides a good jumping-off point for others to be able to focus on a single species of interest or small group of species that share similar habitats."

The fires and habitat studied were mostly located in the Sierra Nevada, southern Cascades, and Klamath mountain regions of California. Researchers looked at more than 600 wildlife species and found that for 50 species, fires spanned 15-30% of habitat within their range in the state. One hundred species experience high severity fire over more than 10% of their geographic range within California. Sixteen of those species are considered species of management concern, such as the great gray owl, wolverine, Pacific marten, and northern rubber boa.

Previous research shows that some species such as great gray owls may benefit from fire in terms of foraging habitat and can be somewhat resilient, but again, the unknown is whether that benefit holds true with this magnitude of habitat change in such a short time.

Some good news is that by looking more closely at some of the details around habitat change by species, scientists learned that these fires are not disproportionately impacting habitats for species of conservation concern compared to wildlife species in general, a finding that suggests that where these species live may serve as refugia for them.

Gavin Jones, senior author and Ayars' advisor, has conducted research on how proactive forest management can offset risks over the long term of California spotted owl habitat loss from increased wildfire size and severity. Given the impacts of large-scale habitat shifts in a short period of time, coupled with the likelihood that extreme fires will be more common in the future, this new paper adds to the body of research and underscores the importance of increasing the pace and scale of proactive forest management.
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A stronger core for better plant breeding | ScienceDaily
A new software tool with enhanced genome-sequencing powers has been developed by the University of Adelaide, increasing the speed and accuracy at which researchers can improve plants through breeding.


						
These improvements will allow farmers to grow more resilient crops in a dynamically changing climate and landscape.

Called CoreDetector, the tool was created to efficiently handle more computationally challenging genome-sequencing tasks, such as aligning large and evolutionary diverse genomes of plants.

"Whole genome alignment of species remains an important method for determining structural and sequence variations of populations," said the University of Adelaide's Dr Julian Taylor, who co-led the project.

"There are few tools which have the functionality to handle large and evolutionary diverse genomes, but CoreDetector harnesses the power of computational parallelisation to undertake the cumbersome task of pairwise sequence alignment between population member genomes.

"The tool can be applied to a wide range of species -- from kilobyte bacteria genomes to gigabyte plant genomes, like wheat -- and even supports diploid organisms, such as human and other animals."

CoreDetector's underlying research has been published in Bioinformatics, and the software has also been published on GitHub, making it free and accessible to anyone who can benefit from it.




This will have immediate benefit for the plant pre-breeding and breeding research community, especially those working with more complex plant genomes.

The software is a java-based and easily transportable between operating systems.

"As high-throughput sequence technologies become more advanced and more species can be sequenced, we believe free access to CoreDetector will continue to allow rapid advancement in genetic research of diverse populations," said the University's Dr Fruzangohar, who also co-led the project.

"This will provide an efficient genome sequence analysis tool to plant breeders and researchers, which can form a component of an analytical pipeline for improving our genetic understanding of biological organisms."

Dr Taylor and Dr Fruzangohar are members of the Biometry Hub, within the University's School of Agriculture, Food and Wine.

The Hub was established to provide a space for researchers to collaboratively develop statistical models and computational tools, like CoreDetector, to answer industry-relevant biological questions.

Although CoreDetector was only recently made publicly available, Dr Taylor and Dr Fruzangohar are already working on the next iteration of the technology.

"We aim to extend CoreDetector's theoretical and computational framework to obtain the core-genome plus accessory sequences of a population. This complete set of sequences is known as the pan-genome," said Dr Taylor.

"We plan to collaborate with other bioinformaticians from external organisations linked to pan-genome research and develop a state-of-the-art heuristic algorithm to efficiently construct pan-genomes of populations."
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High temperatures may have caused over 70,000 excess deaths in Europe in 2022 | ScienceDaily
The burden of heat-related mortality during the summer of 2022 in Europe may have exceeded 70,000 deaths according to a study led by the Barcelona Institute for Global Health (ISGlobal), a research centre supported by the "la Caixa" Foundation. The authors of the study, published in The Lancet Regional Health -- Europe, revised upwards initial estimates of the mortality associated with record temperatures in 2022 on the European continent.


						
In an earlier study, published in Nature Medicine, the same team used epidemiological models applied to weekly temperature and mortality data in 823 regions in 35 European countries and estimated the number of heat-related premature deaths in 2022 to be 62,862. In that study, the authors acknowledged that the use of weekly data would be expected to underestimate heat-related mortality, and pointed out that daily time-series data are required to accurately estimate the impact of high temperatures on mortality.

The objective of the new study was to develop a theoretical framework capable of quantifying the errors arising from the use of aggregated data, such as weekly and monthly temperature and mortality time-series. Models based on temporally aggregated data are useful because aggregated data are available in real-time from institutions such as Eurostat, facilitating quantification of the health hazard within a few days of its emergence. To develop a theoretical framework, the research team aggregated daily temperatures and mortality records from 147 regions in 16 European countries. They then analysed and compared the estimates of heat- and cold-related mortality by different levels of aggregation: daily, weekly, 2-weekly and monthly.

Analysis revealed differences in epidemiological estimates according to the time scale of aggregation. In particular, it was found that weekly, 2-weekly and monthly models underestimated the effects of heat and cold as compared to the daily model, and that the degree of underestimation increased with the length of the aggregation period. Specifically, for the period 1998-2004, the daily model estimated an annual cold and heat-related mortality of 290,104 and 39,434 premature deaths, respectively, while the weekly model underestimatedthese numbers by 8.56% and 21.56%, respectively.

"It is important to note that the differences were very small during periods of extreme cold and heat, such as the summer of 2003, when the underestimation by the weekly data model was only 4.62%," explains Joan Ballester Claramunt, the ISGlobalresearcherwho leads the European Research Council's EARLY-ADAPT project.

The team used this theoretical framework to revise the mortality burden attributed to the record temperatures experienced in 2022 in their earlier study. According to the calculations made using the new methodological approach, that study underestimated the heat-related mortality by 10.28%, which would mean that the actual heat-related mortality burden in 2022, estimated using the daily data model, was 70,066 deaths, and not 62,862 deaths as originally estimated.

Using weekly data to analyse the effects of temperatures in the short term 

"In general, we do not find models based on monthly aggregated data useful for estimating the short-term effects of ambient temperatures," explains Ballester. "However, models based on weekly data do offer sufficient precision in mortality estimates to be useful in real-time practice in epidemiological surveillance and to inform public policies such as, for example, the activation of emergency plans for reducing the impact of heat waves and cold spells."

It is an advantage in this area of research to be able to use weekly data since investigators often encounter bureaucratic obstacles that make it difficult or impossible to design large-scale epidemiological studies based on daily data. According to Ballester, when daily data is not available, the use of weekly data, which are easily accessible for Europe in real time, is a solution that can offer "a good approximation of the estimates obtained using the daily data model."
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Curators and cavers: How a tip from a citizen scientist led to deep discoveries in Utah's caves | ScienceDaily
Scientists from the Natural History Museum of Utah have taken a deep dive into the not-so-distant past thanks to a friendly tip from Utah's caving community. In a paper published this week by the Journal of Mammalogy, five scientists from the Natural History Museum of Utah (NHMU) and colleagues from Utah's caving community have published the first research from their collaborative field work effort deep in Utah's caves.


						
The journal's feature article reveals why caves make such compelling research archives; what was uncovered in Boomerang Cave in northern Utah; why skeletal remains provide new access to hard-to-get data from the recent past; and offers a new zoological baseline for mammalian changes in an alpine community.

"To understand the impacts of climate on alpine ecosystems, we record current mammal species -- mostly through trapping. But that method doesn't tell us anything about the mammalian diversity in the recent past," said Kaedan O'Brien, lead author and anthropology PhD candidate at the University of Utah. "So not a lot of study has been done on past alpine ecosystems because they are harder to get to, and when you do there is a slim chance of finding older skeletal remains intact."

In NHMU Chief Curator and paleoecologist Dr. Tyler Faith's words, "We want to know what animals were there in the 1800s, but that's nearly impossible in the absence of historical records. How do we document the recent past without a time machine?" An out-of-the-blue email from local caver and study co-author Eric Richards offered an unexpected method of time travel: repelling hundreds of feet down into Utah's caves to find what may have fallen in -- and when.

In early 2019, Richards emailed NHMU Curator of Paleontology Dr. Randy Irmis to ask if he or the museum had any interest in the animal bones that he'd been finding on Utah cave adventures, and he sent photographs. Irmis replied right away, including colleague Dr. Tyler Faith and O'Brien, a PhD student in Faith's lab. The group met, hit it off, and after a couple of trial outings for equipment training, Faith and Irmis were lowering themselves into caves to collect bones of by-gone animals.

"To be clear, this project would have never happened without the cavers reaching out to us, and investing time, and training with us. Eric and his wife Fumiko literally 'showed us the ropes.'" said Faith. "I hope people realize that research isn't just done by scientists who work at the museum, it can be public collaboration -- in this case with trained experts (do not try this at home)."

After Faith obtained a research permit from the U.S. Forest Service in September 2019, Richards took the team to Boomerang Cave in the Bear River Range where they collected specimens for lab analysis at the museum. O'Brien managed the lion's share of that work, upon which the paper is based.




"Identifying skeletal remains is painstaking work, because you just go bone by bone, sorting by size and element, and then comparing them with regional museum voucher specimens," said O'Brien. But the result is exciting.

Using radiocarbon dating, fossils found in Boomerang Cave were shown to span the past 3,000 years, with the bulk from the last 1000 years or so. Comparison of these fossils to museum records and present-day mammals collected by co-authors and NHMU zoologists, Dr. Eric Rickart and Katrina Derieg, showed that the cave provided a faithful reflection of mammal diversity in the area. Perhaps most exciting is that the fossils also revealed the presence of species unknown to the region, like Merriam's shrew. The full list of fossils is in the current Journal of Mammalogy, along with more on why this research matters.

"Our work highlights the value of collecting skeletal remains from caves as a convenient and accurate method for understanding the mammal communities" said Irmis. "Caves help us create comprehensive and long-term records and better understand how animals have changed in the recent past."

Faith, Irmis, and O'Brien credit the ongoing success of this research to the curiosity and generosity of Utah's caving community.
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Sophisticated swarming: Bacteria support each other across generations | ScienceDaily
When bacteria build communities, they cooperate and share nutrients across generations. Researchers at the University of Basel have been able to demonstrate this for the first time using a newly developed method. This innovative technique enables the tracking of gene expression during the development of bacterial communities over space and time.


						
In nature, bacteria usually live in communities. They collectively colonize our gut, also known as the gut microbiome, or form biofilms such as dental plaque. Living in communities provides many advantages to the individual microbes. They are more resilient against adverse environmental conditions, conquer new territories and benefit from each other.

Analyzing microbial communities in space and time

The development of bacterial communities is a highly complex process where bacteria form intricate three-dimensional structures. In their latest study published in Nature Microbiology, the team led by Professor Knut Drescher from the Biozentrum of the University of Basel has investigated the development of bacterial swarm communities in detail.

They achieved a methodological breakthrough enabling them to simultaneously measure gene expression and image the behaviour of individual cells in microbial communities in space and time.

Bacteria provide resources for future generations

"We used Bacillus subtilis as a model organism. This ubiquitous bacterium is also found in our intestinal flora. We have revealed that these bacteria, which live in communities, cooperate and interact with each other across generations," explains Prof Knut Drescher, head of the study. "Earlier generations deposit metabolites for later generations."

They also identified different subpopulations within a bacterial swarm, which produce and consume different metabolites. Some of the metabolites secreted by one subpopulation become the food for other subpopulations that emerge later during swarm development.




Distribution of tasks within the community

The researchers combined state-of-the-art adaptive microscopy, gene expression analyses, metabolite analyses, and robotic sampling. Using this innovative approach, the researchers have been able to simultaneously examine gene expression and bacterial behavior at precisely defined locations and specific times as well as to identify the metabolites secreted by the bacteria. The bacterial swarm could thus be divided into three major regions: the swarm front, the intermediate region and the swarm center. However, the three regions display gradual transitions.

"Depending on the region, the bacteria differ in appearance, characteristics and behavior. While they are mostly motile at the edges, the bacteria in the center form long non-motile threads, resulting in a 3D biofilm. One reason is the varying availability of space and resources," explains first author Hannah Jeckel. "The spatial distribution of bacteria with distinct behavior enables the community to expand but also to hide in a protective biofilm." This process appears to be a widespread strategy in bacterial communities and is crucial for their survival.

Complex dynamics within bacterial communities

This study illustrates the complexity and dynamics within bacterial communities and reveals cooperative interactions among individual bacteria -- in favor of the community. The spatial and temporal effects thus play a central role in the development and establishment of microbial communities. A milestone of this work is the development of a pioneering technique that enabled the researchers to acquire comprehensive spatiotemporal data of a multicellular process at a resolution never before achieved in any other biological system.
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Tiny beads preserve enzymes for biocatalysis | ScienceDaily
Plasmas can provide the co-substrate needed for biocatalysis of valuable substances, but are also harmful to enzymes. By attaching enzymes to small beads the enzymes are protected and remain active up to 44 times longer.


						
Some enzymes, such as the one derived from fungi and investigated in this study, are able to produce valuable substances such as the fragrance (R)-1-phenylethanol. To this end, they convert a less expensive substrate using a co-substrate. A research team from the Department of Biology at Ruhr University Bochum, Germany, came up with the idea of supplying them with this co-substrate using a plasma -- a somewhat crazy idea, as plasmas generally have a destructive effect on biomolecules. However, by employing several tricks, the researchers led by Professor Julia Bandow and Dr. Tim Dirks did indeed succeed. They have now refined one of these tricks and thus improved the process: They attach the enzymes to tiny beads in order to hold them in place at the bottom of the reactor, where they are protected from the damaging effects of the plasma. By identifying the most suitable type of bead, they also increased the stability of the enzyme by a factor of 44. They published their findings in the Journal of the Royal Society Interface from October 25, 2023.

Model enzyme from an edible fungus

"In plasma-driven biocatalysis, we intend to use technical plasmas to drive enzymes that use hydrogen peroxide to convert a substrate into a more valuable product," explains Julia Bandow, Head of the Department of Applied Microbiology. The plasmas -- energetically charged gases -- produce hydrogen peroxide as well as a variety of reactive species.

The researchers use the non-specific peroxigenase (AaeUPO) from the edible fungus Agrocybe aegerita as a model enzyme. They showed in initial studies that although it works for plasma-driven biocatalysis, there are some fundamental limitations. "The decisive factor was that the enzymes are sensitive to plasma treatment and are therefore inactivated within a short period of time," Tim Dirks, lead author of the current study, explains. "To prevent this, we use the method of enzyme immobilization by attaching the enzymes to tiny beads with a porous surface."

Beads trap the enzymes at the bottom

Due to gravity, these beads lie on the bottom of the sample and the buffer solution above provides a protective zone between the plasma phase at the top and the enzymes. The research team observed at an early stage that the different immobilization methods also led to different survival rates of enzymes. The aim of the current study was therefore to investigate the effects of different immobilization methods on the plasma stability of enzymes using a larger set of enzymes.

Five different enzymes were selected; two of them also convert hydrogen peroxide and three of them don't require hydrogen peroxide for activity. The researchers tested nine different types of beads, some of which had a resin surface and others a silica surface with or without a polymer coating. After immobilization, the enzymes were treated with plasma for up to five minutes. The researchers then compared their residual activity with untreated controls.

The path to new applications

The beads with resin surfaces showed the best results for all five enzymes. "The amino and epoxy-butyl beads performed best," says Tim Dirks. In both cases, the enzymes form a strong, covalent bond with the carrier material, which can't be dissociated. "This type of immobilization appears to limit the mobility of the enzymes, which makes them less susceptible to plasma-induced inactivation," outlines Tim Dirks. By extending the plasma treatment for the most promising candidates to up to one hour, the team was able to increase the stability of the enzymes under plasma treatment by immobilization up to a factor of 44. "The findings of this study thus pave the way for new applications that aim to combine enzymes with technical plasmas in the future," the researchers conclude.
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Trilobites rise from the ashes to reveal ancient map | ScienceDaily
Ten newly discovered species of trilobites, hidden for 490 million years in a little-studied part of Thailand, could be the missing pieces in an intricate puzzle of ancient world geography.


						
Trilobites are extinct sea creatures with half-moon-shaped heads that breathed through their legs. A 100-page monograph in the British journal offers great detail about the new species, including one named in honor of Thai Royal Princess Maha Chakri Sirindhorn.

The trilobite fossils were trapped between layers of petrified ash in sandstone, the product of old volcanic eruptions that settled on the sea floor and formed a green layer called a tuff. Unlike some other kinds of rocks or sediment, tuffs contain crystals of zircon -- a mineral that formed during an eruption and are, as the name of the rock layer containing them suggests, tough.

Zircon is chemically stable as well as heat and weather resistant. It is hard as steel and persists when minerals in other kinds of rocks erode. Inside these resilient zircon crystals, individual atoms of uranium gradually decay and transform into atoms of lead.

"We can use radio isotope techniques to date when the zircon formed and thus find the age of the eruption, as well as the fossil," said Nigel Hughes, monograph co-author and UC Riverside geology professor.

It is rare to find tuffs from this particular period of time, the late Cambrian period, between 497 and 485 million years ago. "Not many places around the world have this. It is one of the worst dated intervals of time in Earth's history," Hughes said.

"The tuffs will allow us to not only determine the age of the fossils we found in Thailand, but to better understand parts of the world like China, Australia, and even North America where similar fossils have been found in rocks that cannot be dated," said Shelly Wernette, former Hughes lab geologist now at Texas State University, and first author of the monograph.




The fossils were uncovered on the coast of an island called Ko Tarutao. It is about 40 minutes southwest from the mainland via high speed boat and is part of an UNESCO geopark site that has encouraged international teams of scientists to work in this area.

For Wernette, the most interesting discovery was 12 types of trilobites that have been seen in other parts of the world, but never in Thailand before. "We can now connect Thailand to parts of Australia, a really exciting discovery."

During the trilobites' lifetime, this region was on the outer margins of Gondwanaland, an ancient supercontinent that included Africa, India, Australia, South America, and Antarctica.

"Because continents shift over time, part of our job has been to work out where this region of Thailand was in relation to the rest of Gondwanaland," Hughes said. "It's a moving, shape shifting, 3D jigsaw puzzle we're trying to put together. This discovery will help us do that."

For example, take the species named for Royal Princess Sirindhorn. The species was named in tribute to the princess for her steadfast dedication to developing the sciences in Thailand. "I also thought this species had a regal quality. It has a broad headdress and clean sweeping lines," Wernette said.

If researchers can get a date from the tuffs containing her namesake species, Tsinania sirindhornae, and determine when they lived, they will be able to say that closely related species of Tsinania found in northern and southern China are roughly the same age.

Ultimately, the researchers feel that the pictures of the ancient world hidden in the fossils they found contain invaluable information for the present day.

"What we have here is a chronicle of evolutionary change accompanied by extinctions. The Earth has written this record for us, and we're fortunate to have it," Hughes said. "The more we learn from it the better prepared we are for the challenges we're engineering on the planet for ourselves today."
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Looking for 'LUCA' and the timing of cellular evolution | ScienceDaily
LUCA, the 'last universal common ancestor' of all living organisms, lived 4.32 to at most 4.52 billion years ago. This is indicated by a study from NIOZ biologists Tara Mahendrarajah and senior author Anja Spang, with collaborating partners from Universities in Bristol, Hungary and Tokyo, that was published today in Nature Communications. What LUCA looked like is unknown, but it must have been a cell with among others ribosomal proteins and an ATP synthase. "These proteins are shared by all bacteria, archaea, and eukaryotes such as plants and animals," Spang said. Using a new molecular dating approach, the researchers were able to more accurately estimate the moment when LUCA split into bacteria and archaea, as well as when eukaryotes emerged.


						
Dating the root

This new dating of the primordial form of all life is not dramatically different from previous estimates. "Dating gets increasingly uncertain towards the root of the tree of life," co-corresponding author Tom Williams of the University of Bristol explains. One of the real surprises of this research by Mahendrarajah and colleagues are further up the tree of life. "Archaea are often called ancient bacteria," says Spang. "That would suggest that they stem from an ancestor that is older than the one of today's bacteria. But with this improved dating approach, we see that the ancestor of all current archaea lived between 3.37 and 3.95 billion years ago . This makes the last common ancestor of known archaea younger than the one of all bacteria, which lived between 4.05 and 4.49 billion years back. This suggests that earlier archaea either died out, or they live somewhere hidden on Earth where we have not found them yet," Spang hypothesizes.

We are fusions

The eukaryotes, meaning cells with a nucleus, such as all plants and animals, had their last common ancestor between 1.84 to 1.93 billion years back. Tara Mahendrarajah explains: "If you imagine all life on earth as a family tree, LUCA is at the base and at some point, the trunk splits into a bacterial and an archaeal branch. But eukaryotes are not a separate branch on this tree of life, but rather a fusion of two branches that came out of the bacterial and the archaeal branches. We have a bit of both in us."

Understanding natural history

"Our new estimates for the age of the archaeal and bacterial ancestors of eukaryotes will help to improve our models on eukaryotic origins," Edmund Moody of the Universit of Bristol adds. "This new way of viewing the tree of life helps us track how cells have evolved over time on Earth. It also gives us a foundation to figure out what those early microbes did in their old environments and how their evolution is linked to natural history."

Spang further points out: "Insights into the role of both ancient and extant microbes in nutrient cycling can help to better understand and predict future biodiversification in a changing environment, including climate warming."
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Certain skin bacteria can inhibit growth of antibiotic-resistant bacteria | ScienceDaily
Infections with antibiotic-resistant bacteria are a growing global problem. Part of the solution may lie in copying the bacteria's own weapons. The research environment in Tromso has found a new bacteriocin, in a very common skin bacterium. Bacteriocin inhibits the growth of antibiotic-resistant bacteria that are often the cause of disease and can be difficult to treat.


						
One million deaths each year

The fact that we have medicines against bacterial infections is something many people take for granted. But increasing resistance among bacteria means that more and more antibiotics do not work. When the bacteria become resistant to the antibiotics we have available, we are left without a treatment option for very common diseases. Over one million people die each year as a result of antibiotic resistance.

The first step in developing new antibiotics is to look for substances that inhibit bacterial growth.

Sami name for an exciting discovery

The research group for child and youth health at UiT The Arctic University of Norway has studied substances that the bacteria themselves produce to inhibit the growth of competitors. These substances are called bacteriocins. Through the work, they have discovered a new bacteriocin, in a very common skin bacterium. Bacteriocin inhibits the growth of antibiotic-resistant bacteria that can be difficult to treat with common antibiotics.

The researchers have called the new bacteriocin Romsacin, after the Sami name for Tromso, Romsa. The hope is that Romsacin can be developed into a new medicine for infections for which there is currently no effective treatment.




Long way to go

At the same time, researcher Runa Wolden at the Department of Clinical Medicine at UiT emphasizes that there is a long way to go before it is known whether Romsacin will be developed and taken into use as a new medicine. Because that's how it is with basic research; you cannot say in advance when someone will make use of the results you produce.

"This discovery is the result of something we have been researching for several years. Developing Romsacin -- or other promising substances -- into new antibiotics is very expensive and can take 10-20 years," says Wolden, who is part of the The research group for child and youth health.

Effective against bacterial types

Before new antibiotics can be used as medicines, one needs to make sure that they are safe to use. Currently, researchers do not know how the bacteriocin works in humans. A further process will involve comprehensive testing, bureaucracy and marketing.

"This naturally means that there is a long way to go before we can say anything for sure. What we already know, however, is that this is a new bacteriocin, and that it works against some types of bacteria that are resistant to antibiotics. It's exciting," says Wolden.




The new bacteriocin is produced by a bacterium called Staphylococcus haemolyticus. The bacteriocin is not produced by all S. haemolyticus, but by one of the 174 isolates that the researchers have available in the freezer.

"We couldn't know that before we started the project, and that's one of the things that makes research fun," says Wolden.

She says that ten years ago the researchers collected bacterial samples from healthy people when they wanted to compare S. haemolyticus in healthy people with those found in patients in hospital.

"Subsequently, we have done many experiments with these bacteria, and this is the result from one of our projects," says Runa Wolden.
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Laser-powered 'tweezers' reveal universal mechanism viruses use to package up DNA | ScienceDaily
Researchers have used laser-powered 'optical tweezers' to reveal a universal motor mechanism used by viruses for packaging their DNA into infectious particles.


						
The research, published as a Reviewed Preprint in eLife, is described by the editors as a fundamental study that could be paradigm-shifting for our understanding of how viral DNA motors work and the precise roles of individual proteins in the motor complex. They add that the experiments provide compelling evidence for the study's conclusions.

Many viruses, including those such as herpesvirus that affect humans, use tiny motors powered by a molecule called ATP to package their genetic material into pre-assembled shells called procapsids. Understanding how these motors work is not only important for the design of antiviral drugs, but also sheds light on general biomotor mechanisms that apply to other types of motors within cells. Optical tweezers are a method in which lasers are used to hold and move sub-microscopic particles. They were first developed by Arthur Ashkin who later won the Nobel Prize in Physics for the innovation in 2018. These tweezers have allowed for more detailed studies of DNA motors, including the role of key component enzymes called terminases. However, much remains to be understood about the nature of motor-DNA interactions -- such as how the motors grip DNA and what causes the motor to pause or slip.

"Studies have suggested that ATP binding causes DNA motors to grip hold of DNA, and the breakdown of ATP into ADP allows its release," says first author Brandon Rawson, a student in the Department of Physics at the University of California San Diego, USA. "To probe this interaction in more detail, we previously developed a modified optical tweezers method to study the motor of a bacterial virus called phage T4, which contains a motor protein called TerL, and showed that ATP not only triggers TerL to grip DNA, but controls the friction between motor and DNA during slipping, too. In this study, we extended this to look at a motor complex containing TerL plus a lesser-understood component protein TerS, to understand how they work together to control viral genome packaging."

The team studied the genome packaging motor containing both TerL and TerS from a bacterial virus called phage lambda, which uses a similar packaging process as human herpesvirus. When these viruses replicate, they produce multiple linked copies of their genome, which then need to be snipped apart and each genome packaged separately. One way that viruses do this is called 'unit length' genome packaging. In brief, the TerS subunit initiates packaging when it encounters a specific site called cos in the genome. TerL then cuts the genome and drives the packaging (DNA translocation) into the procapsid shell until another cos site is encountered. At this point the motor stops and TerL cuts the DNA to release the packaged particle. Although the role of TerL is known in the translocation and termination stage, whether TerS played a role during translocation was less clear.

By studying both TerL and TerS as a functioning motor in the same experiment, the team noticed that in the presence of both TerS and TerL, there was much more frequent DNA gripping and high motor-DNA friction even when there was no ATP available. This has not been observed in previous experiments when only TerL is present. When ATP or ADP were added, this further increased gripping and friction, indicating two mechanisms of motor-DNA interaction -- nucleotide-dependent and nucleotide-independent. DNA gripping was strongest when ATP was bound to the motor, weaker when ADP was attached, and weakest with no nucleotide bound at all.

In previous studies with phage T4, the team had also discovered a DNA 'end clamp' that prevents the whole DNA molecule from slipping backwards out of the procapsid during packaging. In this study, they found that the lambda phage shares this mechanism. If the DNA slips to the extent that it would completely fall out, it is caught by its end and prevented from detaching from the procapsid, even if no ATP is present.

"Our present studies, building on studies of viruses that use different packaging mechanisms, reveal universal features of the terminase motors, and suggest a role for the conserved TerS subunit during DNA packaging," says senior author Douglas Smith, UC San Diego Professor of Physics. "These findings support a conserved universal mechanism for terminase motor function, conveyed by the TerL protein, but also highlight a key difference between systems -- a much more frequent DNA grip in motors containing TerS, which suggests TerS functions as a sliding clamp. The separate end-clamp mechanism also increases the efficiency of packaging and is likely equivalent to the complex formed at the initiation of packaging, implying that our method could provide an avenue to explore factors affecting the stability of this complex."
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Researchers shed light on how one deadly pathogen makes its chemicals | ScienceDaily
Investigators at the University of Kansas have played a key role in deciphering a previously unidentified cluster of genes responsible for producing sartorypyrones, a chemical made by the fungal pathogen Aspergillus fumigatus, whose family causes Aspergillosis in humans.


						
Their findings recently were published as the cover story of the peer-reviewed journal Chemical Science, the flagship journal of the Royal Society of Chemistry.

Aspergillosis threatens the life of more than 300,000 people each year. A better understanding of the genes responsible for the chemicals -- or "secondary metabolites" -- produced by A. fumigatus and its fungal cousins could help researchers develop more effective antifungal drugs.

"Fungal infections pose a significant challenge and have garnered increased attention in the media, including scientific reports," said corresponding author Berl Oakley, Irving S. Johnson Distinguished Professor of Molecular Biology at KU. "Among the problematic organisms is a fungus known as Aspergillus fumigatus. The majority of individuals afflicted with severe pathogenic fungal infections fall into the category of immunocompromised, such as individuals undergoing cancer treatment or those living in sub-Saharan Africa, where a significant number of people that are affected by AIDS aren't getting medication."

Oakley and his co-authors were interested in how Aspergillus fumigatus produced secondary metabolites, which often are considered for their medicinal potential -- even though they can be tough to study in the lab -- because they're so biologically active.

"Studies have identified numerous gene clusters in fungi responsible for producing these metabolites," he said. "But these compounds aren't typically produced under standard laboratory conditions, leaving many of their properties uncharted. These metabolites, while not essential for an organism's growth, offer selective advantages. They can protect against factors like UV radiation and inhibit competitive species. Some of these secondary metabolites exhibit bioactivities beneficial for various purposes. Others contribute to pathogenic effects, including immune system suppression."

To isolate and analyze the genes in Aspergillus fumigatus that express secondary metabolites, the team transferred a group of these genes -- called a biosynthetic gene cluster (BGC) -- to a related strain of Aspergillus, A. nidulans, then activated them. A. nidulans has been modified by researchers to be a model fungal species for this technique, dubbed "heterologous expression."

"We then can observe the compounds they produce in the lab," Oakley said. "In one instance, a gene cluster revealed the synthesis of sartorypyrones, a group of compounds with limited prior knowledge of their production."




The research team named the gene cluster responsible for these compounds the "spy BGC" (spy standing for sartorypyrones). They analyzed the compounds produced by the spy BGC using high-resolution electrospray ionization mass spectrometry, nuclear magnetic resonance and microcrystal electron diffraction (MicroED) to identify 12 chemical products from the spy BGC.

Oakley led the work with longtime collaborator and corresponding author Clay C.C. Wang of the University of Southern California. At KU, Oakley carried out the investigation with C. Elizabeth Oakley and doctoral student Cory Jenkinson. Other co-authors were Shu-Yi Lin and Paul Seidler from USC; Yi-Ming Chiang from Taipei Medical University; Ching-Kuo Lee, Christopher Jones and Hosea Nelson from the California Institute of Technology; and Richard Todd from Kansas State University

They report seven of the compounds had not been isolated previously.

"The spy BGC consists of six contiguous genes involved in the biosynthesis of the sartorypyrones," they report. "We were able to propose a biosynthetic pathway for this family of compounds. Our approach of refactoring the entire gene cluster in the dereplicated A. nidulans host system provides us with a straightforward way to dissect the biosynthetic pathway."

Oakley said the same technique could lead to more breakthroughs in understanding A. fumigatus and other fungal pathogens. The results could lead to new therapies for fungal infection as well as eco-friendly industrial uses. For instance, one of Oakley's other lines of research used genetically modified A. nidulans to convert ocean plastics into raw materials for the pharmaceutical industry.

He said the current paper reflects a proof-of-principle.




"We would like to express the remaining secondary metabolite gene clusters so we know what each one makes," he said. "We know what 15 or so of them make already. We know that it's a serious pathogen, and we know some of the secondary metabolites that contribute to pathogenesis. But we don't know all of the secondary metabolite gene clusters. If we figure them out, then researchers can use that information therapeutically to understand the mechanisms of infection and figure out ways to limit infection."

However, Oakley cautioned the economic realities of manufacturing antifungal medications could hamper the rapid development of new drugs.

"We need more antibiotics and more antifungals," he said. "But they're not profitable. A profitable compound is something that they can give to people for 30 years, not something you give for a week that solves the problem. So there's not much financial incentive. You can come up with the best antibiotic in the world, they're going to sit it on the shelf because it's going to be the last resort, and they're only going to use it when the other ones don't work."
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How gut microbes help alleviate constipation | ScienceDaily

"We established the causal link between a genetic variant -- the abfA cluster -- to the key functional difference of probiotic B. longum in multiple model organisms, including mice and humans, and provided mechanistic and ecological insights into how a single gene cluster can affect the gut motility of hosts through arabinan metabolism," says Qixiao Zhai of Jiangnan University, one of the paper's co-senior authors. Constipation is a globally prevalent bowel disorder with a worldwide prevalence of 10% to 15%. Impaired gastrointestinal motility has been implicated in gut microbial dysbiosis, which is characterized by a significant decrease in the abundance of beneficial microorganisms, some of which are conventionally known as probiotics. Orally administrated probiotics have therefore been widely used to alleviate symptoms.

Yet the therapeutic effect of probiotics for constipation often varies substantially across strains within the same species. Due to elusive mechanisms, the rational choice of probiotic remains challenging for medical care professionals and patients. In addition, most evidence on the beneficial effects of probiotics on gut motility mainly emerged from studies using a mouse model.

"Probiotic strains were often effective in animal models yet failed in human clinical trials or were poorly validated in humans," says Jiachao Zhang of Hainan University, the study's second co-senior author. "Proof-of-concept studies based on a human cohort in combination with evidence from animal studies are urgently needed for translational research."

Zhai, Zhang, and Shi Huang of the University of Hong Kong, the paper's third co-senior author, set out to identify and systematically validate the key genetic factors of exogenous probiotics or resident gut microbiota affecting gastrointestinal motility. They isolated 185 B. longum strains from 354 Chinese subjects who ranged in age from 0 to 108 years.

From a comprehensive library of wild B. longum strains, they discovered that the effective alleviation of constipation in mice is regulated by the abfA cluster. This key genetic factor preferentially enhances the utilization of arabinan -- a common constituent of plant polysaccharides, an indigestible fiber for humans, and a poorly accessible source of nutrients for normal gut microbes.

The researchers further validated the abfA cluster's functional roles using gene-knockout experiments. In mice with constipation, B. longum, but not an abfA mutant, improved gastrointestinal transit time -- an effect that was dependent upon dietary arabinan.




To establish its functional roles for ameliorating constipation in humans, the researchers used a clinical trial and a human-to-mouse fecal microbiota transplantation experiment in combination with metagenomics and metabolomics. In the double-blind, randomized, placebo-controlled clinical trial, supplementation with abfA-cluster-carrying B. longum, but not an abfA-deficient strain, enriched arabinan-utilization residents, increased beneficial metabolites, and improved constipation symptoms.

Across human cohorts, abfA-cluster abundance in the fecal microbiomes predicted constipation, and transplantation of abfA cluster-enriched human microbiota to mice with constipation improved gut motility. Notably, other than B. longum, the abfA gene/cluster is prevalent in gut residents, regulating symptoms in both mice and humans.

The authors say that the abfA cluster is a gut-microbiome therapeutic target for constipation in humans. More broadly, the results suggest that genetic factors governing the unique metabolic capability of probiotics should be primarily considered for screening probiotics or inferring their treatment efficacy for gastrointestinal diseases.

"Collectively, this study identified and systematically characterized a key genetic factor responsible for arabinan utilization that addressed one critical challenge in the probiotic field, namely widespread yet unknown strain specificity in probiotic treatment efficacy," Huang says. "Our proof-of-concept study also established generalizable principles for the rational development of colonizable, functional probiotics with persistent treatment efficacy in multiple model organisms. Moreover, the abfA cluster is so prevalent in the gut microbiota that it can be developed as a simple yet powerful biomarker for gastrointestinal diseases."

This work was supported by the National Natural Science Foundation of China.
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Massive Antarctic ozone hole over past four years: What is to blame? | ScienceDaily
Despite public perception, the Antarctic ozone hole has been remarkably massive and long-lived over the past four years, University of Otago researchers believe chlorofluorocarbons(CFCs) aren't the only things to blame.


						
In a study, just published in Nature Communications, the group analysed the monthly and daily ozone changes, at different altitudes and latitudes within the Antarctic ozone hole, from 2004 to 2022.

Lead author Hannah Kessenich, PhD candidate in the Department of Physics, says they found there is much less ozone in the centre of the ozone hole compared to 19 years ago.

"This means that the hole is not only larger in area, but also deeper throughout most of spring.

"We made connections between this drop in ozone and changes in the air that is arriving into the polar vortex above Antarctica. This reveals the recent, large ozone holes may not be caused just by CFCs," she says.

While the Montreal Protocol on Substances that Deplete the Ozone Layer, which has been in place since 1987, regulates the production and consumption of human-made chemicals known to deplete the ozone, the researchers believe other complex factors are also contributing to the ozone hole.

"Most major communications about the ozone layer over the last few years have given the public the impression that the 'ozone issue' has been solved.




"While the Montreal Protocol has vastly improved our situation with CFCs destroying ozone, the hole has been amongst the largest on record over the past three years, and in two of the five years prior to that.

"Our analysis ended with data from 2022, but as of today the 2023 ozone hole has already surpassed the size of the three years prior -- late last month it was over 26 million km2, nearly twice the area of Antarctica."

Ms Kessenich believes understanding ozone variability is important because of the major role it plays in the Southern Hemisphere's climate.

"We all know about the recent wildfires and cyclones in Australia and New Zealand and the Antarctic ozone hole is part of this picture.

"While separate from the impact of greenhouse gases on climate, the ozone hole interacts with the delicate balance in the atmosphere. Because ozone usually absorbs UV light, a hole in the ozone layer can not only cause extreme UV levels on the surface of Antarctica, but it can also drastically impact where heat is stored in the atmosphere.

"Downstream effects include changes to the Southern Hemisphere's wind patterns and surface climate, which can impact us locally."

She is quick to allay fears about extreme UV rays, though.

"New Zealanders need not worry about applying extra sunscreen this year as the Antarctic ozone hole is generally not open above New Zealand -- it is mostly located directly over Antarctica and the South Pole."
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Deep-sea mining and warming trigger stress in a midwater jellies | ScienceDaily
The deep sea is home to one of the world's largest communities of animals about which we still know very little. Yet it is already subject to a growing number of human-induced environmental pressures. How do its inhabitants respond to these stressors? A new study led by researchers from the GEOMAR Helmholtz Centre for Ocean Research Kiel, published today in the scientific journal Nature Communications, provides first insights into the stress response of a deep pelagic jellyfish (jellies) to ocean warming and deep-sea mining induced sediment plumes.


						
One particular and potentially large environmental stressor for organisms in the deep ocean is the environmental disturbance associated with the commercial mining of mineral resources on the seafloor. Although mining operations will target seafloor minerals, they will also disturb and pump up fine sediment off the seafloor, generating suspended sediment 'clouds' (known as plumes) along the seafloor. Once on the ship, the collected sediment will need to be discharged back into the water column. Since there are currently no regulations at what water depth the sediment should be released, the sediment plumes that are generated like this can extend for tens to hundreds of kilometers throughout the water column. Deep-sea mining would therefore not only affect animal communities on the seafloor, but also those in the overlying water column, known as midwater. Since there is usually little sediment in the midwater, it is expected that midwater animals will be highly sensitive to mining induced sediment plumes.

This is concerning as Dr Helena Hauss, co-first author of the study and Research Director Marine Ecology at Norwegian Research Centre (NORCE), explains: "The midwater is crucial for the global ocean's capacity to store carbon, but also its inhabitants are the main food source for many fish, squid, and marine mammal species and therefore resemble a critical link in the marine food web. They have evolved under much more stable conditions compared to surface dwelling animals, under a constant scarcity of food, and are therefore potentially more susceptible to changing conditions in their environment." Dr Henk-Jan Hoving, senior author and group leader of the Deep Sea Ecology group at GEOMAR, adds: "Midwater species are often fragile, gelatinous and sometimes giant organisms, with low metabolic rates that are difficult to observe in their natural environment and to perform experiments on. Their physical fragility may make them particularly vulnerable to environmental disturbance. At the same we have only scratched the surface when it comes to exploring the midwater and most biodiversity still remains unknown, as well as their function in the ecosystem, and their tolerance to change."

Despite the importance of midwater ecosystems on a global scale, little research has so far focussed on species-specific responses of midwater animals to environmental stressors. This is the gap that the researchers set out to fill in the recently published study. For the first time, the authors of the study investigated the stress response of a midwater organism, the helmet jellyfish (owing to its hat-like shape) to simulated sediment plumes. "Since determining 'stress' in a jellyfish is not a straightforward process, we investigated their response from multiple angles and combined insights gained from their physiology, gene expression and the microbial symbionts on the jellyfish's exterior," explains Vanessa Stenvers, co-first author of the study and doctoral candidate at GEOMAR and the Smithsonian Institution. The strongest visual effect of suspended sediment was the aggregation of sediment particles on the jellyfish after just ~1.5 hours of incubation, to which the jellyfish started to produce excess mucus that slowly sloughed off. "While mucus helped jellyfish maintain a stable microbiome, continuous mucus production is an energetically costly response and can demand a substantial portion of the total energy budget of an animal," adds Stenvers.

Additionally, jellyfish showed marked expression of genes related to respiration, innate immunity and wound repair in the highest sediment treatments, further signaling stress. Whether jellyfish can recover after exposure remains subject of further research, as a comprehensive understanding of ecosystem responses to stressors will take time. The team further emphasizes that suspended sediment induced a more severe response in helmet jellyfish than a four degrees-rise in sea water temperature. Current climate projections assume that sea temperatures will rise by one degree in the next 84 years, while a rise of four degrees is only predicted in the most extreme global warming scenarios. The authors are concerned that stressors leading to increased energy expenditure, as they observed for the helmet jellyfish, will have to be met with increased food intake. Since food in the deep sea is generally scarce, this could ultimately lead to starvation.

Although more data from different midwater species are needed to better understand the environmental impacts of deep-sea mining, the stress response in helmet jellyfish may be representative of other gelatinous animals. Gelatinous animals, characterized by a high water content and jelly-like tissues, are an abundant component of deep-sea ecosystems, represented across the tree of life. Based on their overall findings, the researchers urge caution with regard to deep-sea mining, as many of the deep ocean's important ecosystem services could be compromised.

Professor Andrew K. Sweetman, co-author from the Scottish Association for Marine Science, concludes "With deep-sea mining possibly starting in the next decade, which has the potential to disturb nearby water column habitats as well as the seafloor, understanding the combined effects of mining and ocean warming is essential." The team hopes that their study, which provides a first glimpse into what some of the possible impacts may be in the midwater zone, will be taken into account by mining companies and the International Seabed Authority (ISA) to develop mining strategies that reduce the environmental damage as much as possible.

Background 

This research was carried out as part of the iAtlantic (Integrated Assessment of Atlantic Marine Ecosystems in Space and Time) project. iAtlantic is a multidisciplinary research programme seeking to assess the health of deep-sea and open-ocean ecosystems across the full span of the Atlantic Ocean. It aims to deliver knowledge that is critical for responsible and sustainable management of Atlantic Ocean resources in an era of unprecedented global change. iAtlantic is undertaking an ocean-wide approach to understanding the factors that control the distribution, stability, and vulnerability of deep-sea ecosystems -- including impacts arising from human activities. Work spans the full scale of the Atlantic basin, from the tip of Argentina in the south to Iceland in the north, and from the east coasts of USA and Brazil to the western margins of Europe and Africa. Central to iAtlantic's success is the international collaboration between researchers throughout the Atlantic region, with the project consortium comprising 33 research institutions from Europe, Argentina, Brazil, South Africa, Canada and the USA, and complemented by a wider network of associated partners.
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Effect of aerosol particles on clouds and the climate captured better | ScienceDaily
The extent to which aerosol particles affect the climate depends on how much water the particles can hold in the atmosphere. The capacity to hold water is referred to as hygroscopicity (K) and, in turn, depends on further factors -- particularly the size and chemical composition of the particles, which can be extremely variable and complex. Through extensive investigations, an international research team under the leadership of the Max Planck Institute for Chemistry (MPIC) and the Leibniz Institute for Tropospheric Research (TROPOS) was able to reduce the relationship between the chemical composition and the hygroscopicity of aerosol particles to a simple linear formula. In a study that appeared in the journal Nature Communications, they showed that hygroscopicity, averaged globally, is essentially determined by the share of organic and inorganic materials making up the aerosol.


						
The hygroscopicity of aerosol particles is an important factor in the effect of aerosol particles on the climate and thus also for forecasting changes to the climate using global climate models."The capacity to hold water depends on the composition of aerosol particles, which can vary considerably in the atmosphere. However, in our study we were able to show that simplified assumptions can be made for the consideration of hygroscopicity in climate models," explains Mira Pohlker. She is in charge of the "Atmospheric Microphysics" department at TROPOS and is a professor at the University of Leipzig. According to the aerosol and cloud researcher, this is the first study to use measurement results from across the world to show that a simple linear formula can be used without creating huge uncertainty in climate models.

For this purpose, Mira Pohlker's team evaluated data from 16 measurement campaigns between 2004 and 2020, in which hygroscopicity was determined by means of cloud condensation nuclei measurements and the chemical composition of particles by means of aerosol mass spectrometry. The extensive data covered a wide range of Earth's regions and climate zones: From the Amazon's tropical rainforest through metropolitan regions with significant air pollution in Asia to the boreal pine forest of the Arctic Circle in Europe.

The evaluation of these data sets revealed: Effective aerosol hygroscopicity (k) can be derived from the share of organic materials (eorg) and inorganic ions (einorg) using a simple linear formula (k = eorg [?] korg + einorg [?] kinorg). "Despite the chemical complexity of the organic matter, its hygroscopicity is successfully captured by the simple formula," explains Christopher Pohlker, Group Leader at the Max Planck Institute for Chemistry and co-author of the study. When averaged globally, he reports, hygroscopicity is korg= 0.12 +- 0.02 for organic particle shares and kinorg = 0.63 +- 0.01 for inorganic ions.

Effect of the new formula on climate forecasts

To test the new formula, the researchers used the global aerosol climate model ECHAM-HAM. "In our study, we were able to use experiments to show that simplified assumptions can be made in this area without causing great uncertainty in the model results. This means that investigations and forecasts relating to climate change are more reliable," Mira Pohlker says in summary. "Our study was enabled by measurement campaigns with international partners at a wide variety of locations worldwide as well as by long-term observations at particular research stations, such as the ATTO observatory in the Brazilian rainforest," reports Christopher Pohlker from the Max Planck Institute for Chemistry in Mainz.

The interactions of atmospheric aerosols with solar radiation and clouds continue to be inadequately understood and are among the greatest uncertainties in the model description and forecasting of changes to the climate. One reason for this is the many unanswered questions around the hygroscopicity of aerosol particles. Depending on size and chemical composition, tiny aerosol particles can hold different amounts of water. This is important both for the scattering of solar radiation by the aerosol particles themselves as well as for the formation of cloud droplets. Particles that hold more water scatter more sunlight back into the universe and can also have a cooling effect through the formation of more cloud droplets.
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Could eating turkey ease colitis? | ScienceDaily
Thanksgiving is often a time for thinking about your belly. For those with an inflammatory bowel diseases like ulcerative colitis, feasting can be associated with stress, even when food isn't a trigger for the painful symptoms. New research in mice suggests that certain foods -- especially those high in tryptophan, like turkey, pork, nuts and seeds -- could reduce the risk of a colitis flare. The findings point to a noninvasive method of improving long-term colitis management, if the results are validated in people.


						
"Although there are some treatments for ulcerative colitis, not everyone responds to them," says senior author Sangwon Kim, Ph.D., an assistant professor of immunology at Thomas Jefferson University. "This disease has a huge impact on quality of life, and can lead to surgery to remove the colon or cancer." The research was published last week in Nature Communications.

Since ulcerative colitis is caused by inflammation of the inner lining of the colon and rectum, Dr. Kim and his colleagues looked for ways to cool down the inflamed tissue. They focused on a group of immune cells called T-regulatory (T-reg) cells, which can help break the cycle of inflammation. If they could get more T-reg cells to the colon, perhaps they could reduce the inflammation that causes colitis.

Dr. Kim's team thought about how to attract the T-reg cells, and found a specific receptors on the surface of T-reg cells that acts like a magnet for the colon. The more of this receptor, called CPR15, the T-reg cells have, the more strongly they're attracted to the colon. So they searched for molecules that could make T-reg cells produce more GPR15 to turn up the power of the magnet. They found tryptophan -- or one of the molecules that tryptophan breaks down into in the body -- could increase these receptors called GPR15.

To test whether these molecules could control colitis, the researchers supplemented tryptophan in the diet of mice over a period of two weeks. They saw a doubling in the amount of inflammation-suppressing T-reg cells in the colon tissue compared to mice that weren't fed extra tryptophan. Dr. Kim's team also saw a reduction in colitis symptoms. What's more, the effects seemed to last for at least a week after tryptophan was removed from the diet. "In human time that might translate to about a month of benefit," explained Dr. Kim who is also a research at the Sidney Kimmel Cancer Center -- Jefferson Health.

However, when tryptophan was given to mice during a colitis flare, it provided little benefit, suggesting this dietary change might only be effective at preventing future flares rather than treating them.

In a chance finding, while looking for molecules that could increase GPR15, the researchers also stumbled across a molecule that helps explain why smoking seems to be protective against colitis. Researchers have long observed that people who smoke cigarettes have a lower incidence of ulcerative colitis than the general public. Dr. Kim's team found a molecule that is prevalent in smoke -- from cigarettes and barbeque alike -- that can also increase GPR15 levels on T-reg cells "Although both might help protect against colitis, tryptophan is obviously the much safer and healthier option," says Dr. Kim.

In the future, the researchers plan to test whether these results can be translated to people with colitis. Tryptophan supplement is considered safe, as long as the dose doesn't exceed 100 milligrams per day. Using the mouse data as a guide, Dr. Kim expects that 100 milligrams could be enough to see an effect in humans, and is planning further testing in clinical trials.
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Outlook on scaling of carbon removal technologies | ScienceDaily
Carbon dioxide removal (CDR) technologies that could be critical tools to combat climate change have developed in line with other technologies from the last century. However, according to new studies led by Gregory Nemet, a professor at the University of Wisconsin-Madison, these technologies need to develop faster to meet policy targets aimed at limiting global warming.


						
As policymakers, researchers and climate activists from around the world prepare to meet for the UN Climate Change Conference beginning on November 30, 2023, one lingering question is whether climate technologies are developing and scaling quickly enough to meet the demands of the Paris Agreement.

New research led by Nemet, who is a professor in the La Follette School of Public Affairs, finds that novel CDR methods need to scale at a much faster rate to meet the Paris Agreement's temperature goal of limiting warming to 2 or 1.5 degrees Celsius. That goal would require removing hundreds of gigatons of carbon dioxide from the atmosphere over the course of the century, making the scaling of novel CDR technologies particularly important.

CDR involves capturing CO2 from the atmosphere and storing it in a variety of ways. Examples of conventional CDR include reforestation, wetland restoration and improved forest management. All other CDR methods have only been deployed at small scale and are collectively known as novel CDR. Examples include bioenergy with carbon capture and sequestration, direct air carbon capture and storage, and biochar. These new methods may be able to offer more durable carbon storage than conventional methods that rely on trees and soils.

In one of their recent papers published October 30, 2023, in Communications, Earth & Environment, Nemet and his research team debut the Historical Adoption of TeCHnology (HATCH) dataset -- an innovative project that tracks and analyzes a variety of agricultural, industrial and consumer technologies adopted over the past century that can provide insight into the scale-up of new technologies such as carbon removal.

The study analyzed the emergence and growth of 148 technologies across 11 categories going back to the early 20th century. It then cross-referenced this data with model CDR scenarios established by the Intergovernmental Panel on Climate Change (IPCC), company announcements of CDR scale-up plans, and CDR targets in policy announcements.

While the paper found evidence that the required scale-up of carbon removal technologies fits within the historical range of previous efforts, company announcements and government targets implied there would be much faster growth than the historical record and IPCC CDR modeled scenarios.




"The scale-up rates needed for carbon removal to meet the 2- and 1.5-degree Celsius targets are within the range of historical experience, even if at the high end," says Nemet. "We can learn from that experience to facilitate getting carbon removal to climate-relevant scale over the next three decades."

In another paper published November 15, 2023, in Joule, Nemet and his research team find that 2 gigatons of carbon dioxide removal per year is currently taking place. Nearly all of that removal is accomplished by planting more trees and only 0.1% from novel CDR.

This is all despite modeling scenarios that show that we need to remove hundreds of gigatons of carbon dioxide from the atmosphere over the course of the century to meet the Paris Agreement and ensure the sustained wellbeing of our planet.

The study finds that virtually all scenarios that limit warming to 1.5 or 2 degrees Celsius require novel CDR. On average, scenarios increase novel CDR by a factor of 1,300 by mid-century.

By looking at the period of time between when a technology is introduced to the market and when rapid scale-up of its production occurs -- called the formative phase -- the paper suggests that this part of the process for direct air carbon capture and storage and other novel CDR methods must accelerate to meet the needs of a warming planet. Speeding up the innovation that occurs during this phase to begin a higher volume of production sooner could help improve technology adoption.

"To become climate relevant, the formative phases for air filter systems and other novel methods of carbon removal need to be at least as active as the fastest historical analogues," says Jan Minx, head of the Mercator Research Institute on Global Commons and Climate Change working group Applied Sustainability Science and a co-author of both studies. "This will require more serious commitments toward novel removal technologies than are currently in place. The required levels will only be feasible if we see substantial development of novel CDR's formative phase in the next 15 years."

The results of these studies will also be included in the forthcoming 2023 UN Emissions Gap Report, which includes a chapter on carbon removal with contributions by Minx and Nemet.
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Unearthing how a carnivorous fungus traps and digests worms | ScienceDaily
A new analysis sheds light on the molecular processes involved when a carnivorous species of fungus known as Arthrobotrys oligospora senses, traps and consumes a worm. Hung-Che Lin of Academia Sinica in Taipei, Taiwan, and colleagues present these findings November 21 in the open access journal PLOS Biology.


						
A. oligospora usually derives its nutrients from decaying organic matter, but starvation and the presence of nearby worms can prompt it to form traps to capture and consume worms. A. oligospora is just one of many species of fungi that can trap and eat very small animals. Prior research has illuminated some of the biology behind this predator-prey relationship (such as certain genes involved in A. oligospora trap formation) but for the most part, the molecular details of the process have remained unclear.

To boost understanding, Lin and colleagues performed a series of lab experiments investigating the genes and processes involved at various stages of A. oligospora predation on a nematode worm species called Caenorhabditis elegans. Much of this analysis relied on a technique known as RNAseq, which provided information on the level of activity of different A. oligospora genes at different points in time. This research surfaced several biological processes that appear to play key roles in A. oligospora predation.

When A. oligospora first senses a worm, the findings suggest, DNA replication and the production of ribosomes (structures that build proteins in a cell) both increase. Next, the activity increases of many genes that encode proteins that appear to assist in the formation and function of traps, such as secreted worm-adhesive proteins and a newly identified family of proteins dubbed "trap enriched proteins" (TEP).

Finally, after A. oligospora has extended filamentous structures known as hyphae into a worm to digest it, the activity is boosted of genes coding for a variety of enzymes known as proteases -- in particular, a group known as metalloproteases. Proteases break down other proteins, so these findings suggest that A. oligospora uses proteases to aid in worm digestion.

These findings could serve as a foundation for future research into the molecular mechanisms involved in A. oligospora predation and other fungal predator-prey interactions.

The authors add, "Our comprehensive transcriptomics and functional analyses highlight the role of increased DNA replication, translation, and secretion in trap development and efficacy. Furthermore, a gene family that is largely expanded in the genomes of nematode-trapping fungi were found to be enriched in traps and critical for trap adhesion to nematodes. These results furthered our understanding of the key processes required for fungal carnivory."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2023/11/231121175200.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Bacteria store memories and pass them on for generations | ScienceDaily
Scientists have discovered that bacteria can create something like memories about when to form strategies that can cause dangerous infections in people, such as resistance to antibiotics and bacterial swarms when millions of bacteria come together on a single surface. The discovery -- which has potential applications for preventing and combatting bacterial infections and addressing antibiotic-resistant bacteria -- relates to a common chemical element bacterial cells can use to form and pass along these memories to their progeny over later generations.


						
Researchers at The University of Texas at Austin found that E. coli bacteria use iron levels as a way to store information about different behaviors that can then be activated in response to certain stimuli.

The findings are published in the Proceedings of the National Academy of Sciences.

Scientists had previously observed that bacteria that had a prior experience of swarming (moving on a surface as a collective using flagella) improve subsequent swarming performance. The UT-led research team set out to learn why. Bacteria don't have neurons, synapses or nervous systems, so any memories are not like the ones of blowing out candles at a childhood birthday party. They are more like information stored on a computer.

"Bacteria don't have brains, but they can gather information from their environment, and if they have encountered that environment frequently, they can store that information and quickly access it later for their benefit," said Souvik Bhattacharyya, the lead author and a provost early career fellow in the Department of Molecular Biosciences at UT.

It all comes back to iron, one of the most abundant elements on Earth. Singular and free-floating bacteria have varying levels of iron. Scientists observed that bacterial cells with lower levels of iron were better swarmers. In contrast, bacteria that formed biofilms, dense, sticky mats of bacteria on solid surfaces, had high levels of iron in their cells. Bacteria with antibiotic tolerance also had balanced levels of iron. These iron memories persist for at least four generations and disappear by the seventh generation.

"Before there was oxygen in the Earth's atmosphere, early cellular life was utilizing iron for a lot of cellular processes. Iron is not only critical in the origin of life on Earth, but also in the evolution of life," Bhattacharyya said. "It makes sense that cells would utilize it in this way."

Researchers theorize that when iron levels are low, bacterial memories are triggered to form a fast-moving migratory swarm to seek out iron in the environment. When iron levels are high, memories indicate this environment is a good place to stick around and form a biofilm.

"Iron levels are definitely a target for therapeutics because iron is an important factor in virulence," Bhattacharyya said. "Ultimately, the more we know about bacterial behavior, the easier it is combat them."

The research was funded by the National Institutes of Health. Rasika Harshey, a professor of molecular biosciences and Mary M. Betzner Morrow Centennial Chair in Microbiology, is the senior corresponding author on the paper. Nabin Bhattarai, Dylan M. Pfannenstiel and Brady Wilkins, along with Abhyudai Singh of University of Delaware, also contributed to the research.
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Forest modeling shows which harvest rotations lead to maximum carbon sequestration | ScienceDaily
Forest modeling by Oregon State University scientists shows that a site's productivity -- an indicator of how fast trees grow and how much biomass they accumulate -- is the main factor that determines which time period between timber harvests allows for maximum above-ground carbon sequestration.


						
The findings, published in the journal Forests, are important for Pacific Northwest forest managers seeking to strike an optimal balance between harvesting and carbon sequestration, an important tool in the fight against climate change.

The study by Catherine Carlisle, Temesgen Hailemariam and Stephen Fitzgerald of the OSU College of Forestry notes that the carbon trapped in the woody biomass of U.S. forests offsets 13% of the nation's greenhouse gas emissions. Green plants pull carbon dioxide from the air during photosynthesis, the process through which they use sunlight to make food from carbon dioxide, soil nutrients and water.

Forests in the Northwest stretch across nearly 25 million acres and are among the most productive in the world, the authors say, with forests in the Oregon Coast Range boasting especially high biomass and carbon densities thanks to the range's wet and mild growing conditions.

"Whether short or long harvest rotations are better for maximizing carbon sequestration has been the subject of considerable debate," said Carlisle, who led the study as a graduate student. "Future management decisions will need to strive to meet harvest requirements while also striving to maintain high rates of carbon sequestration."

The study area for the modeling was the McDonald-Dunn Research Forest, an 11,000-acre woodland northwest of Corvallis owned and managed by the College of Forestry. The forest is in the eastern foothills of the Coast Range, and the dominant species in the McDonald-Dunn overstory is Douglas-fir, Oregon's state tree and a versatile timber tree that's a source of boards, railroad ties, plywood veneer and wood fiber.

The researchers inventoried more than 300 stands known from past research to have four different productivity levels -- high, medium high, medium low and low -- and input stand data into the Forest Vegetation Simulator, a software suite that predicts changes in vegetation in response to natural disturbances or management activities.




"Some forest scientists have argued that multiple but shorter rotations lead to greater sequestration rates because of the accelerated growth rates of younger trees compared to mature or old-growth trees," said Carlisle, who graduated in 2023 and is now a forest carbon analyst at Finite Carbon. "Others say frequent harvesting won't allow forest carbon to rebound after each subsequent rotation, and thus longer periods between clearcutting are a better choice. And depending on who you ask, thinning will either enhance forest carbon uptake by facilitating growth in residual trees, or hurt it by removing above-ground biomass."

Over a 240-year projection time frame, the Oregon State scientists found that for highly productive stands, 60-year rotations with low-intensity thinning at 40 years led to the greatest carbon storage (in the standing trees plus what was removed from the thinning). For stands on less productive sites, they found carbon storage was maximized by rotation periods of 80 years or 120 years.

"On these longer rotations, multiple entries for thinning were required to prevent buildup of understory vegetation that would have suppressed the growth of overstory Douglas-fir," Carlisle said.

Moderately productive stands were found to perform the best with 80-year rotations and two low-intensity thinning treatments between harvests, she added.

"Forest management decisions in the Northwest in the future will aim to meet harvest requirements while maintaining high sequestration potential of the region's forests," Carlisle said. "Management techniques like determining the optimal rotation length and implementing silvicultural treatments can be powerful tools that can allow managers to meet both objectives."

Hailemariam is the Giustina Professor of Forest Management in College of Forestry and Fitzgerald is a professor of forest resources, engineering, and management. He is also an Extension specialist and the director of the OSU Research Forests, which funded this study.
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Extra practice blending letter sounds helps struggling readers | ScienceDaily
The use of synthetic phonics to teach reading to children in reception (age 4-5) classes has improved attainment. A new study shows that extra help in blending the sounds in words is most effective in improving the skills essential for reading.


						
New research at Aston University has shown that extra practice in blending printed letter sounds can help struggling beginner readers in reception classes to learn to read.

Children in England learn to read through a system known as synthetic phonics, where they are taught the sounds of letters, 'phonemes', and how these sounds are written, 'graphemes'. For example, 'my' and 'lie' have the same phoneme at the end, but different graphemes. Pupils learn to identify graphemes, match them with phonemes, and blend the phonemes together to form the sound of the complete words (for example c-a-t = "k -- ae -- t" = "cat"). This is known as blending. To learn successfully in this way, children need 'letter sound knowledge' (LSK) -- awareness of the sounds represented by letters/graphemes and 'phonological awareness' (PA) -- the awareness of individual sounds in words.

While the use of phonics has been shown to increase reading attainment in children, many teachers are not sure what additional support is most beneficial for those who are still struggling. They will often give extra LSK training using flashcards showing each letter or letter combination.

The new research, led by Dr Laura Shapiro in the School of Psychology, shows that extra training on how to blend printed letter sounds is most beneficial because this type of training had the biggest impact on PA, which is an essential skill for learning to read.

The researchers worked with teachers to identify children struggling with reading and recruited 222 children from 12 primary schools for the study, working with each child for half a term.

The researchers compared three key components of early reading -- sounding out printed letters, blending the sounds out loud, and both sounding out and blending printed letter sounds. In each session, the researchers showed the children one word at a time, without a picture or sentence context, to allow the child to focus on the target word. After the child was helped to read the word, they were shown an illustration relating to the word and a related sentence was read out loud to them. This context made the task enjoyable and meaningful and often prompted chats and interaction.




Dr Shapiro said:

"Many teachers already give extra support to struggling readers in reception, and often give support on learning letter sounds. Although practice on letter sounds is helpful, our study suggests it is more beneficial to give children extra practice in sounding out the letters AND blending the sounds together to make a word." The researchers carefully controlled the conditions of the study to identify exactly which component of reading it was most crucial to support. The training used the same standardised instructions, pictures, and context sentences, with only the focus of the training changing.

Dr Shapiro says that they will now work with teachers to develop a strategy suitable for the classroom. Together, they will identify the most practical and enjoyable ways to provide PA support to children and develop effective strategies that can be shared for other teachers to use and adapt.

Dr Shapiro has this advice for teachers and parents:

"Help children to practice blending the sounds in words, such as 'm-u-ch' makes 'much', and do this whilst pointing at the letters in the printed word so that they can see the connection between the letters, their sounds and the blended word. Children enjoyed seeing the word put into context with a picture and a fun sentence. It helps to keep the reading part simple, for example, show them just one word and hide the rest of the page and the picture. Then once you've supported them to sound this word out, show the picture, read the remainder out loud and give them an opportunity to talk about the story."
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A fifth higher: Tropical cyclones substantially raise the Social Cost of Carbon | ScienceDaily
Extreme events like tropical cyclones have immediate impacts, but also long-term implications for societies. A new study published in the journal Nature Communications now finds: Accounting for the long-term impacts of these storms raises the global Social Cost of Carbon by more than 20 percent, compared to the estimates currently used for policy evaluations. This increase is mainly driven by the projected rise of tropical-cyclone damages to the major economies of India, USA, China, Taiwan, and Japan under global warming.


						
"Intense tropical cyclones have the power to slow down the economic development of a country for more than a decade, our analysis shows. With global warming, the share of the most intense tropical cyclones is expected to increase so it becomes more likely that economies may not be able to recover fully in between storms," explains Hazem Krichene, author and scientist at the Potsdam Institute for Climate Impact Research (PIK) at the time the research was conducted. That is why long-term implications like reductions in economic growth caused by tropical cyclones may harm economic development even stronger than the direct economic damage of the storms.

The so-called Social Cost of Carbon is a dollar estimate for future costs of societies resulting from the emission of one additional ton of carbon dioxide in the atmosphere. This key metric is widely used in policy evaluations, as it allows comparing the costs of climate change for societies with the costs of climate mitigation measures. "However, long-term effects of extreme events are not taken into account so far, so that current Social Cost of Carbon estimates only reflect a part of the actual costs. This means that the real costs are probably even higher than currently estimated and the benefits of climate mitigation consequently underestimated," co-author Franziska Piontek from PIK says.

Hotter climate, more intense tropical cyclones, higher costs 

For their study the researchers analyzed the economic damages caused by these storms in 41 tropical-cyclone prone countries over the period from 1981 to 2015 and projected them for future global warming scenarios. In contrast to previous studies they thereby accounted for the mostly negative long-term impacts of these storms on economic development. The researchers found that these impacts increase the Social Cost of Carbon by more than 20 percent globally (from 173 US$ to 212 US$ per ton CO2) and by more than 40 percent in the analyzed tropical-cyclone prone countries -- compared to the Social Cost of Carbon estimates currently used for policy evaluations.

"When it comes to extreme events, much focus is put on immediate economic damages. However, it is as crucial to better quantify the overall costs of these events to inform societies upon the real costs of climate change and the climate impacts that can be avoided by effective climate action," concludes study author Christian Otto from PIK.
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Particulate pollution from coal associated with double the risk of mortality than PM2.5 from other sources | ScienceDaily
Exposure to fine particulate air pollutants from coal-fired power plants (coal PM2.5) is associated with a risk of mortality more than double that of exposure to PM2.5 from other sources, according to a new study led by George Mason University, The University of Texas at Austin, and Harvard T.H. Chan School of Public Health. Examining Medicare and emissions data in the U.S. from 1999 to 2020, the researchers also found that 460,000 deaths were attributable to coal PM2.5 during the study period -- most of them occurring between 1999 and 2007, when coal PM2.5 levels were highest.


						
The study was published on November 23, 2023, in Science.

While previous studies have quantified the mortality burden from coal-fired power plants, much of this research has assumed that coal PM2.5 has the same toxicity as PM2.5 from other sources.

"PM2.5 from coal has been treated as if it's just another air pollutant. But it's much more harmful than we thought, and its mortality burden has been seriously underestimated," said lead author Lucas Henneman, assistant professor in the Sid and Reva Dewberry Department of Civil, Environmental, and Infrastructure Engineering at Mason. "These findings can help policymakers and regulators identify cost-effective solutions for cleaning up the country's air, for example, by requiring emissions controls or encouraging utilities to use other energy sources, like renewables."

Using emissions data from 480 coal power plants in the U.S. between 1999 and 2020, the researchers modeled where wind carried coal sulfur dioxide throughout the week after it was emitted and how atmospheric processes converted the sulfur dioxide into PM2.5. This model produced annual coal PM2.5 exposure fields for each power plant. They then examined individual-level Medicare records from 1999 to 2016, representing the health statuses of Americans ages 65 and older and representing a total of more than 650 million person-years. By linking the exposure fields to the Medicare records, inclusive of where enrollees lived and when they died, the researchers were able to understand individuals' exposure to coal PM2.5 and calculate the impact it had on their health.

They found that across the U.S. in 1999, the average level of coal PM2.5 was 2.34 micrograms per cubic meter of air (mg/m3). This level decreased significantly by 2020, to 0.07 mg/m3. The researchers calculated that a one mg/m3 increase in annual average coal PM2.5 was associated with a 1.12% increase in all-cause mortality, a risk 2.1 times greater than that of PM2.5 from any other source. They also found that 460,000 deaths were attributable to coal PM2.5, representing 25% of all PM2.5-related deaths among Medicare enrollees before 2009.

The researchers were also able to quantify deaths attributable to specific power plants, producing a ranking of the coal-fired power plants studied based on their contribution to coal PM2.5's mortality burden. They found that 10 of these plants each contributed at least 5,000 deaths during the study period. They visualized the deaths from each power plant in a publicly available online tool (https://cpieatgt.github.io/cpie/).




The study also found that 390,000 of the 460,000 deaths attributable to coal-fired power plants took place between 1999 and 2007, averaging more than 43,000 deaths per year. After 2007, these deaths declined drastically, to an annual total of 1,600 by 2020.

"Beyond showing just how harmful coal pollution has been, we also show good news: Deaths from coal were highest in 1999 but by 2020 decreased by about 95%, as coal plants have installed scrubbers or shut down," Henneman said.

"I see this as a success story," added senior author Corwin Zigler, associate professor in the Department of Statistics and Data Sciences at UT Austin and founding member of the UT Center for Health & Environment: Education & Research. "Coal power plants were this major burden that U.S. policies have already significantly reduced. But we haven't completely eliminated the burden -- so this study provides us a better understanding of how health will continue to improve and lives will be saved if we move further toward a clean energy future."

The researchers pointed out the study's continuing urgency and relevance, writing in the paper that coal power is still part of some U.S. states' energy portfolios and that global coal use for electricity generation is even projected to increase.

"As countries debate their energy sources -- and as coal maintains a powerful, almost mythical status in American energy lore -- our findings are highly valuable to policymakers and regulators as they weigh the need for cheap energy with the significant environmental and health costs," said co-author Francesca Dominici, Clarence James Gamble Professor of Biostatistics, Population, and Data Science at Harvard Chan School and director of the Harvard Data Science Initiative.

Funding for the study came from the National Institutes of Health (grants R01ES026217, R01MD012769, R01ES028033, 1R01ES030616, 1R01AG066793, 1R01MD016054-01A1, 1R01ES 034373-01, 1RF1AG080948, and 1R01ES029950); the Environmental Protection Agency (grant 835872); the EmPOWER Air Data Challenge (grant LRFH); the Alfred P. Sloan Foundation (grant G-2020-13946); and the Health Effects Institute (grants R-82811201 and 4953).
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New tool to enable exploration of human-environment interactions | ScienceDaily
Spurred by the current climate crisis, there has been a heightened attention within the scientific community in recent years to how past climate variation contributed to historic human migration and other behaviors.


						
Now, an international group of scientists -- including archaeologists, historians, climate scientists, paleo-scientists, a volcanologist and others -- are calling for a strengthened commitment to transdisciplinary collaboration to study past and present human-environmental interactions, which they say will advance our understanding of these complex, entangled histories. Their recommendations were published Nov. 22 in Science Advances. 

In doing so, the group has introduced a new tool, the "dahliagram," to enable researchers to analyze and visualize a wide array of quantitative and qualitative knowledge from diverse disciplinary sources and epistemological backgrounds.

"Backed by higher-resolution data concerning past climates, environmental change is increasingly seen as a crucial factor in debates concerning social, political and economic change -- and human behavior generally -- through time and space," said Michael Frachetti, a professor of archaeology in Arts & Sciences at Washington University in St. Louis, and a lead author of the paper.

"Yet interdisciplinary attempts to cross data from history, climate science, archaeology and ecology to model past social-environmental interactions are challenged by mismatched units of measure and degrees of uncertainty,"

The dahliagram attempts to overcome those challenges by creating auniversal and visual language to enable cross-disciplinary collaboration. Moreover, it allows researchers to compress vast amounts of data into a single, easy-to-interpret model.

Named for the dahlia flower whose petals bloom in concentric arrays , the dahliagram's "petals" illustrate the relative impact of different pull and push factors contributing to human behavior over time. For example, the petals could represent the climate and environment, conflicts, politics and power, technology and resource availability. These are just examples, though. One of the benefits of the tool is that it is fully customizable to meet each study's needs.




According to Frachetti, the tool is meant to stimulate conceptual thinking and promote critical engagement, dialogue and debate. It welcomes data from domains of research like history or archaeology that are not easily quantified as factors in understanding behaviors like migration. And it requires the user to think beyond simply causality and consider the unique intersection of social, economic, political and environmental conditions for each case.

"The tool not only allows for a more nuanced understanding of complex data, but also can be a 'gut check' -- a way of testing your hypotheses and assumptions," Frachetti said.

Testing the dahliagram

To test the capabilities of the proposed dahliagram tool, the group created three models that assess the impacts of a range of factors on local- to large-scale mobility in three pivotal regions of world history: eastern Africa, inner Eurasia and the North Atlantic. These selected case studies range in chronological scale from decades to centuries to millennia.

Although the dahliagram is a universal device for human-environmental research, for the purpose of this study, the researchers focused on human mobility as a behavioral response.

In each model, "movement" is placed at the center of the dahliagram while different factors are represented in a surrounding array of petals. The team synthesized volumes of research and data on each factor and then ranked it according to its influence from low to high over three concentric rings of increasing intensity.




"One of the challenges to studying past phases of migration is that there's very rarely a single driver. It's usually a multitude of things that are impacting the people. Changes in the climate or access to resources could be one factor, but it's usually accompanied by something like war, new innovations, economic or political pressures, etc. The people in the Sahara, for example, have adapted to desertification for more than 5,000 years, making a simple driver for their patterned mobility, or a discrete migratory event, rather unlikely," Frachetti said.

An interesting thing happened when the team compared the dahliagram models for each of the three case studies. Although they are separated historically by hundreds of years and thousands of kilometers, unexpected parallels between the cases became obvious to the team.

"Population movement within emergent empires in both Asia and East Africa appears to be rooted in similar forces of political and social identity, as well as ambitious interests to acquire regional resources and stimulate trade and connectivity," the authors write. "Environmental factors were an omnipresent concern but appear to be outweighed by factors such as conflict and sovereignty.

"The historical implications of mobility within these formative empires in their respective era and region are unique, but only when visualized in the dahliagram do we see the shared correlations across an array of factors that may produce fruitful onward investigation into their behavioral similarities at the human-environmental nexus."

Overall, the group found the dahliagram to be effective in assessing population movements that occurred within richly documented historical time scales, as well as over long periods of time.

"We now hope that our new dahligram approach will be applied by many scholars from different fields across the natural and social sciences and the humanities to enhance interdisciplinary investigations into the entanglements between nature and humans," said Ulf Buntgen, a professor of environmental systems analysis in the Department of Geography at University of Cambridge, U.K., and a lead author of the paper.

Inspired by and built for transdisciplinary research

In recent years, the academic community has embraced the concept of transdisciplinary research. Like interdisciplinary or multidisciplinary research, transdisciplinary research connects scholarship from various disciplines to more fully grasp the complexity of problems and enable creative problem solving and discovery. What makes transdisciplinary research unique is that it incorporates the perspectives of non-academic stakeholders, including members of tribes and ethnic groups, historians, artists and other subject-matter experts.

Translating and effectively communicating complicated findings and uncertainties across disciplines, and with non-academic stakeholders, is not without its challenges, though. In fact, the idea for the dahliagram was inspired by the group's ongoing transdisciplinary work in the "Volcanoes, Climate and History" project, which was convened by Ulf Buntgen and Clive Oppenheimer from the University of Cambridge and supported by The Center for Interdisciplinary Research (ZiF: Zentrum fur interdisziplinare Forschung) at Bielefeld University in Germany.

The dahliagram not only enables researchers to synthesize data from various sources with different metrics, it also helps ensure equity among the various contributors, Frachetti said. Moreover, the visual nature of the dahliagram is especially helpful when communicating with various stakeholders.

"This tool allows us to gather communities of specialists and fairly and collectively express our knowledge in a way that that is on equal footing, rather than allowing one discipline to lead the way. I think that that kind of equity is a significant component of what the dahliagram provides," he said.

Ultimately, the team hopes the dahliagram will be adopted within the scientific community to stimulate further explorations of complex human behaviors by leveraging multidisciplinary team building and consensus.

According to Nicola Di Cosmo, a historian and Luce Foundation professor in East Asian Studies at the Institute for Advanced Study in Princeton, NJ and co-author of the study, the addition of the dahliagram will expand the analytical tools available for historical research.

"Historians may be encouraged to use the dahliagram to translate into a visual representation a wealth of data from multiple sources and different disciplines and thus avoid monocausal explanations derived from limited datasets," he said.

As for scientists, Frachetti said that some might initially have hesitations about the tool because it does not provide hard facts, but he hopes the community will come to appreciate the tool for what it does provide: a visualization of the facts.

"The dahliagram is a contextual tool that's meant to help you question your assumptions and consider other explanations. And that's really important because even our best 'hard facts' -- things like tree rings and our measurements to monitor the planet's health -- are conditioned by assumptions and uncertainty."

In addition to Frachetti and Buntgen, the following experts contributed to this paper: Nicola Di Cosmo, Institute for Advanced Study; Jan Esper, Johannes Gutenberg University; Lamya Khalidi, Universite Cote d'Azur CNRS, CEPAM; Franz Mauelshagen, University of Bielefeld; Clive Oppenheimer, University of Cambridge; and Eleonora Rohland, University of Bielefeld.
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'Not dead yet': Experts identify interventions that could rescue 1.5degC | ScienceDaily
To meet the goals of the Paris Agreement and limit global heating to 1.5degC, global annual emissions will need to drop radically over the coming decades. Today [22 Nov], a new paper from climate economists at the University of Oxford says that this goal could still be within our reach. They identify key "sensitive intervention points" that could unlock significant progress towards the Paris Agreement with the least risk and highest impact. These include:


						    	Investing in clean energy technologies with consistent cost declines
    	Enacting central bank policies to reduce the value of polluting assets
    	Improving climate-related financial risk disclosure.

'This is not to suggest that reaching the Paris goals will be straightforward, or easy, but like Achilles' heel, our research points to the areas that could have an outsized impact,' says lead author Dr Penny Mealy, associate at the Institute for New Economic Thinking, University of Oxford.

'We need climate policies which are pragmatic and practical, designed with an understanding of where the economy and technologies are capable of quickly transforming our economies for the better. These are those policy areas. This is how we design policy for 1.5degC,' affirms co-author Dr Pete Barbrook-Johnson of the Smith School of Enterprise and the Environment.

The research also highlights the areas where interventions will be more difficult and less impactful, including nuclear fission, which would be slow to roll out and could have unintended consequences; and carbon capture and storage, which presents both high barriers and risks.

To reach their conclusions, the authors devised a new framework for identifying sensitive intervention points, or SIPs, that have the characteristics necessary to radically decarbonize our global economy.

SIPs include critical tipping points -- like renewable energy becoming cheaper than coal; critical points in networks -- like powerful political figures or important technologies, and critical points in time or "windows of opportunity" that might prime the existing systems for change, such as the Covid-19 pandemic. These intervention points must be assessed by the ease with which they can be implemented, their impact potential, and the potential for creating risks. The authors stress that, while the framework is highly applicable to climate change, it could also be applied to solving other economic and social problems.

The ratings provided for each SIP intervention were applied subjectively based on discussions with experts, literature research, and modelling. The framework can and should be applied regularly to reassess priorities as new data and insights become available, the authors say.

Co-author Dr Matt Ives, comments, '1.5degC is not dead yet, but targeted and speedy interventions that can bring about the non-linear change necessary to keep it alive. As COP28 nears, our research highlights key sensitive intervention points we can prioritise to help turn the tide, while providing a valuable framework for policymakers.'
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Mind the gap: Caution needed when assessing land emissions in the COP28 Global Stocktake | ScienceDaily
The land use, land use change, and forestry sector plays a strong role in achieving global climate targets, but a gap exists between how scientists and countries account for its emissions. A new study highlights how mitigation benchmarks change when assessing IPCC scenarios from a national inventory perspective, with net-zero timings arriving up to five years earlier and cumulative emissions to net-zero being 15-18% smaller.


						
Effective management of land, whether for agriculture, forests, or settlements, plays a crucial role in addressing climate change and achieving future climate targets. Land use strategies to mitigate climate change include stopping deforestation, along with enhancing forest management efforts. Countries have recognized the importance of the land use, land-use change, and forestry (LULUCF) sector, with 118 of 143 countries including land-based emissions reductions and removals in their Nationally Determined Contributions (NDCs), which are at the heart of the Paris Agreement and the achievement of its long-term goals.

A new study, published in Nature, demonstrates that estimates of current land-based emissions vary between scientific models and national greenhouse gas inventories due to differing definitions of what qualifies as "managed" land and human-induced, or anthropogenic, removals on that land, and shows how global mitigation benchmarks change when accounting for LULUCF fluxes in scientific models from the national inventory perspective. The research team underscores the necessity to compare like for like when assessing progress towards the Paris Agreement with countries needing to achieve more ambitious climate action when comparing their national starting points with global models.

"Countries estimate their LULUCF fluxes (emissions and removals) differently. Direct fluxes are a result of direct human intervention, such as agriculture and forest harvest. The models in the Assessment Reports by the Intergovernmental Panel on Climate Change (IPCC) use this accounting approach to determine the remaining carbon budget and the timing for achieving net-zero emissions. Indirect fluxes are the response of land to indirect human-induced environmental changes, such as increase in atmospheric CO2 or nitrogen deposition that both enhance carbon removal," explains Giacomo Grassi, a study coauthor and researcher with the Joint Research Centre at the European Commission.

Grassi points out that it is practically not possible to separate direct and indirect fluxes through observations such as national forest inventories or remote sensing. Therefore, national greenhouse gas inventory methods follow reporting conventions that define anthropogenic fluxes using an area-based approach, whereby all fluxes occurring on managed land are considered anthropogenic. In contrast, greenhouse gas fluxes on unmanaged land are not included in the reporting.

Globally, this results in a difference between bookkeeping models and country inventories of around 4-7 gigatons of CO2, or around 10% of today's greenhouse gas emissions, but this difference varies from country to country.

The research team assessed key mitigation benchmarks using the inventory-based LULUCF accounting approach. They found that, in pathways achieving the 1.5 degC long-term temperature goal of the Paris Agreement, net-zero CO2 emissions is achieved one to five years earlier, emission reductions by 2030 need to be 3.5-6% stronger, and cumulative CO2 emissions are between 55-95 Gt CO2 less. The research team emphasizes that results do not conflict with the benchmarks assessed by the IPCC, but rather assesses the same kinds of benchmarks using an inventory-based approach.




"The IPCC Assessment Reports use direct, land-based emissions as input and include the indirect emissions due to climate and environmental responses in their physical climate emulation to calculate the global temperature response to anthropogenic emissions. In our analysis, we make it clear that we're looking at these two kinds of emissions separately. The climate outcome of each scenario we assess remains the same, but the benchmark -- when viewed through the lens of national greenhouse gas inventory accounting conventions -- shifts. Without making adjustments, countries could appear in a better position than they actually are," explains Thomas Gasser, a study coauthor and senior researcher associated with both the IIASA Advancing Systems Analysis and Energy, Climate, and Environment programs.

"Our findings show the danger of comparing apples to oranges: To achieve the Paris Agreement, it's critical that countries aim for the correct target. If countries achieve model-based benchmarks using inventory-based accounting, they will miss the mark," says Matthew Gidden, study author and senior researcher in the IIASA Energy, Climate, and Environment Program.

Ahead of the COP28 summit and its first Global Stocktake -- a process that will enable countries and other stakeholders to see where they're collectively making progress toward meeting the goals of the Paris Agreement and where they're not -- the researchers are urging for more detailed national climate goals. They recommend distinct targets for land-based mitigation separate from actions in other sectors.

"Countries can bring clarity to their climate ambition by communicating their planned use of the LULUCF sector separately from emissions reductions elsewhere. While modelers and practitioner communities can come together to improve comparability between global pathways and national inventories, it is vital that the message that significant mitigation effort is needed this decade, is not lost in the details of reporting technicalities," concludes Gidden.
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Apology psychology: Breaking gender stereotypes leads to more effective communication | ScienceDaily
From social media to the workplace, non-stereotypical apologies can help repair trust, according to new study involving a University of Arizona researcher.


						
Saying "I'm sorry," especially in the workplace, can be tricky terrain. Delivering an effective apology can help resolve conflicts, restore trust and promote collaboration among coworkers.

But what works best?

A research team including a University of Arizona faculty member says that to make your next apology more effective, use language that goes against gender stereotypes.

Sarah Doyle, associate professor in the Department of Management and Organizations in the Eller College of Management, said the team wanted to find out what constitutes an effective apology in the workplace -- and whether the content of a successful apology looks different depending on the gender of the apologizer. The research was published in the Journal of Applied Psychology.

The team used past research to define "masculine" and "feminine" language, including a study from 2003 that defined masculine language as having more agency and being more assertive, confident and self-assured, and feminine language as warm, communal and nurturing. The team labeled apologies with more masculine language as "agentic," and those with more feminine language as "communal." Overall, Doyle's team found that those who "violated" gender stereotypes were seen as delivering more effective apologies.

"We found that women delivering masculine-style apologies benefited because they were seen as displaying higher levels of assertiveness and enhancing their perceived competence," Doyle said. "The men delivering apologies with more stereotypically feminine language were seen as having greater interpersonal sensitivity that enhanced their perceived benevolence or warmth."

Starting with celebrities




The team began its series of four studies by searching through a platform that is a well-known hotspot for celebrity apologies: X, formerly known as Twitter. They ultimately examined 87 apology tweets from celebrities, including rapper and singer Lizzo, comedian Kevin Hart, actor Tyler Posey and television personality Kendra Wilkinson. Public reaction to those tweets supported the idea of apologizers benefiting by violating gender stereotypes, especially for the women in the sample, Doyle said.

"The female celebrities who delivered apologies that were higher in these masculine qualities were especially likely to receive these benefits," Doyle said. "There were higher 'like' counts and the sentiments in response to those apology tweets were much more positive."

For women delivering an apology on the platform, a one-point increase in agentic language, as measured on a five-point scale, returned an average of more than 17,000 additional likes, Doyle said.

Everyday apologies

In the second study, 366 working adults participated in a scenario in which their accountant sends them an email apologizing for making a mistake on their taxes. Individuals were randomly assigned to one of four groups classified by a male or female accountant delivering a stereotypically masculine or feminine apology. Participants then rated different components of the apology and determined whether they would like to continue using the accountant. The data lined up with the results from the first study, showing, for both male and female apologizers, that the counter-stereotypical apology was more effective.

The third study involved 441 individuals participating in the same accounting scenario but asked them to respond to the accountant's apology and determine whether they wanted to keep working with them. The fourth study was similar to the third, but used a scenario involving a paperwork error by a nurse to see if using a more traditionally female occupation would change the results. The data from each study showed counter-stereotypical apologies were seen as more effective, especially for female apologizers.




Across the studies using the accounting or nursing scenarios, researchers found that, for women, delivering a counter-stereotypical apology increased the apology's perceived effectiveness by an average of 9.7%. For men, using a counter-stereotypical apology increased perceived effectiveness by an average of 8.2%.

"It's important to mention that we did not find that men and women are penalized for giving a stereotypical apology," Doyle said, "Rather, they benefit from giving a counter-stereotypical one. Thus, any apology is likely to be better than no apology at all."

Sorry to ask, but what did we learn?

Put simply, there are a lot of different ways to apologize, and it can help to think it through, Doyle said.

"I think people assume that 'I'm sorry' is a consistent and effective way to apologize, but there are a lot of different ways to say that," Doyle explained. "Not all apologies are the same, and it can help to be a little bit more deliberate about the language that you're using and the content that is included in your apology."

The research team is hoping the results can lead people to think beyond how often we apologize, and to put more focus on how we communicate.

"Much of the literature suggests women apologize too much and men don't apologize enough," Doyle said. "But I think the frequency conversation is a bit oversimplified. It's not just about whether people should apologize more or less, but how we can construct apologies differently. It's what you include in that apology that's really going to matter."

The research team also included Beth Polin from Eastern Kentucky University; Sijun Kim from Texas A&M University; Roy Lewicki from The Ohio State University; and Nitya Chawla from the University of Minnesota.
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How bloodstain 'tails' can point to significant, additional forensic details | ScienceDaily
Forensic science has captured the public imagination by storm, as the profusion of "true crime" media in the last decade or so suggests. By now, most of us know that evidence left at a crime scene, such as blood, can often reveal information that is key to investigating and understanding the circumstances around a crime -- and that scientific methods can help interpret that information.


						
In Physics of Fluids, by AIP Publishing, a group of scientists from Boston University and the University of Utah demonstrated how bloodstains can yield even more valuable details than what is typically gathered by detectives, forensic scientists, and crime scene investigators. By examining the protrusions that deviate from the boundaries of otherwise elliptical bloodstains, the researchers studied how these "tails" are formed.

"These protrusions are typically only used to get a sense of the direction that the drop traveled, but are otherwise neglected," said author James Bird.

In fact, previous studies have primarily focused on larger blood drops falling vertically on flat surfaces or on inclined surfaces where gravity can reshape and obscure the tails. By contrast, the new study involved a series of high-speed experiments with human blood droplets with diameters of less than a millimeter impacting horizontal surfaces at various angles.

"We show that the precise flow that determines the tail length differs from the flow responsible for the size and shape of the elliptical portion of the stain," said Bird. "In other words, the tail lengths encompass additional independent information that can help analysts reconstruct where the blood drop actually came from."

Indeed, the tail length can reflect information about the size, impact speed, and impact angle of the blood drop that formed the stain. When measured for several blood stains in a stain pattern, the trajectories of the drops can be backtracked to their presumed origin.

While their analysis employed only horizontal surfaces to examine impact velocity dynamics, Bird and his colleagues hope it triggers more studies that focus on the length of the tail in bloodstain patterns. They believe that incorporating tail length into standard bloodstain analyses will produce more robust evidentiary information.

"Knowing the origin of the blood stains at a crime scene can help detectives determine whether a victim was standing or sitting, or help corroborate or question a witness's testimony," said Bird.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2023/11/231121175242.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Massive Antarctic ozone hole over past four years: What is to blame? | ScienceDaily
Despite public perception, the Antarctic ozone hole has been remarkably massive and long-lived over the past four years, University of Otago researchers believe chlorofluorocarbons(CFCs) aren't the only things to blame.


						
In a study, just published in Nature Communications, the group analysed the monthly and daily ozone changes, at different altitudes and latitudes within the Antarctic ozone hole, from 2004 to 2022.

Lead author Hannah Kessenich, PhD candidate in the Department of Physics, says they found there is much less ozone in the centre of the ozone hole compared to 19 years ago.

"This means that the hole is not only larger in area, but also deeper throughout most of spring.

"We made connections between this drop in ozone and changes in the air that is arriving into the polar vortex above Antarctica. This reveals the recent, large ozone holes may not be caused just by CFCs," she says.

While the Montreal Protocol on Substances that Deplete the Ozone Layer, which has been in place since 1987, regulates the production and consumption of human-made chemicals known to deplete the ozone, the researchers believe other complex factors are also contributing to the ozone hole.

"Most major communications about the ozone layer over the last few years have given the public the impression that the 'ozone issue' has been solved.




"While the Montreal Protocol has vastly improved our situation with CFCs destroying ozone, the hole has been amongst the largest on record over the past three years, and in two of the five years prior to that.

"Our analysis ended with data from 2022, but as of today the 2023 ozone hole has already surpassed the size of the three years prior -- late last month it was over 26 million km2, nearly twice the area of Antarctica."

Ms Kessenich believes understanding ozone variability is important because of the major role it plays in the Southern Hemisphere's climate.

"We all know about the recent wildfires and cyclones in Australia and New Zealand and the Antarctic ozone hole is part of this picture.

"While separate from the impact of greenhouse gases on climate, the ozone hole interacts with the delicate balance in the atmosphere. Because ozone usually absorbs UV light, a hole in the ozone layer can not only cause extreme UV levels on the surface of Antarctica, but it can also drastically impact where heat is stored in the atmosphere.

"Downstream effects include changes to the Southern Hemisphere's wind patterns and surface climate, which can impact us locally."

She is quick to allay fears about extreme UV rays, though.

"New Zealanders need not worry about applying extra sunscreen this year as the Antarctic ozone hole is generally not open above New Zealand -- it is mostly located directly over Antarctica and the South Pole."
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Outlook on scaling of carbon removal technologies | ScienceDaily
Carbon dioxide removal (CDR) technologies that could be critical tools to combat climate change have developed in line with other technologies from the last century. However, according to new studies led by Gregory Nemet, a professor at the University of Wisconsin-Madison, these technologies need to develop faster to meet policy targets aimed at limiting global warming.


						
As policymakers, researchers and climate activists from around the world prepare to meet for the UN Climate Change Conference beginning on November 30, 2023, one lingering question is whether climate technologies are developing and scaling quickly enough to meet the demands of the Paris Agreement.

New research led by Nemet, who is a professor in the La Follette School of Public Affairs, finds that novel CDR methods need to scale at a much faster rate to meet the Paris Agreement's temperature goal of limiting warming to 2 or 1.5 degrees Celsius. That goal would require removing hundreds of gigatons of carbon dioxide from the atmosphere over the course of the century, making the scaling of novel CDR technologies particularly important.

CDR involves capturing CO2 from the atmosphere and storing it in a variety of ways. Examples of conventional CDR include reforestation, wetland restoration and improved forest management. All other CDR methods have only been deployed at small scale and are collectively known as novel CDR. Examples include bioenergy with carbon capture and sequestration, direct air carbon capture and storage, and biochar. These new methods may be able to offer more durable carbon storage than conventional methods that rely on trees and soils.

In one of their recent papers published October 30, 2023, in Communications, Earth & Environment, Nemet and his research team debut the Historical Adoption of TeCHnology (HATCH) dataset -- an innovative project that tracks and analyzes a variety of agricultural, industrial and consumer technologies adopted over the past century that can provide insight into the scale-up of new technologies such as carbon removal.

The study analyzed the emergence and growth of 148 technologies across 11 categories going back to the early 20th century. It then cross-referenced this data with model CDR scenarios established by the Intergovernmental Panel on Climate Change (IPCC), company announcements of CDR scale-up plans, and CDR targets in policy announcements.

While the paper found evidence that the required scale-up of carbon removal technologies fits within the historical range of previous efforts, company announcements and government targets implied there would be much faster growth than the historical record and IPCC CDR modeled scenarios.




"The scale-up rates needed for carbon removal to meet the 2- and 1.5-degree Celsius targets are within the range of historical experience, even if at the high end," says Nemet. "We can learn from that experience to facilitate getting carbon removal to climate-relevant scale over the next three decades."

In another paper published November 15, 2023, in Joule, Nemet and his research team find that 2 gigatons of carbon dioxide removal per year is currently taking place. Nearly all of that removal is accomplished by planting more trees and only 0.1% from novel CDR.

This is all despite modeling scenarios that show that we need to remove hundreds of gigatons of carbon dioxide from the atmosphere over the course of the century to meet the Paris Agreement and ensure the sustained wellbeing of our planet.

The study finds that virtually all scenarios that limit warming to 1.5 or 2 degrees Celsius require novel CDR. On average, scenarios increase novel CDR by a factor of 1,300 by mid-century.

By looking at the period of time between when a technology is introduced to the market and when rapid scale-up of its production occurs -- called the formative phase -- the paper suggests that this part of the process for direct air carbon capture and storage and other novel CDR methods must accelerate to meet the needs of a warming planet. Speeding up the innovation that occurs during this phase to begin a higher volume of production sooner could help improve technology adoption.

"To become climate relevant, the formative phases for air filter systems and other novel methods of carbon removal need to be at least as active as the fastest historical analogues," says Jan Minx, head of the Mercator Research Institute on Global Commons and Climate Change working group Applied Sustainability Science and a co-author of both studies. "This will require more serious commitments toward novel removal technologies than are currently in place. The required levels will only be feasible if we see substantial development of novel CDR's formative phase in the next 15 years."

The results of these studies will also be included in the forthcoming 2023 UN Emissions Gap Report, which includes a chapter on carbon removal with contributions by Minx and Nemet.
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Most-cited scientists: still mostly men, but the gender gap is closing | ScienceDaily
An analysis of 5.8 million authors across all scientific disciplines shows that the gender gap is closing, but there is still a long distance to go. The new research by John Ioannidis of the Meta-Research Innovation Center at Stanford (METRICs) at Stanford University, US, and colleagues, publishes November 21 in the open access journal PLOS Biology.


						
There is a strong gender gap in science which manifests itself in many ways. One of the most prominent ones is the relative representation of men and women among the scientists whose work receive the most attention in the scientific literature.

In the new study, the researchers evaluated the entire Scopus database, a database that includes papers across all scientific fields. The database included 5.8 million authors who could have their gender identity assigned with high certainty. Of those, 3.8 million were men and 2.0 million were women.

The researchers found thatmen outnumbered women 3.93 times among those authors who started publishing before 1992, but only 1.36 times among those authors who started publishing after 2011. However, when limited to the authors who had the highest impact (namely, those who were in the top 2% of their discipline based on a citation indicator), men outnumbered women 3.21 times among top-cited authors, decreasing from 6.41 times in the senior groups to 2.28 times in the youngest group who started publishing after 2011. In the youngest group, 32 of the 174 fields of science (18%) had at least as many women as men, or even more women than men, within the category of top-cited authors.

Gender imbalances in author numbers decreased sharply over time in both high-income countries (including the USA) and other countries, but the latter had little improvement in gender imbalances for top-cited authors. In random samples of 100 women and 100 men from the youngest group, in-depth assessment showed that most were working in academic environments as of 2023, but promotion to full professor was very rare. The authors argue that both gender imbalances and slow promotion pathways for the most gifted scientists, regardless of gender, need to be improved.

Ioannidis adds, "Our work documents substantial shrinkage over time of the inequalities between men and women in the top echelons of scientific citation impact, but there is substantial room for further improvements in most scientific fields."
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        Alien haze, cooked in a lab, clears view to distant water worlds
        Scientists have simulated conditions that allow hazy skies to form in water-rich exoplanets, a crucial step in determining how haziness muddles important telescope observations for the search of habitable worlds beyond the solar system.

      

      
        'Strange metal' is strangely quiet in noise experiment
        Experiments have provided the first direct evidence that electricity seems to flow through 'strange metals' in an unusual liquid-like form.

      

      
        Telescope Array detects second highest-energy cosmic ray ever
        In 1991, an experiment detected the highest-energy cosmic ray ever observed. Later dubbed the Oh-My-God particle, the cosmic ray's energy shocked astrophysicists. Nothing in our galaxy had the power to produce it, and the particle had more energy than was theoretically possible for cosmic rays traveling to Earth from other galaxies. Simply put, the particle should not exist. On May 27, 2021, the Telescope Array experiment detected the second-highest extreme-energy cosmic ray. The newly dubbed Ama...

      

      
        Hybrid transistors set stage for integration of biology and microelectronics
        Researchers create transistors combining silicon with biological silk, using common microprocessor manufacturing methods. The silk protein can be easily modified with other chemical and biological molecules to change its properties, leading to circuits that respond to biology and the environment.

      

      
        First experimental evidence of hopfions in crystals opens up new dimension for future technology
        Hopfions, magnetic spin structures predicted decades ago, have become a hot and challenging research topic in recent years. New findings open up new fields in experimental physics: identifying other crystals in which hopfions are stable, studying how hopfions interact with electric and spin currents, hopfion dynamics, and more.

      

      
        NASA's Webb reveals new features in heart of Milky Way
        The latest image from NASA's James Webb Space Telescope shows a portion of the dense center of our galaxy in unprecedented detail, including never-before-seen features astronomers have yet to explain. The star-forming region, named Sagittarius C (Sgr C), is about 300 light-years from the Milky Way's central supermassive black hole, Sagittarius A*.

      

      
        'Triple star' discovery could revolutionize understanding of stellar evolution
        A ground-breaking new discovery could transform the way astronomers understand some of the biggest and most common stars in the Universe.  Research by PhD student Jonathan Dodd and Professor Rene Oudmaijer, from the University's School of Physics and Astronomy, points to intriguing new evidence that massive Be stars -- until now mainly thought to exist in double stars -- could in fact be 'triples'.  The remarkable discovery could revolutionise our understanding of the objects -- a subset of B sta...

      

      
        Sophisticated swarming: Bacteria support each other across generations
        When bacteria build communities, they cooperate and share nutrients across generations. Researchers have been able to demonstrate this for the first time using a newly developed method. This innovative technique enables the tracking of gene expression during the development of bacterial communities over space and time.

      

      
        Trilobites rise from the ashes to reveal ancient map
        Ten newly discovered species of trilobites, hidden for 490 million years in a little-studied part of Thailand, could be the missing pieces in an intricate puzzle of ancient world geography.

      

      
        Unearthing how a carnivorous fungus traps and digests worms
        A new analysis sheds light on the molecular processes involved when a carnivorous species of fungus known as Arthrobotrys oligospora senses, traps and consumes a worm.
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Alien haze, cooked in a lab, clears view to distant water worlds | ScienceDaily
Scientists have simulated conditions that allow hazy skies to form in water-rich exoplanets, a crucial step in determining how haziness muddles observations by ground and space telescopes.


						
The research offers new tools to study the atmospheric chemistry of exoplanets and will help scientists model how water exoplanets form and evolve, findings that could help in the search for life beyond our solar system.

"The big picture is whether there is life outside the solar system, but trying to answer that kind of question requires really detailed modeling of all different types, specifically in planets with lots of water," said co-author Sarah Horst, a Johns Hopkins associate professor of Earth and planetary sciences. "This has been a huge challenge because we just don't have the lab work to do that, so we are trying to use these new lab techniques to get more out of the data that we're taking in with all these big fancy telescopes."

The team published its findings today in Nature Astronomy.

Whether a planet's atmosphere contains hazes or other particles has a marked influence on global temperatures, incoming levels of starlight, and other factors that can hinder or foster biological activity, the researchers said.

The team ran the experiments in a custom-designed chamber within Horst's lab. They are the first to determine how much haze can form in water planets beyond the solar system, Horst said.

Haze consists of solid particles suspended in gas, and it alters the way light interacts with that gas. Different levels and kinds of haze can affect how the particles spread out through an atmosphere, changing what scientists can detect about distant planets with telescopes.




"Water is the first thing we look for when we're trying to see if a planet is habitable, and there are already exciting observations of water in exoplanet atmospheres. But our experiments and modeling suggest these planets most likely also contain haze," said Chao He, a planetary scientist who led the research at Johns Hopkins. "This haze really complicates our observations, as it clouds our view of an exoplanet's atmospheric chemistry and molecular features."

Scientists study exoplanets with telescopes that look at how light passes through their atmosphere, spotting how atmospheric gases absorb different hues or wavelengths of that light. Distorted observations can lead to miscalculations of the amounts of important substances in the air, such as water and methane, and the type and levels of particles in the atmosphere. Such misinterpretations can impair scientists' conclusions about global temperatures, the thickness of an atmosphere, and other planetary conditions, Horst said.

The team concocted two gas mixtures containing water vapor and other compounds hypothesized to be common in exoplanets. They beamed those concoctions with ultraviolet light to simulate how light from a star would start the chemical reactions that produce haze particles. They then measured how much light the particles absorbed and reflected to understand how they would interact with light in the atmosphere.

The new data matched the chemical signatures of a well-studied exoplanet called GJ 1214 b more accurately than previous research, demonstrating that hazes with different optical properties can lead to misinterpretations of a planet's atmosphere.

Alien atmospheres can be very different from those in our solar system, Horst said, adding that there are more than 5,000 confirmed exoplanets with varying atmospheric chemistries.

The team is now working to create more lab-made haze "analogs" with gas mixtures that more accurately represent what they see with telescopes.

"People will be able to use that data when they model those atmospheres to try to understand things like what the temperature is like in the atmosphere and the surface of that planet, whether there are clouds, how high they are and what they are made of, or how fast the winds go," Horst said. "All those kinds of things can help us really focus our attention on specific planets and make our experiments unique instead of just running generalized tests when trying to understand the big picture."

Other authors include Michael Radke and Sarah E. Moran, of Johns Hopkins; Nikole K. Lewis, of Cornell University; Julianne I. Moses of Space Science Institute; Mark S. Marley of University of Arizona; Natasha E. Batalha of NASA's Ames Research Center; Eliza M.-R. Kempton of University of Maryland, College Park; Caroline V. Morley of the University of Texas at Austin; Jeff A. Valenti of the Space Telescope Science Institute; and Veronique Vuitton of Universite Grenoble Alpes.
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'Strange metal' is strangely quiet in noise experiment | ScienceDaily
True to form, a "strange metal" quantum material proved strangely quiet in recent quantum noise experiments at Rice University. Published this week in Science, the measurements of quantum charge fluctuations known as "shot noise" provide the first direct evidence that electricity seems to flow through strange metals in an unusual liquidlike form that cannot be readily explained in terms of quantized packets of charge known as quasiparticles.


						
"The noise is greatly suppressed compared to ordinary wires," said Rice's Douglas Natelson, the study's corresponding author. "Maybe this is evidence that quasiparticles are not well-defined things or that they're just not there and charge moves in more complicated ways. We have to find the right vocabulary to talk about how charge can move collectively."

The experiments were performed on nanoscale wires of a quantum critical material with a precise 1-2-2 ratio of ytterbium, rhodium and silicon (YbRh2Si2), which has been studied in great depth during the past two decades by Silke Paschen, a solid-state physicist at the Vienna University of Technology (TU Wien). The material contains a high degree of quantum entanglement that produces a very unusual ("strange") temperature-dependent behavior that is very different from the one in normal metals such as silver or gold.

In such normal metals, each quasiparticle, or discrete unit, of charge is the product of incalculable tiny interactions between countless electrons. First put forward 67 years ago, the quasiparticle is a concept physicists use to represent the combined effect of those interactions as a single quantum object for the purposes of quantum mechanical calculations.

Some prior theoretical studies have suggested that the charge in a strange metal might not be carried by such quasiparticles, and shot noise experiments allowed Natelson, study lead author Liyang Chen, a former student in Natelson's lab, and other Rice and TU Wien co-authors to gather the first direct empirical evidence to test the idea.

"The shot noise measurement is basically a way of seeing how granular the charge is as it goes through something," Natelson said. "The idea is that if I'm driving a current, it consists of a bunch of discrete charge carriers. Those arrive at an average rate, but sometimes they happen to be closer together in time, and sometimes they're farther apart."

Applying the technique in YbRh2Si2 crystals presented significant technical challenges. Shot noise experiments cannot be performed on single macroscopic crystals but, rather, require samples of nanoscopic dimensions. Thus, the growth of extremely thin but nevertheless perfectly crystalline films had to be achieved, something that Paschen, Maxwell Andrews and their collaborators at TU Wien managed after almost a decade of hard work. Next, Chen had to find a way to maintain that level of perfection while fashioning wires from these thin films that were about 5,000 times narrower than a human hair.




Rice co-author Qimiao Si, the lead theorist on the study and the Harry C. and Olga K. Wiess Professor of Physics and Astronomy, said he, Natelson and Paschen first discussed the idea for the experiments while Paschen was a visiting scholar at Rice in 2016. Si said the results are consistent with a theory of quantum criticality he published in 2001 that he has continued to explore in a nearly two-decade collaboration with Paschen.

"The low shot noise brought about fresh new insights into how the charge-current carriers entwine with the other agents of the quantum criticality that underlies the strange metallicity," said Si, whose group performed calculations that ruled out the quasiparticle picture. "In this theory of quantum criticality, the electrons are pushed to the verge of localization, and the quasiparticles are lost everywhere on the Fermi surface."

Natelson said the larger question is whether similar behavior might arise in any or all of the dozens of other compounds that exhibit strange metal behavior.

"Sometimes you kind of feel like nature is telling you something," Natelson said. "This 'strange metallicity' shows up in many different physical systems, despite the fact that the microscopic, underlying physics is very different. In copper-oxide superconductors, for example, the microscopic physics is very, very different than in the heavy-fermion system we're looking at. They all seem to have this linear-in-temperature resistivity that's characteristic of strange metals, and you have to wonder is there something generic going on that is independent of whatever the microscopic building blocks are inside them."

The research was supported by the Department of Energy's Basic Energy Sciences program (DE-FG02-06ER46337), the National Science Foundation (1704264, 2220603), the European Research Council (101055088), the Austrian Science Fund (FWF I4047, FWF SFB F 86), the Austrian Research Promotion Agency (FFG 2156529, FFG 883941), the European Union's Horizon 2020 program (824109-EMP), the Air Force Office of Scientific Research (FA8665-22-1-7170), the Welch Foundation (C-1411) and the Vannevar Bush Faculty Fellowship (ONR-VB-N00014-23-1-2870).
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Telescope Array detects second highest-energy cosmic ray ever | ScienceDaily
In 1991, the University of Utah Fly's Eye experiment detected the highest-energy cosmic ray ever observed. Later dubbed the Oh-My-God particle, the cosmic ray's energy shocked astrophysicists. Nothing in our galaxy had the power to produce it, and the particle had more energy than was theoretically possible for cosmic rays traveling to Earth from other galaxies. Simply put, the particle should not exist.


						
The Telescope Array has since observed more than 30 ultra-high-energy cosmic rays, though none approaching the Oh-My-God-level energy. No observations have yet revealed their origin or how they are able to travel to the Earth.

On May 27, 2021, the Telescope Array experiment detected the second-highest extreme-energy cosmic ray. At 2.4 x 1020eV, the energy of this single subatomic particle is equivalent to dropping a brick on your toe from waist height. Led by the University of Utah (the U) and the University of Tokyo, the Telescope Array consists of 507 surface detector stations arranged in a square grid that covers 700 km2 (~270 miles2) outside of Delta, Utah in the state's West Desert. The event triggered 23 detectors at the north-west region of the Telescope Array, splashing across 48 km2 (18.5 mi2). Its arrival direction appeared to be from the Local Void, an empty area of space bordering the Milky Way galaxy.

"The particles are so high energy, they shouldn't be affected by galactic and extra-galactic magnetic fields. You should be able to point to where they come from in the sky," said John Matthews, Telescope Array co-spokesperson at the U and co-author of the study. "But in the case of the Oh-My-God particle and this new particle, you trace its trajectory to its source and there's nothing high energy enough to have produced it. That's the mystery of this -- what the heck is going on?"

In their observation that published on Nov. 24, 2023, in the journal Science, an international collaboration of researchers describe the ultra-high-energy cosmic ray, evaluate its characteristics, and conclude that the rare phenomena might follow particle physics unknown to science. The researchers named it the Amaterasu particle after the sun goddess in Japanese mythology. The Oh-My-God and the Amaterasu particles were detected using different observation techniques, confirming that while rare, these ultra-high energy events are real.

"These events seem like they're coming from completely different places in the sky. It's not like there's one mysterious source," said John Belz, professor at the U and co-author of the study. "It could be defects in the structure of spacetime, colliding cosmic strings. I mean, I'm just spit-balling crazy ideas that people are coming up with because there's not a conventional explanation."

Natural particle accelerators

Cosmic rays are echoes of violent celestial events that have stripped matter to its subatomic structures and hurled it through universe at nearly the speed of light. Essentially cosmic rays are charged particles with a wide range of energies consisting of positive protons, negative electrons, or entire atomic nuclei that travel through space and rain down onto Earth nearly constantly.




Cosmic rays hit Earth's upper atmosphere and blasts apart the nucleus of oxygen and nitrogen gas, generating many secondary particles. These travel a short distance in the atmosphere and repeat the process, building a shower of billions of secondary particles that scatter to the surface. The footprint of this secondary shower is massive and requires that detectors cover an area as large as the Telescope Array. The surface detectors utilize a suite of instrumentation that gives researchers information about each cosmic ray; the timing of the signal shows its trajectory and the amount of charged particles hitting each detector reveals the primary particle's energy.

Because particles have a charge, their flight path resembles a ball in a pinball machine as they zigzag against the electromagnetic fields through the cosmic microwave background. It's nearly impossible to trace the trajectory of most cosmic rays, which lie on the low- to middle-end of the energy spectrum. Even high-energy cosmic rays are distorted by the microwave background. Particles with Oh-My-God and Amaterasuenergy blast through intergalactic space relatively unbent. Only the most powerful of celestial events can produce them.

"Things that people think of as energetic, like supernova, are nowhere near energetic enough for this. You need huge amounts of energy, really high magnetic fields to confine the particle while it gets accelerated," said Matthews.

Ultra-high-energy cosmic rays must exceed 5 x 1019 eV. This means that a single subatomic particle carries the same kinetic energy as a major league pitcher's fast ball and has tens of millions of times more energy than any human-made particle accelerator can achieve. Astrophysicists calculated this theoretical limit, known as the Greisen-Zatsepin-Kuzmin (GZK) cutoff, as the maximum energy a proton can hold traveling over long distances before the effect of interactions of the microwave background radiation take their energy. Known source candidates, such as active galactic nuclei or black holes with accretion disks emitting particle jets, tend to be more than 160 million light years away from Earth. The new particle's 2.4 x 1020 eV and the Oh-My-God particle's 3.2 x 1020 eV easily surpass the cutoff.

Researchers also analyze cosmic ray composition for clues of its origins. A heavier particle, like iron nuclei, are heavier, have more charge and are more susceptible to bending in a magnetic field than a lighter particle made of protons from a hydrogen atom. The new particle is likely a proton. Particle physics dictates that a cosmic ray with energy beyond the GZK cutoff is too powerful for the microwave background to distort its path, but back tracing its trajectory points towards empty space.

"Maybe magnetic fields are stronger than we thought, but that disagrees with other observations that show they're not strong enough to produce significant curvature at these ten-to-the-twentieth electron volt energies," said Belz. "It's a real mystery."

Expanding the footprint




The Telescope Array is uniquely positioned to detect ultra-high-energy cosmic rays. It sits at about 1,200 m (4,000 ft), the elevation sweet-spot that allows secondary particles maximum development, but before they start to decay. Its location in Utah's West Desert provides ideal atmospheric conditions in two ways: the dry air is crucial because humidity will absorb the ultraviolet light necessary for detection; and the region's dark skies are essential, as light pollution will create too much noise and obscure the cosmic rays.

Astrophysicists are still baffled by the mysterious phenomena. The Telescope Array is in the middle of an expansion that that they hope will help crack the case. Once completed, 500 new scintillator detectors will expand the Telescope Array will sample cosmic ray-induced particle showers across 2,900 km2  (1,100 mi2 ), an area nearly the size of Rhode Island. The larger footprint will hopefully capture more events that will shed light on what's going on.
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Hybrid transistors set stage for integration of biology and microelectronics | ScienceDaily
Your phone may have more than 15 billion tiny transistors packed into its microprocessor chips. The transistors are made of silicon, metals like gold and copper, and insulators that together take an electric current and convert it to 1s and 0s to communicate information and store it. The transistor materials are inorganic, basically derived from rock and metal.


						
But what if you could make these fundamental electronic components part biological, able to respond directly to the environment and change like living tissue?

This is what a team at Tufts University Silklab did when they created transistors replacing the insulating material with biological silk. They reported their findings in Advanced Materials.

Silk fibroin -- the structural protein of silk fibers -- can be precisely deposited onto surfaces and easily modified with other chemical and biological molecules to change its properties. Silk functionalized in this manner can pick up and detect a wide range of components from the body or environment.

The team's first demonstration of a prototype device used the hybrid transistors to make a highly sensitive and ultrafast breath sensor, detecting changes in humidity. Further modifications of the silk layer could enable devices to detect some cardiovascular and pulmonary diseases, as well as sleep apnea, or pick up carbon dioxide levels and other gases and molecules in the breath that might provide diagnostic information. Used with blood plasma, they could potentially provide information on levels of oxygenation and glucose, circulating antibodies, and more.

Prior to the development of the hybrid transistors, the Silklab, led by Fiorenzo Omenetto, the Frank C. Doble Professor of engineering, had already used fibroin to make bioactive inks for fabrics that can detect changes in the environment or on the body, sensing tattoos that can be placed under the skin or on the teeth to monitor health and diet, and sensors that can be printed on any surface to detect pathogens like the virus responsible for COVID19.

How It Works

A transistor is simply an electrical switch, with a metal electrical lead coming in and another going out. In between the leads is the semiconductor material, so-called because it's not able to conduct electricity unless coaxed.




Another source of electrical input called a gate is separated from everything else by an insulator. The gate acts as the "key" to turn the transistor on and off. It triggers the on-state when a threshold voltage- which we will call "1" -- creates an electric field across the insulator, priming electron movement in the semiconductor and starting the flow of current through the leads.

In a biological hybrid transistor, a silk layer is used as the insulator, and when it absorbs moisture, it acts like a gel carrying whatever ions (electrically charged molecules) are contained within. The gate triggers the on-state by rearranging ions in the silk gel. By changing the ionic composition in the silk, the transistor operation changes, allowing it to be triggered by any gate value between zero and one.

"You could imagine creating circuits that make use of information that is not represented by the discrete binary levels used in digital computing, but can process variable information as in analog computing, with the variation caused by changing what's inside the silk insulator" said Omenetto. "This opens up the possibility of introducing biology into computing within modern microprocessors," said Omenetto. Of course, the most powerful known biological computer is the brain, which processes information with variable levels of chemical and electrical signals.

The technical challenge in creating hybrid biological transistors was to achieve silk processing at the nanoscale, down to 10nm or less than 1/10000th the diameter of a human hair. "Having achieved that, we can now make hybrid transistors with the same fabrication processes that are used for commercial chip manufacturing," said Beom Joon Kim, postdoctoral researcher at the School of Engineering. "This means you can make a billion of these with capabilities available today."

Having billions of transistor nodes with connections reconfigured by biological processes in the silk could lead to microprocessors which could act like the neural networks used in AI. "Looking ahead, one could imagine have integrated circuits that train themselves, respond to environmental signals, and record memory directly in the transistors rather than sending it to separate storage," said Omenetto.

Devices detecting and responding to more complex biological states, as well as large-scale analog and neuromorphic computing are yet to be created. Omenetto is optimistic for future opportunities. "This opens up a new way of thinking about the interface between electronics and biology, with many important fundamental discoveries and applications ahead."
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First experimental evidence of hopfions in crystals opens up new dimension for future technology | ScienceDaily
Hopfions, magnetic spin structures predicted decades ago, have become a hot and challenging research topic in recent years. In a study published in Nature today, the first experimental evidence is presented by a Swedish-German-Chinese research collaboration.


						
"Our results are important from both a fundamental and applied point of view, as a new bridge has emerged between experimental physics and abstract mathematical theory, potentially leading to hopfions finding an application in spintronics," says Philipp Rybakov, researcher at the Department of Physics and Astronomy at Uppsala University, Sweden.

A deeper understanding of how different components of materials function is important for the development of innovative materials and future technology. The research field of spintronics, for example, which studies the spin of electrons, has opened up promising possibilities to combine the electrons electricity and magnetism for applications such as new electronics, etc.

Magnetic skyrmions and hopfions are topological structures -- well-localized field configurations that have been a hot research topic over the past decade owing to their unique particle-like properties, which make them promising objects for spintronic applications. Skyrmions are two-dimensional, resembling vortex-like strings, while hopfions are three-dimensional structures within a magnetic sample volume resembling closed, twisted skyrmion strings in the shape of a donut-shaped ring in the simplest case.

Despite extensive research in recent years, direct observation of magnetic hopfions has only been reported in synthetic material. This current work is the first experimental evidence of such states stabilised in a crystal of B20-type FeGe plates using transmission electron microscopy and holography. The results are highly reproducible and in full agreement with micromagnetic simulations. The researchers provide a unified skyrmion-hopfion homotopy classification and offer an insight into the diversity of topological solitons in three-dimensional chiral magnets.

The findings open up new fields in experimental physics: identifying other crystals in which hopfions are stable, studying how hopfions interact with electric and spin currents, hopfion dynamics, and more.

"Since the object is new and many of its interesting properties remain to be discovered, it is difficult to make predictions about specific spintronic applications. However, we can speculate that hopfions may be of greatest interest when upgrading to the third dimension of almost any technology being developed with magnetic skyrmions: racetrack memory, neuromorphic computing, and qubits (basic unit of quantum information). Compared to skyrmions, hopfions have an additional degree of freedom due to three-dimensionality and thus can move in three rather than two dimensions," explains Rybakov.
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NASA's Webb reveals new features in heart of Milky Way | ScienceDaily
The latest image from NASA's James Webb Space Telescope shows a portion of the dense center of our galaxy in unprecedented detail, including never-before-seen features astronomers have yet to explain. The star-forming region, named Sagittarius C (Sgr C), is about 300 light-years from the Milky Way's central supermassive black hole, Sagittarius A*.


						
"There's never been any infrared data on this region with the level of resolution and sensitivity we get with Webb, so we are seeing lots of features here for the first time," said the observation team's principal investigator Samuel Crowe, an undergraduate student at the University of Virginia in Charlottesville. "Webb reveals an incredible amount of detail, allowing us to study star formation in this sort of environment in a way that wasn't possible previously."

"The galactic center is the most extreme environment in our Milky Way galaxy, where current theories of star formation can be put to their most rigorous test," added professor Jonathan Tan, one of Crowe's advisors at the University of Virginia.

Protostars

Amid the estimated 500,000 stars in the image is a cluster of protostars -- stars that are still forming and gaining mass -- producing outflows that glow like a bonfire in the midst of an infrared-dark cloud. At the heart of this young cluster is a previously known, massive protostar over 30 times the mass of our Sun. The cloud the protostars are emerging from is so dense that the light from stars behind it cannot reach Webb, making it appear less crowded when in fact it is one of the most densely packed areas of the image. Smaller infrared-dark clouds dot the image, looking like holes in the starfield. That's where future stars are forming.

Webb's NIRCam (Near-Infrared Camera) instrument also captured large-scale emission from ionized hydrogen surrounding the lower side of the dark cloud, shown cyan-colored in the image. Typically, Crowe says, this is the result of energetic photons being emitted by young massive stars, but the vast extent of the region shown by Webb is something of a surprise that bears further investigation. Another feature of the region that Crowe plans to examine further is the needle-like structures in the ionized hydrogen, which appear oriented chaotically in many directions.

"The galactic center is a crowded, tumultuous place. There are turbulent, magnetized gas clouds that are forming stars, which then impact the surrounding gas with their outflowing winds, jets, and radiation," said Ruben Fedriani, a co-investigator of the project at the Instituto Astrofisica de Andalucia in Spain. "Webb has provided us with a ton of data on this extreme environment, and we are just starting to dig into it."

Around 25,000 light-years from Earth, the galactic center is close enough to study individual stars with the Webb telescope, allowing astronomers to gather unprecedented information on how stars form, and how this process may depend on the cosmic environment, especially compared to other regions of the galaxy. For example, are more massive stars formed in the center of the Milky Way, as opposed to the edges of its spiral arms?

"The image from Webb is stunning, and the science we will get from it is even better," Crowe said. "Massive stars are factories that produce heavy elements in their nuclear cores, so understanding them better is like learning the origin story of much of the universe."
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'Triple star' discovery could revolutionize understanding of stellar evolution | ScienceDaily
A ground-breaking new discovery by University of Leeds scientists could transform the way astronomers understand some of the biggest and most common stars in the Universe.


						
Research by PhD student Jonathan Dodd and Professor Rene Oudmaijer, from the University's School of Physics and Astronomy, points to intriguing new evidence that massive Be stars -- until now mainly thought to exist in double stars -- could in fact be "triples."

The remarkable discovery could revolutionise our understanding of the objects -- a subset of B stars -- which are considered an important "test bed" for developing theories on how stars evolve more generally.

These Be stars are surrounded by a characteristic disc made of gas -- similar to the rings of Saturn in our own Solar System. And although Be stars have been known for about 150 years -- having first been identified by renowned Italian astronomer Angelo Secchi in 1866 -- until now, no one has known how they were formed.

Consensus among astronomers so far has said the discs are formed by the rapid rotation of the Be stars, and that itself can be caused by the stars interacting with another star in a binary system.

Triple systems

Mr Dodd, corresponding author of the research, said: "The best point of reference for that is if you've watched Star Wars, there are planets where they have two Suns."

But now, by analysing data from the European Space Agency's Gaia satellite, the scientists say they have found evidence these stars actually exist in triple systems -- with three bodies interacting instead of just two.




Mr Dodd added: "We observed the way the stars move across the night sky, over longer periods like 10 years, and shorter periods of around six months. If a star moves in a straight line, we know there's just one star, but if there is more than one, we will see a slight wobble or, in the best case, a spiral.

"We applied this across the two groups of stars that we are looking at -- the B stars and the Be stars -- and what we found, confusingly, is that at first it looks like the Be stars have a lower rate of companions than the B stars. This is interesting because we'd expect them to have a higher rate."

However, Principal Investigator Prof Oudmaijer said: "The fact that we do not see them might be because they are now too faint to be detected."

Mass transfer

The researchers then looked at a different set of data, looking for companion stars that are further away, and found that at these larger separations the rate of companion stars is very similar between the B and Be stars.

From this, they were able to infer that in many cases a third star is coming into play, forcing the companion closer to the Be star -- close enough that mass can be transferred from one to the other and form the characteristic Be star disc. This could also explain why we do not see these companions anymore; they have become too small and faint to be detected after the "vampire" Be star has sucked in so much of their mass.




The discovery could have huge impacts on other areas of astronomy -- including our understanding of black holes, neutron stars and gravitational wave sources.

Prof Oudmaijer said: "There's a revolution going on in physics at the moment around gravitational waves. We have only been observing these gravitational waves for a few years now, and these have been found to be due to merging black holes.

"We know that these enigmatic objects -- black holes and neutron stars -- exist, but we don't know much about the stars that would become them. Our findings provide a clue to understanding these gravitational wave sources."

He added: "Over the last decade or so, astronomers have found that binarity is an incredibly important element in stellar evolution. We are now moving more towards the idea it is even more complex than that and that triple stars need to be considered."

"Indeed," Oudmaijer said, "triples have become the new binaries."

The team behind the discovery includes PhD student Mr Dodd and Prof Oudmaijer from Leeds, along with University of Leeds PhD student Isaac Radley and two former Leeds academics Dr Miguel Vioque of the ALMA Observatory in Chile and Dr Abigail Frost at the European Southern Observatory in Chile. The team received funding from the Science and Technology Facilities Council (STFC).
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Sophisticated swarming: Bacteria support each other across generations | ScienceDaily
When bacteria build communities, they cooperate and share nutrients across generations. Researchers at the University of Basel have been able to demonstrate this for the first time using a newly developed method. This innovative technique enables the tracking of gene expression during the development of bacterial communities over space and time.


						
In nature, bacteria usually live in communities. They collectively colonize our gut, also known as the gut microbiome, or form biofilms such as dental plaque. Living in communities provides many advantages to the individual microbes. They are more resilient against adverse environmental conditions, conquer new territories and benefit from each other.

Analyzing microbial communities in space and time

The development of bacterial communities is a highly complex process where bacteria form intricate three-dimensional structures. In their latest study published in Nature Microbiology, the team led by Professor Knut Drescher from the Biozentrum of the University of Basel has investigated the development of bacterial swarm communities in detail.

They achieved a methodological breakthrough enabling them to simultaneously measure gene expression and image the behaviour of individual cells in microbial communities in space and time.

Bacteria provide resources for future generations

"We used Bacillus subtilis as a model organism. This ubiquitous bacterium is also found in our intestinal flora. We have revealed that these bacteria, which live in communities, cooperate and interact with each other across generations," explains Prof Knut Drescher, head of the study. "Earlier generations deposit metabolites for later generations."

They also identified different subpopulations within a bacterial swarm, which produce and consume different metabolites. Some of the metabolites secreted by one subpopulation become the food for other subpopulations that emerge later during swarm development.




Distribution of tasks within the community

The researchers combined state-of-the-art adaptive microscopy, gene expression analyses, metabolite analyses, and robotic sampling. Using this innovative approach, the researchers have been able to simultaneously examine gene expression and bacterial behavior at precisely defined locations and specific times as well as to identify the metabolites secreted by the bacteria. The bacterial swarm could thus be divided into three major regions: the swarm front, the intermediate region and the swarm center. However, the three regions display gradual transitions.

"Depending on the region, the bacteria differ in appearance, characteristics and behavior. While they are mostly motile at the edges, the bacteria in the center form long non-motile threads, resulting in a 3D biofilm. One reason is the varying availability of space and resources," explains first author Hannah Jeckel. "The spatial distribution of bacteria with distinct behavior enables the community to expand but also to hide in a protective biofilm." This process appears to be a widespread strategy in bacterial communities and is crucial for their survival.

Complex dynamics within bacterial communities

This study illustrates the complexity and dynamics within bacterial communities and reveals cooperative interactions among individual bacteria -- in favor of the community. The spatial and temporal effects thus play a central role in the development and establishment of microbial communities. A milestone of this work is the development of a pioneering technique that enabled the researchers to acquire comprehensive spatiotemporal data of a multicellular process at a resolution never before achieved in any other biological system.
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Trilobites rise from the ashes to reveal ancient map | ScienceDaily
Ten newly discovered species of trilobites, hidden for 490 million years in a little-studied part of Thailand, could be the missing pieces in an intricate puzzle of ancient world geography.


						
Trilobites are extinct sea creatures with half-moon-shaped heads that breathed through their legs. A 100-page monograph in the British journal offers great detail about the new species, including one named in honor of Thai Royal Princess Maha Chakri Sirindhorn.

The trilobite fossils were trapped between layers of petrified ash in sandstone, the product of old volcanic eruptions that settled on the sea floor and formed a green layer called a tuff. Unlike some other kinds of rocks or sediment, tuffs contain crystals of zircon -- a mineral that formed during an eruption and are, as the name of the rock layer containing them suggests, tough.

Zircon is chemically stable as well as heat and weather resistant. It is hard as steel and persists when minerals in other kinds of rocks erode. Inside these resilient zircon crystals, individual atoms of uranium gradually decay and transform into atoms of lead.

"We can use radio isotope techniques to date when the zircon formed and thus find the age of the eruption, as well as the fossil," said Nigel Hughes, monograph co-author and UC Riverside geology professor.

It is rare to find tuffs from this particular period of time, the late Cambrian period, between 497 and 485 million years ago. "Not many places around the world have this. It is one of the worst dated intervals of time in Earth's history," Hughes said.

"The tuffs will allow us to not only determine the age of the fossils we found in Thailand, but to better understand parts of the world like China, Australia, and even North America where similar fossils have been found in rocks that cannot be dated," said Shelly Wernette, former Hughes lab geologist now at Texas State University, and first author of the monograph.




The fossils were uncovered on the coast of an island called Ko Tarutao. It is about 40 minutes southwest from the mainland via high speed boat and is part of an UNESCO geopark site that has encouraged international teams of scientists to work in this area.

For Wernette, the most interesting discovery was 12 types of trilobites that have been seen in other parts of the world, but never in Thailand before. "We can now connect Thailand to parts of Australia, a really exciting discovery."

During the trilobites' lifetime, this region was on the outer margins of Gondwanaland, an ancient supercontinent that included Africa, India, Australia, South America, and Antarctica.

"Because continents shift over time, part of our job has been to work out where this region of Thailand was in relation to the rest of Gondwanaland," Hughes said. "It's a moving, shape shifting, 3D jigsaw puzzle we're trying to put together. This discovery will help us do that."

For example, take the species named for Royal Princess Sirindhorn. The species was named in tribute to the princess for her steadfast dedication to developing the sciences in Thailand. "I also thought this species had a regal quality. It has a broad headdress and clean sweeping lines," Wernette said.

If researchers can get a date from the tuffs containing her namesake species, Tsinania sirindhornae, and determine when they lived, they will be able to say that closely related species of Tsinania found in northern and southern China are roughly the same age.

Ultimately, the researchers feel that the pictures of the ancient world hidden in the fossils they found contain invaluable information for the present day.

"What we have here is a chronicle of evolutionary change accompanied by extinctions. The Earth has written this record for us, and we're fortunate to have it," Hughes said. "The more we learn from it the better prepared we are for the challenges we're engineering on the planet for ourselves today."
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Unearthing how a carnivorous fungus traps and digests worms | ScienceDaily
A new analysis sheds light on the molecular processes involved when a carnivorous species of fungus known as Arthrobotrys oligospora senses, traps and consumes a worm. Hung-Che Lin of Academia Sinica in Taipei, Taiwan, and colleagues present these findings November 21 in the open access journal PLOS Biology.


						
A. oligospora usually derives its nutrients from decaying organic matter, but starvation and the presence of nearby worms can prompt it to form traps to capture and consume worms. A. oligospora is just one of many species of fungi that can trap and eat very small animals. Prior research has illuminated some of the biology behind this predator-prey relationship (such as certain genes involved in A. oligospora trap formation) but for the most part, the molecular details of the process have remained unclear.

To boost understanding, Lin and colleagues performed a series of lab experiments investigating the genes and processes involved at various stages of A. oligospora predation on a nematode worm species called Caenorhabditis elegans. Much of this analysis relied on a technique known as RNAseq, which provided information on the level of activity of different A. oligospora genes at different points in time. This research surfaced several biological processes that appear to play key roles in A. oligospora predation.

When A. oligospora first senses a worm, the findings suggest, DNA replication and the production of ribosomes (structures that build proteins in a cell) both increase. Next, the activity increases of many genes that encode proteins that appear to assist in the formation and function of traps, such as secreted worm-adhesive proteins and a newly identified family of proteins dubbed "trap enriched proteins" (TEP).

Finally, after A. oligospora has extended filamentous structures known as hyphae into a worm to digest it, the activity is boosted of genes coding for a variety of enzymes known as proteases -- in particular, a group known as metalloproteases. Proteases break down other proteins, so these findings suggest that A. oligospora uses proteases to aid in worm digestion.

These findings could serve as a foundation for future research into the molecular mechanisms involved in A. oligospora predation and other fungal predator-prey interactions.

The authors add, "Our comprehensive transcriptomics and functional analyses highlight the role of increased DNA replication, translation, and secretion in trap development and efficacy. Furthermore, a gene family that is largely expanded in the genomes of nematode-trapping fungi were found to be enriched in traps and critical for trap adhesion to nematodes. These results furthered our understanding of the key processes required for fungal carnivory."
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