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      Biting the hand that feeds IT -- Enterprise Technology News and Analysis


      
        'Serial cybercriminal and scammer' jailed for 8 years, told to pay back $1.2M
        Jessica Lyons Hardcastle

        Crook did everything from SIM swaps to fake verified badge scams A Los Angeles man has been jailed after pulling off SIM-swap attacks on victims, hijacking social media accounts, committing fraud with Zelle payments, and impersonating Apple support....

      

      
        Game over for ByteDance's big video game studio dream?
        Brandon Vigliarolo

        TikTok parent reportedly gives hundreds the tintack TikTok parent ByteDance is expected to sashay away from its attempts at being a major video game maker, with studio division Nuverse reportedly set to shutter operations in the coming months. ... 

      

      
        Nvidia's China-market H20 chips hit another speed bump
        Tobias Mann

        Integration woes delay Nvidia's hopes of maintaining grip on Middle Kingdom Nvidia has reportedly delayed the launch of its latest Chinese-market AI accelerators until early next year over issues integrating the chip into server platforms....

      

      
        Tesla sues Swedish government after worker rebellion cripples car biz
        Brandon Vigliarolo

        Sparks fly as Elon's Musketeers sue for license plate liberation Tesla is suing the Swedish government to force it to take action against widespread strikes that have crippled the electric car maker's operations. ...

      

      
        Trio of major holes in ownCloud expose admin passwords, allow unauthenticated file mods
        Connor Jones

        Mitigations require mix of updating libraries and manual customer action ownCloud has disclosed three critical vulnerabilities, the most serious of which leads to sensitive data exposure and carries a maximum severity score....

      

      
        Server shipments to fall 20% this year, but AI means vendors still raking it in
        Dan Robinson

        Less is more, as hyper heterogeneous computing heats up Server unit shipments for 2023 could crash by up to 20 percent on last year, despite revenue growing. The cause is hyper heterogeneous computing which is driving up the silicon content of systems, according to Omdia....

      

      
        Japanese tech startups testing cash incentives for office return
        Brandon Vigliarolo

        Bonuses for bums on seats is a new one for us at Vulture Towers A pair of Japanese tech startups are taking a new approach to the challenge of bringing reluctant employees back into the office by sweetening the pot with small bonuses for in-person working. ... 

      

      
        UK and US lead international efforts to raise AI security standards
        Connor Jones

        17 countries agree to adopt vision for artificial intelligence security as fears mount over pace of development The UK's National Cyber Security Agency (NCSC) and US's Cybersecurity and Infrastructure Security Agency (CISA) have published official guidance for securing AI applications - a document the agencies hope will ensure that safety is inherent in AI's development....

      

      
        Neuralink pockets extra VC cash in computer-brain interface quest
        Lindsay Clark

        Funding follows FDA approval for human trial Elon Musk's Neuralink has secured an additional $43 million in venture capital to help develop its digital interface to the human brain....

      

      
        Tiny11 shrinks Windows 11 23H2 down to pocket size
        Richard Speed

        An option for after sun sets on Windows 10, but Microsoft might have a problem A new version of Tiny11 - a stripped-down version of Microsoft's flagship operating system - is here, now in full 23H2 guise....

      

      
        Alibaba shuts down quantum lab, donates it to university
        Dan Robinson

        Three guesses where DAMO plans to focus research from now on. Yep, you guessed it...AI China's cloud and e-commerce giant Alibaba has shut down its quantum computing laboratory and laid off a number of researchers in what appears to be a bid to cut costs....

      

      
        Data-destroying defect found after OpenZFS 2.2.0 release
        Liam Proven

        Earlier and later versions may be affected - worth your while reading the advisories Updated  A data-destroying bug has been discovered following the release of OpenZFS 2.2.0 as found in FreeBSD 14 among other OSes....

      

      
        Google Drive misplaces months' worth of customer files
        Richard Speed

        The horror of logging in only to find everything since May has vanished Updated  Google Drive users are reporting files mysteriously disappearing from the service, with some netizens on the goliath's support forums claiming six or more months of work have unceremoniously vanished....

      

      
        Microsoft, Databricks double act tries to sew up the data platform market
        Lindsay Clark

        But the one-stop shop vision fails to take it far beyond the competition Analysis  At Microsoft's Ignite conference, CEO Satya Nadella called Fabric perhaps the company's biggest data product launch since SQL Server, the third-highest-ranked database in the world....

      

      
        Leader of pro-Russia DDoS crew Killnet 'unmasked' by Russian state media
        Connor Jones

        Also: NXP China attack, Australia can't deliver on ransom payment ban (yet), and Justin Sun's very bad month Infosec in Brief  Cybercriminals working out of Russia go to great lengths to conceal their real identities, and you won't ever find the state trying to unmask them either - as long as they keep supplying the attacks on Axis nations. It's the reason why we found it so amusing that of all the ways the identity of an organized cybercrime gang leader could be revealed, it was Russian state me...

      

      
        Amazon says it's ready to train future AI workforce
        Richard Speed and Katyanna Quach

        Plus: Russia will soon be Putin up with lagging West, fake influencers and more AI in Brief  Amazon launched AI Ready, a program that aims to train two million people in AI skills by 2025, and started the initiative by offering free courses and scholarships this week....

      

      
        Ransomware-hit British Library: Too open for business, or not open enough?
        Rupert Goodwins

        Unique institutions need unique security. Instead, they're fobbed off with the same old, same old Opinion  The British Library's showpiece site, in a listed red brick building in St Pancras, is presided over by a large bronze sculpture depicting Isaac Newton poring over a document he's working with, measuring it with dividers....

      

      
        Videoconferencing fatigue is real, study finds
        Laura Dobberstein

        Your brain and heart do not enjoy Zooming, Teamsing, or Webexing Feeling especially drained after a day on Zoom is not a figment of your imagination - videoconferencing fatigue (VCF) is real, according to a study penned by a quartet of Austrian investigators....

      

      
        IT sent the intern to sort out the nasty VP who was too important to bother with backups
        Matthew JC Powell

        Kid escaped from the executive suite without screwing things up Who, Me?  Monday? Again? Didn't we do that last week? Oh well, at least there's Who, Me? The Register's weekly reader-contributed tale of technical derring-try (if not quite derring-do).... 

      

      
        Datacenter architect creates bonkers designs to illustrate the craft, and quirks, of building bit barns
        Simon Sharwood

        They're basically skyscrapers, says Charles Fortin. But they could be ships, cars, or rocks Charles Fortin can't get excited by 30-storey skyscrapers....

      

      
        Crypto crasher Do Kwon's extradition approved, but destination is unclear
        Laura Dobberstein

        Hey Google, are the jails nicer in South Korea or the US? Terraform Labs founder Do Kwon - a wanted man in both South Korea and the United States - will soon face extradition from Montenegro after a court gave approval for his removal....

      

      
        AWS plays with Fire TV Cube, turns it into a thin client for cloudy desktops
        Simon Sharwood

        $195 a pop, delivered, pre-provisioned ready to stream desktops or apps re:Invent  Amazon Web Services has announced the WorkSpaces Thin Client - a device dedicated to connecting to its WorkSpaces desktop-as-a service offering and based on Amazon's own "Fire Cube" smart TV box....

      

      
        Beijing fosters foreign influencers to spread its propaganda
        Simon Sharwood

        They get access to both China's internet and global platforms, and cash in on both China is offering foreign influencers access to its vast market in return for content that sings its praises and helps to spreads Beijing's desired narratives more widely around the world, according to think tank the Australian Strategic Policy Institute (ASPI)....

      

      
        Surface Duo crashes the party as Doctor Who celebrates 60th birthday
        Richard Speed

        Hey Cortana: Why is David Tennant back as the BBC's longest lived space alien? The BBC is celebrating the 60th anniversary of its long-running science fiction series, Doctor Who, by popping a Surface Duo into the hands of actor David Tennant's latest take on the humanoid alien....

      

      
        Black Friday? More like Blackout Friday for HSBC's online and mobile banking
        Paul Kunert

        Think of all the crap discounted things you won't need to buy now Updated  HSBC's online and mobile banking systems crashed spectacularly this morning on the busiest shopping day of the year, potentially disappointing early risers looking for a spot of Black Friday retail therapy....

      

      
        User read the manual, followed instructions, still couldn't make 'Excel' work
        Simon Sharwood

        When is a spreadsheet not a spreadsheet? On Call  Fridays can often feel like purgatory to prepare for the heavenly weekend, which is why The Register marks the day with a new installment of On Call, our weekly reader-contributed tale of tech support torture....
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        Original URL: https://www.theregister.com/2023/11/28/serial_cybercriminal_and_scammer_sentenced/
    

    'Serial cybercriminal and scammer' jailed for 8 years, told to pay back $1.2M

    
Crook did everything from SIM swaps to fake verified badge scams    


    
        By 
Jessica Lyons Hardcastle        
    

    
        Posted in Cyber-crime,
        
            28th November 2023 01:06 GMT
        
    


    
A Los Angeles man has been jailed after pulling off SIM-swap attacks on victims, hijacking social media accounts, committing fraud with Zelle payments, and impersonating Apple support.
Amir Hossein Golshan, 25, described in court documents as a "serial cybercriminal and scammer," was sentenced to eight years in prison by a California federal court on Monday, and ordered to pay $1,218,526 in restitution. 
In July he pleaded guilty [PDF] to one count of unauthorized access to a protected computer to obtain information, one count of wire fraud, and one count of accessing a computer to defraud and obtain value.
Between April 2019 and February 2023, Golshan defrauded "hundreds" of people via various online scams and digital account thefts, according to prosecutors. Over the nearly four-year period, he stole about $740,000 from more than 500 people, the Feds said.
"For years, he lied, stole, scammed, extorted, blackmailed, and victimized hundreds of people," prosecutors wrote in a sentencing memo [PDF] filed with the courts last week. "He attacked people where they felt safe, usually at their homes, and he did it not with a gun or knife, but the tools of a modern cybercriminal, a computer, cellphone, and network connection."
Golshan "started out simple" with Zelle merchant fraud. This included offering phony services on Instagram: taking people's money ostensibly to perform some kind of work, and in actuality giving nothing in return. In one instance he told a victim that he could provide a verified Instagram badge for that person's teenage daughter in exchange for $300, sent via Zelle. No such badge was arranged.
Golshan then moved on to SIM swapping - in which the crook manages by social engineering or some other scheme to transfer a victim's phone number to the criminal's SIM, allowing passwords to be reset and social media accounts to be hijacked and misused for more fraud. The complaint [PDF] against Golshan details several of these SIM-swap victims interviewed by the FBI, one of which was an LA-based model and social media influencer with over 150,000 followers on Instagram.
After Golshan tricked her into giving him her phone number by posing as a friend on Instagram, he convinced a T-Mobile US employee to transfer her phone number to a SIM card he controlled. He then took over her Instagram account and requested her friends send him money through Zelle, PayPal, and other online payment platforms. 
Meanwhile, Golshan sent the victim messages on WhatsApp demanding $2,000 for the return of her accounts and threatening to delete her profiles if she did not pay him.
"Between defendant's Zelle merchant fraud and SIM swapping/social media account takeovers, defendant fraudulently induced approximately $82,000 in payments from approximately 500 victims, usually in increments of $300 to $500 per victim," the court documents stated.


	Look out, Scattered Spider. FBI pumps 'significant' resources into snaring data-theft crew


	Ransomware crooks SIM swap medical research biz exec, threaten to leak stolen data


	Florida man jailed after draining $1M from victims in crypto SIM swap attacks


	Woman jailed after RentaHitman.com assassin turned out to be - surprise - FBI


In the months leading up to his arrest, Golshan moved into more lucrative cybercrimes, according to the Feds, including impersonating Apple Support personnel to gain unauthorized access to several victims' Apple iCloud accounts. Once in, he plundered marks' digital wallets for NFTs, cryptocurrency, and other digital properties, defrauding five interviewed victims of amounts between $2,000 and $389,000 each.
Between the SIM swapping, social engineering, and support-desk scams it all sounds very Scattered Spider-esque.
"Defendant's crimes demonstrate an utter lack of respect for the law and basic human dignity," prosecutors said in court documents. "He showed little remorse for his victims or being caught during his years of crime, believing that he could hide behind the anonymity of online screennames or VPNs, and that his victims -- who were on the other side of the computer -- would never find him." (r)
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        Original URL: https://www.theregister.com/2023/11/27/bytedance_nuverse_layoffs/
    

    Game over for ByteDance's big video game studio dream?

    
TikTok parent reportedly gives hundreds the tintack    


    
        By 
Brandon Vigliarolo        
    

    
        Posted in Personal Tech,
        
            27th November 2023 22:07 GMT
        
    


    
TikTok parent ByteDance is expected to sashay away from its attempts at being a major video game maker, with studio division Nuverse reportedly set to shutter operations in the coming months. 
Nuverse, created by Beijing-based ByteDance in 2019 as one of several units in a large-scale reorganization, is likely best known in the West for Marvel Snap, a digital card game based on the Marvel comics universe. The game has won several awards since its release last year.
"We regularly review our businesses and make adjustments to centre on long-term strategic growth areas. Following a recent review, we've made the difficult decision to restructure our gaming business," ByteDance told CNBC of the shutdown without providing additional details.
It's believed hundreds of folks face the sack as a result of the reported shake-up. Spokespeople for ByteDance or Nuverse could not be reached for immediate further comment.
ByteDance's statements elsewhere don't make it entirely clear what the extent of the reshuffle will be; it was reported for instance that ByteDance would "wind down" the Nuverse brand.
The Chinese TikTok maker reportedly planned to tell Nuverse employees on Monday that they should stop working on unreleased titles by the end of the month, and that it was going to look for buyers of games that have already launched, like Marvel Snap, Warhammer 40k: Lost Crusade, Ragnarok X: Next Generation, and others. 


	Still got a job at the end of this week? You're lucky, as more layoffs hit the tech industry


	Profits just keep rolling in at T-Mobile US. So only thing to do is axe 5,000 workers


	China declares victory over teenage video game addiction


	So this one time, at Bandcamp, half the staff were laid off


Chinese news sources said Nuverse had more than 3,000 employees as of September 2022, but it also has subsidiaries.
Through Nuverse, ByteDance purchased Chinese video game studios Shanghai Moonton Technology and C4Games in 2021 to build out an arsenal of developers as it attempted a significant push into gaming.
Now ByteDance seems to have had second thoughts on those ambitions, scaling back its hopes of operating a gaming mega-studio.
The headcount at those firms, and their futures, isn't clear, although ByteDance was reportedly looking for a buyer for Moonton as recently as earlier this month.
ByteDance reportedly has no plans to shrink its casual gaming arm Ohayoo, and games that run on TikTok will continue to be developed as well.
The gaming industry, like much of the tech world including major Chinese outfits like ByteDance, has been hit by considerable layoffs over the past year. According to industry watchers tracking careers in the video game world, around 8,000 jobs have been cut this year.
Gaming studios have justified layoffs with explanations of economic uncertainty necessitating restructuring of teams and the jettisoning of superfluous staff after massive pandemic hiring.
ByteDance reportedly posted record sales of $29 billion in the third quarter of 2023, up 40 percent from the previous quarter. (r)
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    Nvidia's China-market H20 chips hit another speed bump

    
Integration woes delay Nvidia's hopes of maintaining grip on Middle Kingdom    


    
        By 
Tobias Mann        
    

    
        Posted in Systems,
        
            27th November 2023 20:15 GMT
        
    


    
Nvidia has reportedly delayed the launch of its latest Chinese-market AI accelerators until early next year over issues integrating the chip into server platforms.
Citing two sources familiar with the matter, Reuters reports that Nvidia has informed customers its rumored H20 GPU, which is designed to limbo under the Biden administration's latest round on export controls to China, won't be ready until February or March.
The latest round of sanctions, revealed last month, placed stiffer controls on the sale of GPUs and AI accelerators sold to China and other entities of concern. Specifically, the rules lowered the performance limits for chips to the point where most of Nvidia's current generation Ada Lovelace, Hopper and even some older Ampere generation parts could no longer be sold in the Middle Kingdom without a license.
The rules were so strict that even Nvidia's flagship gaming GPU, the RTX 4090 was banned from being sold to Chinese buyers. However, less than a month after the export controllers were announced, Nvidia -- which had been preemptively ordered to cease shipments to China early -- appeared to have uncovered a loophole.
Multiple reports indicated the California-based chipmaker had three new CPUs in the works including the H20, L20, and L2. According to SemiAnalysis, which managed to get an early look at the specs of these cards, revealed they're likely variants of Nvidia's H200, L40, and L4 which have been nerfed to comply with performance and density limits.
H20 is particularly notable as it will allegedly offer 96GB of memory, 4Tb/s of memory bandwidth, and 296 teraFLOPS of FP8 performance. While far less than the full-fat H200, the chip is said to deliver 20 percent faster performance than the older H100 in AI inferencing workloads. This could be down to a faster complement of high-bandwidth memory.
This wouldn't be the first time Nvidia and others have reworked their chips to comply with export restrictions. Last fall, after the first round of sanctions went into effect, Nvidia revealed a down-tuned version of its popular A100 accelerator of the Chinese market dubbed the A800. The chipmaker quickly followed it up with the Hopper-based H800 earlier this year.
Intel also announced a slower version of its Habana Gaudi2 accelerator for the Chinese market as well. The x86-giant also developed a variant of its GPU Max cards for "other markets," which we assumed at the time to mean China.


	Alibaba shuts down quantum lab, donates it to university


	AI chip outfit Graphcore's sales to China hit by US export rules


	Nvidia revenue explodes, led by datacenter products and ... InfiniBand?


	China relents: Broadcom-VMware merger approved at last


Nvidia's ongoing efforts to jump through Uncle Sam's hoops has sparked the ire of competing chipmakers. Earlier this month Cerebras CEO put Nvidia on blast calling these efforts 'un-American" and likening the chipmaker to an AI arms dealer. There may be more on that story later.
While the H20 had been expected to ship earlier this month once the export restrictions went into effect on November 16, Chinese vendors hoping to get their hands on the accelerator will have to wait a little longer. Reportedly server manufacturers were facing issues integrating the chip into their platforms.
Having said that, Nvidia is reportedly pushing ahead with the launch of the slower L20 and L2 GPUs. (r)
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    Tesla sues Swedish government after worker rebellion cripples car biz

    
Sparks fly as Elon's Musketeers sue for license plate liberation    


    
        By 
Brandon Vigliarolo        
    

    
        Posted in Offbeat,
        
            27th November 2023 19:15 GMT
        
    


    
Tesla is suing the Swedish government to force it to take action against widespread strikes that have crippled the electric car maker's operations. 
Tesla sued the Swedish Transport Agency Monday after employees affiliated with Sweden's public service union, Fackforbundent ST, stopped delivering mail, including license plates, to Tesla, local news sources reported Monday. 
In Sweden, all license plates for new vehicles are delivered through Postnord, Sweden's postal agency, meaning the blockade prevents newly-purchased Teslas from becoming road legal. 
"This confiscation of license plates constitutes a discriminatory attack without any support in law directed at Tesla," the automaker reportedly said. "Tesla demands that the district court obliges the Swedish Transport Agency to ensure that registration plates for the vehicles owned by Tesla ... come into Tesla's possession," Elon's Musketeers requested. 
For those unfamiliar with the strike that kicked off ST and other union's sympathy actions, the fracas began in late October with Swedish labor union IF Metall, which represents industrial workers in automotive industries, among others. Tesla has refused to deal with the local union and so staff went on strike on October 27, and other workers have been helping them out. 
"Tesla is good at green conversion, but now also needs to ensure sustainability for the employees. They do this by signing a collective agreement," IF Metall said in a discussion of its reasons for striking.
Tesla is digging itself a EU-sized labor hole
Swedish labor rights are incredibly strong, with white-collar trade group Unionen estimating some 70 percent of workers in the country are members of one of Sweden's many trade unions.
The government stays largely uninvolved in matters between unions and employers, meaning much of the labor market is controlled through agreements between employers and employees and not by state regulators, who only intervene in extreme cases. 
As part of "the Swedish model," sympathy actions - known as sympatiatgard - like ST's blockade on delivering mail to Tesla, are entirely legal. That said, ST isn't the only union to have announced sympathy action in support of IF Metall's Tesla strike. 
The Swedish Transport Workers Union has been blockading ports across Sweden and refusing to load or unload Tesla vehicles from arriving ships since November 17, as has the Harbor Workers Union. 


	Workers who help Teslas become robots explore starting a union to avoid same fate


	Tesla fires gigafactory staff after someone made the mistake of mentioning unions


	Tesla ran over worker rights, again, US labor judge finds


	Tesla broke US labor law with anti-union efforts - watchdog


Real estate, painters and builders unions have all announced sympathy actions as well, and the Service and Communications Union has also announced a blockade action in support of ST's mail delivery strike.
The Electricians' Union, meanwhile, has issued several notices that largely mean they won't touch damaged Tesla chargers or deal with electrical issues at Tesla facilities. If the union issue isn't resolved by December 1, electricians said they'll also cease working on transformer stations and feeder lines connecting to Tesla charging stations.
Most critically, however, was an announcement last week from Norwegian firm Hydro Extrusions. The company, which manufactures components for Tesla vehicles at a factory in Vetlanda, Sweden, said it would cease production of Tesla components on Friday.
"[Hydro Extrusions] delivers components to Tesla's factory in Berlin, and if this causes disruption to them we hope to force them back to the negotiation table," IF Metall negotiation secretary Veli-Pekka Saikkala told Automotive News Europe Friday. Per Saikkala, Hydro Extrusions is the only European manufacturer of the Tesla components it produces, meaning the Swedish strike's reach could soon affect operations at the company's German gigafactory, taking the strike international. 
Whether the move would cause Tesla to cave is unclear - it didn't respond to questions. Owner Elon Musk last week called the sympathy strikes "insane" in a post to X, his personal social media platform. (r)
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    Trio of major holes in ownCloud expose admin passwords, allow unauthenticated file mods

    
Mitigations require mix of updating libraries and manual customer action    


    
        By 
Connor Jones        
    

    
        Posted in Patches,
        
            27th November 2023 18:28 GMT
        
    


    
ownCloud has disclosed three critical vulnerabilities, the most serious of which leads to sensitive data exposure and carries a maximum severity score.
The open source file-sharing software company said containerized deployments of ownCloud could expose admin passwords, mail server credentials, and license keys.
Tracked as CVE-2023-49103, the vulnerability carries a maximum severity rating of 10 on the CVSS v3 scale and affects the garaphapi app version 0.2.0 to 0.3.0. 
The app relies on a third-party library that provides a URL that when followed reveals the PHP environment's configuration details, which then allows an attacker to access sensitive data.
Not only could an intruder access admin passwords when deployed using containers, but the same PHP environment also exposes other potentially valuable configuration details, ownCloud said in its advisory, so even if the software isn't running in a container, the recommended fixes should still be applied.
To fix the vulnerability, customers should delete the file at the following directory: owncloud/apps/graphapi/vendor/microsoft/microsoft-graph/tests/GetPhpInfo.php.
Customers are also advised to change their secrets in case they've been accessed. These include ownCloud admin passwords, mail server credentials, database credentials, and Object-Store/S3 access-keys.
In a library update, ownCloud said it disabled the phpinfo function in its Docker containers and "will apply various hardenings in future core releases to mitigate similar vulnerabilities."
The second vulnerability carries another high severity score, a near-maximum rating of 9.8 for an authentication bypass flaw that allows attackers to access, modify, or delete any file without authentication.
Tracked as CVE-2023-49105, the conditions required for a successful exploit are that a target's username is known to the attacker and that they have no signing-key configured, which is the default setting in ownCloud.
Exploits work here because pre-signed URLs are accepted when no signing-key is configured for the owner of the files.
The affected core versions are 10.6.0 to 10.13.0 and to mitigate the issue, users are advised to deny the use of pre-signed URLs in scenarios where no signing-key is configured.
The final vulnerability was assigned a severity score of 9 by ownCloud, a "critical" categorization, but the National Vulnerability Database has reduced this to 8.7 - a less-severe "high" classification.
It's a subdomain validation bypass issue that affects all versions of the oauth2 library including and before 0.6.1 when "Allow Subdomains" is enabled.
"Within the oauth2 app, an attacker is able to pass in a specially crafted redirect-url which bypasses the validation code and thus allows the attacker to redirect callbacks to a TLD controlled by the attacker," read ownCloud's advisory.


	Open Source Policy Summit: Where FOSS and government meet


	Google debuts OSV-Scanner - a Go tool for finding security holes in open source


	Find a security hole in Google's open source and you could bag a $31,337 reward


	Hidden Linux kernel security fixes spotted before release - by using developer chatter as a side channel


The patch from ownCloud has hardened the validation code of the oauth2 app, but users can also use the workaround which involves disabling the "Allow Subdomains" option.
ownCloud's website indicates that it currently has more than 600 enterprise customers, serving upwards of 200 million users.
Its list of high-profile customers is extensive and spans many sectors, from IT to government, education to healthcare. Examples include Philips, Datto, Konica Minolta, CERN, University of California San Franciso, Swiss Life, and Pagani. (r)
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    Server shipments to fall 20% this year, but AI means vendors still raking it in

    
Less is more, as hyper heterogeneous computing heats up    


    
        By 
Dan Robinson        
    

    
        Posted in On-Prem,
        
            27th November 2023 17:44 GMT
        
    


    
Server unit shipments for 2023 could crash by up to 20 percent on last year, despite revenue growing. The cause is hyper heterogeneous computing which is driving up the silicon content of systems, according to Omdia.
Datacenters are being reshaped by the demands of AI, as The Register has reported previously. This shift has led to a call for fewer but more highly configured and costlier systems, hence revenue continuing to rise.
For its latest Cloud and Data Center Market Update, Omdia forecasts a decline of 17 to 20 percent for server shipments across the whole of 2023, while revenue is set to expand by 6 to 8 percent.
The market researcher coined a term for this trend: hyper heterogeneous computing. This refers to servers configured with co-processors to optimize their performance for specific applications.
One example of this trend is servers with AI accelerators. The most popular configuration for large language model training is Nvidia's DGX server, Omdia says, configured with 8 H100 or A100 GPUs. However, the label also covers Amazon's servers for AI inferencing, which are configured with custom-built co-processors, called Inferentia 2.
Hyper heterogeneous computing can also include systems with other types of co-processor, such as Google's video transcoding servers with 20 custom-built Video Coding Units (VCUs). Facebook parent Meta has similar, with its video processing servers featuring 12 custom-built Meta Scalable Video Processors.
Omdia says this trend is pushing up the silicon content of servers, such that it expects CPUs and co-processors to account for 30 percent of datacenter spending by 2027, compared with less than 20 percent during the previous decade.
As well as media processing and AI, the company expects workloads such as databases and web services to get similar treatment in future.
(Databases arguably already have accelerators in the form of Computational Storage SSDs that can boost Key-Value performance with an on-chip processor.)
In terms of GPUs, Microsoft and Meta are outpacing other hyperscalers in their deployment, with both companies set to have received 150,000 of Nvidia's H100 accelerators by the end of this year, according to Omdia's figures. This is three times as many as Google, Amazon or Oracle.
Judging by Omdia's data, hyperscale cloud providers are soaking up the supply to the extent that server makers such as Dell, Lenovo and HPE are struggling to fulfil GPU server orders due to a lack of allocation from Nvidia, with lead times of 36-52 weeks for servers configured with H100 GPUs.


	Amazon says it's ready to train future AI workforce


	Nvidia revenue explodes, led by datacenter products and ... InfiniBand?


	Nvidia intros the 'SuperNIC' - it's like a SmartNIC, DPU or IPU, but more super


	What's really going on with Chrome's June crackdown on extensions - and why your ad blocker may or may not work


These highly configured servers are also fueling demand for datacenter power and cooling infrastructure. In the first half of this year, revenue for rack power distribution kit was up 17 percent year-on-year, while spending on UPS kit was up 7 percent.
Liquid cooling, however, is where the big growth is expected. Based on data from OEMS, Omdia estimates spending on direct-to-chip liquid cooling to rise 80 percent this year, while hyperscaler supplier Supermicro indicated it expects 20 percent of the systems it ships in Q4 will be fitted with liquid cooling.
Prefabricated datacenter modules are on the rise as a way of quickly adding power capacity. Omdia reckons that some vendors have reported a doubling in demand for prefabricated modules to house extra switchgear, UPS, batteries, or power distribution kit.
Omdia expects to see overall datacenter spending grow by 10 percent a year between now and 2027, when it forecasts it will reach a total of $468.4 billion. (r)
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    Japanese tech startups testing cash incentives for office return

    
Bonuses for bums on seats is a new one for us at Vulture Towers    


    
        By 
Brandon Vigliarolo        
    

    
        Posted in Offbeat,
        
            27th November 2023 17:01 GMT
        
    


    
A pair of Japanese tech startups are taking a new approach to the challenge of bringing reluctant employees back into the office by sweetening the pot with small bonuses for in-person working. 
Citing mental health concerns said to come from the isolation of working from home, Osaka-based Agileware, a project management software company, and Nagoya-headquartered privacy tech firm Acompany have both started offering limited allowances for employees who shift their mostly remote work to a hybrid model, though the payments aren't large.
Agileware says it is offering employees Y=2,000 (roughly $13 or PS11) for every day they show up to the workplace, while Acompany has decided to award developers and those who "handle other tasks" Y=1,000 for showing up after lunch for a half day of in-office work, Nikkei Asia reports. 
Agileware is also offering employees an extra Y=500 ($3.30, PS2.66) to go out to lunch with their colleagues, though both bonuses are reportedly limited to 10 days a month and require four hours to be spent in the office. That's a cool $168 (PS133) if employees take full advantage of the monthly deal - not a lot, but it might pay for meals out while giving employees a bit of face time together and, perhaps, a mental health boost.
"We thought that it was necessary for employees to meet face-to-face and have opportunities to sense each other's work troubles and health conditions," Agileware CEO Mitsuyoshi Kawabata told Nikkei. 
Meanwhile, in the western world
Companies in the US and Europe haven't taken such an employee-focused approach to post-pandemic return-to-office initiatives, with many large tech companies simply issuing mandates with little in the way of positive reinforcement.
Amazon has threatened employees with stifled career advancement if they don't start conforming to in-office work mandates after requiring employees to be on-prem three days a week starting this past May; IBM has made similar threats. Meta, meanwhile, has imposed similar in-office work requirements on its employees over a perceived loss of productivity among remote workers.
Even Zoom, thrust into the limelight during COVID remote work mandates, has decided anyone living within 80km (50 miles) of an office would have to start coming in two days a week, and opened a new office - excuse us, "engagement hub" - to ensure workers in London were within the radius of requirement.


	As TikTok surveils staff's office hours, research indicates WFH is good for planet


	Bosses failing to offer hybrid work lose out in recruitment


	Come work at HQ... or find a new job, Roblox CEO tells staff


	Dropbox drops bucks to ditch digs in long-term WFH model


Although justifications for return-to-office mandates vary, one oft-repeated mantra (whether it's the real reason or not) is that workers are more innovative when together, and of course managers like to be able to see that workers are working.
The narrative surrounding remote work has changed several times over the past three years: Even up to the present reports on the effectiveness of remote workers vary. It's easy to find studies that say remote workers are more productive, with increased hours worked and less distraction. 
On the flip side, other studies claim remote workers are less productive, but not necessarily due to slacking off - collaborating remotely means writing more emails, slower responses from folks who might traditionally be a cubicle away, and less feedback and mentoring that could improve performance. 
Teams of employees, like developers working on the same project, are simply more productive when they're working side-by-side, such studies and their advocates argue. That said, mandating a return to the office hasn't gone over well with workers, who've roundly rejected such requirements and said they'd prefer a gentler approach than "come back or else." 
We have to ask: Would a small cash allowance motivate El Reg readers to return to the in-person fold, or is there little your employer could do to make you want to ditch the sweats for slacks?
Tell us in the comments. (r)
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    UK and US lead international efforts to raise AI security standards

    
17 countries agree to adopt vision for artificial intelligence security as fears mount over pace of development    
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The UK's National Cyber Security Agency (NCSC) and US's Cybersecurity and Infrastructure Security Agency (CISA) have published official guidance for securing AI applications - a document the agencies hope will ensure that safety is inherent in AI's development.
The British spy agency says the guidance document is the first of its kind and is being endorsed by 17 other countries.
Driving the publication is the long-running fear that security would be an afterthought as providers of AI systems work to keep up with the pace of AI development.
Lindy Cameron, CEO at the NCSC, earlier this year said the tech industry has a history of leaving security as a secondary consideration when the pace of technological development is high.
Today, the Guidelines for Secure AI System Development again drew attention to this issue, adding that AI will invariably be exposed to novel vulnerabilities too.
"We know that AI is developing at a phenomenal pace and there is a need for concerted international action, across governments and industry, to keep up," said Cameron.
"These Guidelines mark a significant step in shaping a truly global, common understanding of the cyber risks and mitigation strategies around AI to ensure that security is not a postscript to development but a core requirement throughout. 
"I'm proud that the NCSC is leading crucial efforts to raise the AI cyber security bar: a more secure global cyber space will help us all to safely and confidently realize this technology's wonderful opportunities."
The guidelines adopt a secure-by-design approach, ideally helping AI developers make the most cyber-secure decisions at all stages of the development process. They'll apply to applications built from the ground up and to those built on top of existing resources.
The full list of countries that endorse the guidance, along with their respective cybersecurity agencies, is below:

	Australia - Australian Signals Directorate's Australian Cyber Security Centre (ACSC) 


	Canada - Canadian Centre for Cyber Security (CCCS) 


	Chile - Chile's Government CSIRT


	Czechia - Czechia's National Cyber and Information Security Agency (NUKIB)


	Estonia - Information System Authority of Estonia (RIA) and National Cyber Security Centre of Estonia (NCSC-EE)


	France - French Cybersecurity Agency (ANSSI)


	Germany - Germany's Federal Office for Information Security (BSI)


	Israel - Israeli National Cyber Directorate (INCD)


	Italy - Italian National Cybersecurity Agency (ACN)


	Japan - Japan's National Center of Incident Readiness and Strategy for Cybersecurity (NISC; Japan's Secretariat of Science, Technology and Innovation Policy, Cabinet Office


	New Zealand - New Zealand National Cyber Security Centre


	Nigeria - Nigeria's National Information Technology Development Agency (NITDA)


	Norway - Norwegian National Cyber Security Centre (NCSC-NO)


	Poland - Poland's NASK National Research Institute (NASK)


	Republic of Korea - Republic of Korea National Intelligence Service (NIS)


	Singapore - Cyber Security Agency of Singapore (CSA)


	United Kingdom of Great Britain and Northern Ireland - National Cyber Security Centre (NCSC)


	United States of America - Cybersecurity and Infrastructure Agency (CISA); National Security Agency (NSA; Federal Bureau of Investigations (FBI)


The guidelines are broken down into four key focus areas, each with specific suggestions to improve every stage of the AI development cycle.
1. Secure design
As the title suggests, the guidelines state that security should be considered even before development begins. The first step is to raise awareness among staff of AI security risks and their mitigations. 
Developers should then model the threats to their system, considering future-proofing these too, like accounting for the greater number of security threats that will come as the technology attracts more users, and future technological developments like automated attacks.
Security decisions should also be made with every functionality decision. If in the design phase a developer is aware that AI components will trigger certain actions, questions need to be asked about how best to secure this process. For example, if AI will be modifying files, then the necessary safeguards should be added to limit this capability only to the confines of the application's specific needs.
2. Secure development
Securing the development stage includes guidance on supply chain security, maintaining robust documentation, protecting assets, and managing technical debt.
Supply chain security has been a particular focus point for defenders over the past few years, with a spate of high-profile attacks leading to huge numbers of victims. 
Ensuring the vendors used by AI developers are verified and operate to high security standards is important, as is having plans in place for when mission-critical systems experience issues.
3. Secure deployment
Secure deployment involves protecting the infrastructure used to support an AI system, including access controls for APIs, models, and data. If a security incident were to manifest, developers should also have response and remediation plans in place that assume issues will one day surface.
The model's functionality and the data on which it was trained should be protected from attacks continuously, and they should be released responsibly, only when they have been subjected to thorough security assessments. 
AI systems should also make it easy for users to be safe by default, where possible making the most secure option or configuration the default for all users. Transparency about how users' data is used, stored, and accessed is also key.


	Alibaba shuts down quantum lab, donates it to university


	Amazon says it's ready to train future AI workforce


	AI chip outfit Graphcore's sales to China hit by US export rules


	North Korea makes finding a gig even harder by attacking candidates and employers


4. Secure operation and maintenance
The final section covers how to secure AI systems after they've been deployed. 
Monitoring is at the heart of much of this, whether it's the system's behavior to track changes that may impact security, or what's input into the system. Fulfilling privacy and data protection requirements will require monitoring and logging inputs for signs of misuse. 
Updates should also be issued automatically by default so out-of-date or vulnerable versions aren't in use. Lastly, being an active participant in information-sharing communities can help the industry build an understanding of AI security threats, offering more time for defenders to devise mitigations which in turn could limit potential malicious exploits. (r)
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    Neuralink pockets extra VC cash in computer-brain interface quest

    
Funding follows FDA approval for human trial    
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Elon Musk's Neuralink has secured an additional $43 million in venture capital to help develop its digital interface to the human brain.
According to filings with the US financial regulator, the company extended its recent funding round to $323.2 million. In August, a Series D round led by Founders Fund, spearheaded by Palantir and PayPal veteran Peter Thiel, raised $280 million for the fledgling neurotech company.
Neuralink claims it has designed a chip to interface with the brain's neurons. The N1 device is the size of a US quarter dollar coin, featuring 1,024 channels extending from 64 threads to be inserted into the brain. It also claims to have developed a technology comparable to a sewing machine for implanting the thin threads.
In September, the company called for participants in its first six-year trial program, having received approval from the US Food and Drug Administration (FDA) in May. A brochure said the company was seeking an unspecified number of participants for its Precise Robotically Implanted Brain-Computer Interface (PRIME) study. The company is specifically looking for quadriplegics "interested in exploring new ways of controlling [their] computer," the document said.


	Neuralink's looking for participants willing to be part of human trials


	Neuralink says US OK's human experiments with Elon's brain chips


	Is Neuralink ready for human brain implants? Allegedly so


	Funnily enough, FDA forbids Elon Musk's Neuralink human experiments


In May, Neuralink announced news of the FDA approval decision, saying: "This is the result of incredible work by the Neuralink team in close collaboration with the FDA and represents an important first step that will one day allow our technology to help many people."
Reports in March indicated that Neuralink was trying to collaborate with neurosurgery clinics to test its devices on humans.
During a video presentation in fall 2022, Musk said the company was "probably" about six months away from implanting its technology in human brains.
Neuroscientists have poured cold water on some of the entrepreneurs' wilder claims. During a publicity event in January last year, Musk said the technology would "be able to save and replay memories."
Lower-end estimates suggest the brain processes exabytes of information for every second of memory. (r)
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    Tiny11 shrinks Windows 11 23H2 down to pocket size

    
An option for after sun sets on Windows 10, but Microsoft might have a problem    
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A new version of Tiny11 - a stripped-down version of Microsoft's flagship operating system - is here, now in full 23H2 guise.
We took a look at Tiny11 earlier this year and, while an undoubted technical tour-de-force, found the considerably slimmed-down operating system more a curiosity than something one would want to use as a daily driver.
In the months since, the developer - a YouTuber going by the handle of NTDEV - has fiddled with the image, culminating in the latest update based on the actual 23H2 release of Windows 11.
NTDEV's previous attempt at a 23H2 version of Tiny11 was based on Windows 11 22H2. At the time, NTDEV noted that it would be possible to update to 23H2 via Microsoft's enablement package. However, a fresh install is tempting given that the latest release weighs in at 20 percent smaller than its predecessor.
In a nod to Microsoft's Windows numbering conventions of yore, the new release is dubbed Tiny11 2311. It retains, however, a footprint so small that one cannot help but wonder why Microsoft does not do something similar itself. After all, Microsoft sells the Surface Go 3, which has storage starting at 64GB, much of which is consumed by a standard installation of Windows 11.


	Copilot coming to Windows 10 to help navigate the OS's twilight years


	Windows 11 23H2 is a Teams effort but Microsoft already spoiled the best bits


	Microsoft calls time on Windows Insider MVP program


	Windows 11: The number you have dialed has been disconnected


The developer claims to have resolved many of the bugs and issues that plagued earlier versions of Tiny11 and, importantly, it appears that the Windows Update functionality is now working. This means the flow of fixes from Microsoft should - and we use the word "should" advisedly - keep the installation secure.
As in our previous look at the release, running Tiny11 2311 with minimal RAM is possible, although we can't recommend the experience. That said, cutting down on the amount of disk space required has a definite appeal, and the fact that Copilot is an optional extra - you need to install Edge to make it work - carries a certain attraction. Then there is the bonus of dealing with the onerous hardware requirements of Windows 11.
But just because you can does not necessarily mean you should. For one, Tiny11 2311 is not free - you will need a Windows 11 license. Microsoft also does not support it, and the company could easily roll out an update that comprehensively breaks the project.
Yet the 2311 release is a good deal more stable than its predecessors and an option for users wondering what to do about their Windows 10 hardware when 2025 rolls around.
Otherwise, there's always Linux. (r)
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    Alibaba shuts down quantum lab, donates it to university

    
Three guesses where DAMO plans to focus research from now on. Yep, you guessed it...AI    
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China's cloud and e-commerce giant Alibaba has shut down its quantum computing laboratory and laid off a number of researchers in what appears to be a bid to cut costs.
The move comes just weeks after the company cancelled the planned IPO of its cloud division.
Alibaba, one of the largest companies in China, has effectively divested itself of the quantum computing laboratory. According to reports, its DAMO Academy research division has donated the lab and all of its equipment to Zhejiang University in Hangzhou.
It was reported by Chinese media that more than 30 researchers are being laid off, and the official website of the Damo Academy has also removed references to the quantum laboratory itself. It is understood the quantum lab is only a small part of Alibaba's overall research team.
According to Reuters, Zhejiang University said it would aim to recruit the affected employees to work on its own quantum research program, and the DAMO Academy is to refocus its technology research efforts into artificial intelligence instead.
We asked Alibaba for confirmation, and whether ending its quantum research was done for reasons of costs or for some other motivation, but the company was not immediately available to respond. Some onlookers are questioning whether this was a financial-based decision, or if it is a sign the business does not see quantum research as viable.
Earlier this month, Alibaba said it was cancelling the planned spin-off of its cloud division, blaming the impact of Washington's updated export restrictions. Alibaba said at the time these were making it harder to acquire new systems, which might adversely affect its ability to offer products and services and to "perform under existing contracts."
The decision, along with the news that founder Jack Ma's family trust was planning to downsize its stake in the business by selling off 10 million shares, saw Alibaba's share price fall by more than 10 percent. This was despite the company reporting revenue up 9 percent to $30.8 billion in its calendar Q3 earnings.
Alibaba announced the IPO of its cloud division earlier this year, as part of an ambitious reorganization that would split the company six ways, in order to allow the individual businesses to become more agile and respond faster to market changes, it said at the time.
Quantum leaps elsewhere...
Meanwhile, another university is set to get quantum capabilities. IBM said it has deployed Japan's first IBM Quantum System One at the University of Tokyo, containing one of Big Blue's 127-qubit Eagle quantum processors.
University Executive Vice President Hiroaki Aihara hailed the move as the first time outside North America that a quantum computer with a 127-qubit processor is available, for exclusive use by the university's Quantum Innovation Initiative (QII) Consortium.
"The limit of what can be simulated by a supercomputer is about 50 qubits, and it is possible to perform large-scale and complex calculations that would be impossible without a quantum computer," he claimed, adding the aim is to conduct research across a range fields using the system.
The Eagle quantum processor was unveiled by IBM two years ago, and has since been surpassed by the 433-qubit Osprey processor last year. IBM previously said it hopes to have a 4,158 qubit system by 2025.


	Alibaba cancels cloud spinoff, blames US chip sanctions


	China's annual e-tail frenzy broke records - trust us, say government, Alibaba and JD.com


	Hardware hacker: Walling off China from RISC-V ain't such a great idea, Mr President


	Dirty dancing grabs the attention of China's cyberspace regulators


Europe is also looking to gain a new quantum system. The European High Performance Computing Joint Undertaking (EuroHPC JU) agency has put out a call for tender for a new system to be hosted and operated by the Leibniz Supercomputing Centre (LRZ) in Germany and integrated into the LRZ supercomputer SuperMUC-NG.
The system, to be called Euro-Q-Exa, will be based on superconducting qubits and offer 50 physical qubits in a first phase, to be expanded to at least 100 qubits in a second phase. It will be available to a wide range of European users to support industrial and scientific research.
According to EuroHPC, the total cost of the system will be EU42.71 million ($46.7 million) and it will be co-funded by the EuroHPC JU, Germany's Federal Ministry of Education and Research, and the Bavarian State Ministry of Science and the Arts. (r)
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    Data-destroying defect found after OpenZFS 2.2.0 release

    
Earlier and later versions may be affected - worth your while reading the advisories    
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Updated A data-destroying bug has been discovered following the release of OpenZFS 2.2.0 as found in FreeBSD 14 among other OSes.
This file-trashing flaw is believed to be present in multiple versions of the file system OpenZFS, not just version 2.2.0. It was initially thought that a feature new to that release, a feature called block cloning, primarily caused the data loss. However, it now appears, as of 1945 UTC, November 27, that this cloning feature simply exacerbates a previously unknown underlying bug. We're told the corruption is rare in real-world operation.
Ed Maste of the FreeBSD Foundation posted this note to users of that OS:


We want to bring your attention to a potential data corruption issue affecting multiple versions of OpenZFS. It was initially reported against OpenZFS 2.2.0 but also affects earlier and later versions.


This issue can be reproduced with targeted effort but it has not been observed frequently in real-world scenarios. This issue is not related to block cloning, although it is possible that enabling block cloning increases the probability of encountering the issue.


He added "it is unclear if the issue is reproducible on the version of ZFS in FreeBSD 12.4," and continued on Twitter that "a variation of the buggy code may exist in FreeBSD 12.4 and Illumos but the issue is masked for other reasons."
Maste's mailing list note includes a suggested workaround, though he stressed that this mitigation "does not deterministically prevent the issue but does drastically reduce the likelihood of encountering it."
Part of the ongoing confusion around this data-destroying bug is that it seems to happen with and without block cloning enabled. It's suggested this may be the fix the file system needs. Upgrading to OpenZFS 2.2.1 turns off the cloning feature, which may well reduce the chance of you encountering the flaw.
What follows is our original article, which was written and published when it was believed the data corruption was primarily linked to the new block cloning feature in version 2.2.0. As we rightly warned earlier, though, that feature "may have uncovered an underlying, different, and pre-existing bug."

OpenZFS 2.2.0 was released just last month with a new feature called block cloning, as we reported when we looked at release candidate 3. Unfortunately, there appears to be a file-corrupting flaw in that code somewhere, as found by Gentoo-toting Terin Stock, who reported bug #15526. As a result, OpenZFS 2.2.1 is already out, which disables the new feature.
This is a bit of an embarrassment for OpenZFS, a project with an enviable reputation for data integrity. It's also less than ideal for fixed-release-cycle OSes that have the new version of OpenZFS, including the newly released FreeBSD 14. Fortunately for FreeBSD, though, version 14.0 ships with the feature disabled by default.
We have mentioned the work of BSD boffin Colin Percival before, but anyone brave enough to have already installed this point-zero release should heed his warning on Twitter X: "FreeBSD 14's ZFS code supports 'block cloning'. This is turned off by default. DO NOT ENABLE THIS FEATURE UNLESS YOU WANT TO LOSE DATA."
The bug manifests as corruption of the contents of files when they're copied; instead of their expected contents, there are stretches of zeroes, mixed with blocks of what looks like Base64-encoded data. It showed up when using Gentoo's portage command, the distro's package-management tool - an operation that typically involves copying lots of data. Worse still is that the file system's own health checks don't detect any problem. For now, release 2.2.1 simply disables the feature.
At the time of writing, it's not certain exactly what causes it. It seems to be an extremely specific (and therefore unlikely) combination of circumstances, which means it almost never happens, as Bronek Kozicki spells out on GitHub:


You need to understand the mechanism that causes corruption. It might have been there for decade and only caused issues in a very specific scenarios, which do not normally happen. Unless you can match your backup mechanism to the conditions described below, you are very unlikely to have been affected by it.



	a file is being written to (typically it would be asynchronously - meaning the write is not completed at the time when writing process "thinks" it is)


	at the same time when ZFS is still writing the data, the modified part of file is being read from. The same time means "hit a very specific time", measured in microseconds (that's millionth of a second), wide window. Admittedly, as a non-developer for ZFS project, I do not know if using HDD as opposed to SSD would extend that time frame.


	if it is being read at this very specific moment, the reader will see zeros where the data being written is actually something else


	if the reader then stores the incorrectly read zeroes somewhere else, that's where the data is being corrupted




One of the bug hunters has written a tiny script, reproducer.sh, which hammers ZFS volumes and checks to see if files are getting corrupted. One of the problems around this issue is that there's no way to write a program that can report if a file has been corrupted or not by inspecting its contents: it's perfectly normal for some types of file to contain long stretches of zeroes. The only way to be sure is comparing checksums from before and after copy operations - so concerned users who lack backups held on other types of file system cannot readily tell. OpenZFS's built-in scrub tool for checking the validity of storage pools cannot detect the problem.


	FFmpeg 6.1 drops a Heaviside dose of codec magic


	Revival of Medley/Interlisp: Elegant weapon for a more civilized age sharpened up again


	Rocky Linux and Oracle Unbreakable Linux also hit 9.3


	Will anybody save Linux on Itanium? Absolutely not


A possible fix is open, and the investigation looks like it may have uncovered an underlying, different, and pre-existing bug, which could have been present as long ago as 2013. The bug revolves around ZFS dnodes, and the logic of how the code checks whether a dnode is "dirty" or not, which governs whether it must flush it: sync any the changes to disk.
It's possible that this single cause was deeply hidden, and so very unlikely to be hit. Unfortunately, the new faster copy functionality meant that what used to be a bug that would only corrupt data once in tens of millions of file copies, suddenly became more likely, especially on machines with lots of processor cores all in simultaneous use.
For Linux users, an additional condition seems to be that the OS has a recent version of the coreutils package - above version 9.x. This is the tool that provides the functionality of the cp command. So far, we have also not been able to verify if Ubuntu 23.10 has the block clone feature enabled by default in its recently returned (but still experimental) support for being installed onto ZFS, but at least one comment to the original bug is by someone who has reproduced it on Ubuntu.
It seems very likely that OpenZFS 2.2.1, which simply turns off block-cloning, will quickly be followed by a 2.2.2 release to fix the underlying dnode handling. (r)
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    Google Drive misplaces months' worth of customer files

    
The horror of logging in only to find everything since May has vanished    
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Updated Google Drive users are reporting files mysteriously disappearing from the service, with some netizens on the goliath's support forums claiming six or more months of work have unceremoniously vanished.
The issue has been rumbling for a few days, with one user logging into Google Drive and finding things as they were in May 2023.
According to the poster, almost everything saved since then has gone, and attempts at recovery failed.
Others chimed in with similar experiences, and one claimed that six months of business data had gone AWOL.
There is little information regarding what has happened; some users reported that synchronization had simply stopped working, so the cloud storage was out of date. Others could get some of their information back by fiddling with cached files, although the limited advice on offer for the affected was to leave things well alone until engineers come up with a solution.
A message purporting to be from Google support also advised not to make changes to the root/data folder while engineers investigate the issue. Some users speculated that it might be related to accounts being spontaneously dropped. We've asked Google for its thoughts and will update should the search giant respond.


	Google Cloud's watery Parisian outage enters third week, with no end in sight


	Google Workspace weaknesses allow plaintext password theft


	Google doubles minimum RAM and disk in 'Chromebook Plus' spec


	Google Bard can now tap into your Gmail, Docs, more


In the meantime, the experience for affected users is a reminder that just because files are being stored in the cloud, there is no guarantee that they are safe. European cloud hosting provider OVH suffered a disastrous fire in 2021 that left some customers scrambling for backups and disaster recovery plans.
Google itself has suffered the odd outage or two over the years. Earlier in 2023, the mega-corp's europe-west9 region took a shower after water made its presence felt inside a Parisian Google Cloud datacenter.
Ultimately, trusting one's data - particularly data on which a business depends - to any sort of cloud storage should only be done after fully understanding the implications of the services' terms and conditions. Just because the files have been uploaded one day does not necessarily mean they will still be there - or recoverable - the next. (r)
Updated to add
MatthewSt reports that he has a fix; obviously this is something worked out by a user rather than official advice, so caution is advised.
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Analysis At Microsoft's Ignite conference, CEO Satya Nadella called Fabric perhaps the company's biggest data product launch since SQL Server, the third-highest-ranked database in the world.
Going GA earlier this month, Microsoft Fabric promises data engineering, data lakes, data warehousing, machine learning, and AI all in a single platform.
Fabric leans heavily on open source technology from Databricks, which extensively partners with Microsoft and integrates its products tightly into the Azure cloud platform.
Users would, however, be wise to keep an eye on data egress costs, and the scale-out approach may fall short of the performance customers need for enterprise business intelligence (BI) and data warehousing workloads, analysts have told The Register.
Among the Fabric GA news, Microsoft announced Mirroring, which it claims will improve analytics performance by creating a copy of external data sources within its own data lakes.
While these kinds of features might put Microsoft noses in front of rivals such as Snowflake and Google, the advantage is unlikely to last long, said Ventana Research analyst Matthew Aslett. "Everyone's pushing in the same direction and as announcements come at different times, the others catch up: it's a pretty close race at this point between all the big players," he said.
A group of other vendors in the data engineering, warehousing, and analytics market have made announcements to tie in with the Fabric launch - including SAS, Teradata, Qlik, Fivetran, and Informatica - betting that Microsoft will become the platform of choice for many users.
It's a play to ensure that should users pick Microsoft Fabric as their main data platform, they are still in the game. "A lot of organizations are looking to reduce the number of data and analytics providers they have," Aslett said. "They're obviously trying to balance that but not getting locked in. There's an interesting balance: you want to reduce the number of vendors that will be knocked down to one. But most enterprises they're dealing with have a whole range of different data platforms."
In Mirroring, Microsoft replicates a snapshot of the external database to OneLake in Delta Parquet tables and keeps the replica synced in "near real time." Users can then create shortcuts to allow other Fabric workloads - connectors, data engineering, building AI models, data warehousing - to use the data without moving it again. Microsoft promised Azure Cosmos DB and Azure SQL DB would be able to use Mirroring to access data in OneLake, while Snowflake and MongoDB customers can do the same.
Microsoft admitted that by mirroring data into Fabric, it would create an additional copy of the data, but claimed that is offset by performance advantages. The copy avoids having to send SQL queries to Snowflake, for example, because the Fabric copy uses Apache Parquet and Delta Lake, as a native format, so OneLake can paste data into memory when queries come in.
But users would need to account for egress costs when moving data out of remote systems as they weigh up the advantages of the Mirroring features, Aslett said.
"That's certainly something I would expect an enterprise would want to evaluate before they committed to using that kind of functionality," he said. "It will depend on the source and various other things, but that definitely should be a consideration."
Meanwhile, Snowflake has made its own pitch to be the platform that does everything by supporting both data lakes and warehouses, while querying external sources using the Apache Iceberg table format, a technology also supported by Cloudera and Google. It said it believes in eliminating copies of data to simplify governance and achieve greater efficiencies.
At the same time as the Fabric news was announced in mid-November, Databricks confirmed a complete overhaul with a so-called data intelligence layer dubbed DatabricksIQ, which "fuels all parts" of its lakehouse platform, designed to accommodate both unstructured data lakes and structured BI and analytics data warehouse workloads.
Databricks' new platform plan is designed to exploit the technology gained in its $1.3 billion acquisition of MosaicML, a generative AI startup. Databricks claimed it will introduce end-to-end retrieval augmented generation (RAG) to help create "high quality conversational agents on your custom data," but has yet to announce any product details.
Performance on data lakes is one thing. On warehouses it's quite another. In BI environments, hundreds, even thousands of users might be hitting the database at the same time. It's a problem an older generation of vendors addressed with query optimization and specialist hardware. While modern, cloud-based data warehouses might cope by adding nodes, users will face a commensurate cost.


	Databricks' lakehouse becomes foundation under fresh layer of AI dreams


	Microsoft touts mirroring over moving in data warehouse gambit


	Snowflake puts LLMs in the hands of SQL and Python coders


	MariaDB Foundation CEO claims 'sanity' has returned to MariaDB plc


In 2021, Gartner pointed out that cloud-based data lakes might struggle with SQL queries from more than 10 concurrent users. Databricks disputed the claim but said it was aware of the challenges. To support more users, a customer could spin up more end points in the cloud, the company said.
Aslett said that more organizations are becoming aware of the difficulties as they attempt to scale data lakes and support enterprise BI workloads.
"We see examples where organizations have done some small-scale testing of a cloud environment that can deliver performance on a small scale and then when they take it into production, and have a higher level of concurrent users, a high level of concurrent queries, they can then run into problems and issues in terms of performance. It is something we've seen organizations have become more cognizant of with high-performance workloads and that's one of the reasons we see some workloads remaining on premises."
For example, Adidas has built a data platform around Databricks. The environment supports the global sportswear maker's development of machine learning models. It also supports BI workloads and the company has created an acceleration layer with the in-memory database Exasol.
Exasol CTO Mathias Golombek told The Register that the company was often brought in on projects where customers find their data platform is not supporting certain workloads with sufficient performance. "Customers like Adidas can have more than 10,000 BI users looking at dashboards which are constantly updated and consumed," he said. "You need a powerful acceleration layer and that's what we provide."
According to Exasol's market research, nearly 30 percent of customers suffer performance issues with their BI tools. "That means not enough people can access the BI dashboards or they are too slow or there are limits on the complexity of questions users can ask because of the underlying data system," Golombek said. Exasol product Espresso serves as a BI accelerator built on the company's in-memory columnar database with Massively Parallel Processing (MPP) architecture and auto-tuning capabilities.
Hyoun Park, CEO of Amalgam Insights, said that by renaming its platform and integrating GenAI features, Databricks was claiming to offer the same semantic context across all of a users' data while maintaining governance of intellectual property across the AI lifecycle. "This new product positioning indicates that it is no longer enough to simply put all of your data in one place and to conduct analytics on that data," he said.
Having come up with the lakehouse concept back in 2020, Databricks has sizable funding. A Series I VC round scooped up another $500 million in September for a nominal valuation of $43 billion. The cash pile could help the company define a "next generation term for where they see the next few years of development," Park said.
Nonetheless, the complexity of managing multi-node Spark clusters meant a third-party technology layer was needed to boost performance.
"Exasol has long been known for its speed in supporting analytics, based on in-memory MPP and auto-tuning," Park said. "High-performance analytics for structured data becomes increasingly challenging to support as data volumes increase and we are reaching an inflection point where data is starting to either outgrow or strain the complexity of managing multi-node Spark clusters.
"Although there are strategies to prioritize memory such as caching frequently used data, Exasol can be used as a tool to replicate structured Databricks data once there are no additional tactics to support faster queries without using up Spark cluster resources and administrative skills."
While Databricks and Microsoft are competing and collaborating to define a market for one-stop shop data platforms supporting BI, analytics, and machine learning in a single environment, organizations that require acceptable performance across thousands of impatient end users might need to shop elsewhere to get what they need. (r)
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Infosec in Brief Cybercriminals working out of Russia go to great lengths to conceal their real identities, and you won't ever find the state trying to unmask them either - as long as they keep supplying the attacks on Axis nations. It's the reason why we found it so amusing that of all the ways the identity of an organized cybercrime gang leader could be revealed, it was Russian state media that may have recently outed someone of note.
Moscow-based Gazeta.ru has named a man it alleges to be the leader of pro-Russia DDoS merchants Killnet, known as "Killmilk," in an expose following earlier claims that he started targeting the Russian Federation.
Known for spearheading major attacks on targets like US government agencies, the European Parliament, and a bunch of hospitals, Killmilk has rarely done any media work but when he has, he wore a balaclava in a continued bid to evade identification.
Gazeta.ru claims to have confirmed its findings with other so-called hacktivists and sources within Russian law enforcement. The outlet alleges the person they named has been convicted of drug dealing in the past, and is claimed to have launched attacks on Russian state infrastructure and private sector organizations.
Killmilk also apparently has critics in the cybercrime underworld, with many "colleagues" considering challenging Killmilk's authority within the Killnet group, but backing down because of the individual's tendencies to retaliate.
"A lot of people are tired of Killmilk," hacktivist NET-WORKER told the publication. "Behind the scenes, a significant portion of pro-Russian groups oppose him. But they are afraid to 'have a bite' with him in public. First of all, they are afraid of de-anonymization - Killmilk likes to reveal the identities of its competitors or blackmail them with this information."
Qakbot all but dead and buried following FBI takedown
As we've seen with botnets like Emotet, coordinated law enforcement takedowns aren't always permanently effective, but the FBI's shuttering of Qakbot in August appears to be having the desired effect.
Huntress released its SMB security report this week showing that attempted Qakbot exploits have roughly halved since the takedown.
Current attempts are thought to be essentially neutered, the company said, although attempts still remain. By the end of next quarter, it's expected to be gone for good... off the map completely.
The report [PDF] is rich in insights and is well worth a look. Other highlights note that most attacks (56 percent) use no malware at all and instead use living-off-the-land methods - using legitimate tools like remote monitoring applications to blend in with normal network traffic. Attackers establish stealthy persistence with this method that can open up organizations to various follow-on attacks, such as data theft or having that remote access sold to a ransomware group.
The most often abused tool was ConnectWise, followed by AnyDesk, NetSupport, and TeamViewer. While they're not strictly remote management tools, Huntress said it aligned with CISA's more simplified categorizations of these and similar tools.
It also noted that while LockBit is still the ransomware strain used in 25 percent of all attacks, eclipsing it are unknown or defunct strains accounting for 60 percent of all ransomware incidents in Q3 2023.
Australia backs down on ransomware payment ban
A year after saying it was looking at ways to ban ransomware payments, the Australian government backtracked on this proposal, saying "it is clearly not the right time at this moment to ban ransoms" as it launched its 2023-2030 Australian Cyber Security Strategy [PDF].
While Home Affairs Minister Clare O'Neil's preference was to ban them, this proposal is now being pushed back two years while the country aims to implement the infrastructure required to impose a ban. This would include equipping its law enforcement agencies with the right resources to enforce it, and setting support systems for victims, per the Australian Financial Review.
In the meantime, among the government's many plans to tackle cybercrime is to implement a no-fault, no-liability reporting service that will mandate ransomware incident reporting across the country. This is so Australia can "build an improved picture of the ransomware threat so that [it] can develop appropriate responses."
The official line is to not pay ransoms, and that hasn't changed. Though, many have complained of a lack of support in how to deal with ransom demands, the government said, so it's going to build a ransomware playbook for victims to follow. 
"This playbook will provide clear guidance to businesses and citizens on how to prepare for, deal with, and bounce back from ransom demands."
It's also funneling $26.2 million AUD into support for Pacific Island nations suffering serious cybersecurity incidents in a program called Cyber Rapid Assistance for Pacific Incidents and Disasters, or RAPID.
China-based attackers stole chip designs from NXP after lurking in network for 2 years, claims report
Dutch daily paper NRC reported on Friday that $52 billion market cap NXP Semiconductor had inadvertently played host to Chimera, a group of China-state-linked attackers for over two years, potentially as part of a bigger state spying program to nick Western semiconductor tech. According to the report, the group can be "recognized" by the password they use to encrypt the loot: fuckyou.google.com.
NRC's report noted that the chipmaker's data had been exfiltrated using the ChimeRAR tool, a modified version of the zip software. After initial infiltration using reused credentials in 2017, the outlet reported that the miscreants hung around for years, patiently waiting for the motherlode and checking for data only a few times a month, which they snuck out using encrypted files uploaded to OneDrive, Dropbox, and Google cloud. The group targeted chip designs and more, said the report. NXP, which spun out of Philips in 2006, makes the secure elements in iPhone chippery used for Apple Pay, as well as the MiFARE chips used in transportation access systems including the UK's TfL, the Netherlands' OV-chipkaart, Canada's Presto and Moscow's Metro.
Semiconductor designer NXP, the second biggest chip player in the Europe after fellow ex-Philips stablemate ASML, told NRC (translated from the Dutch): "As stated in our 2019 annual report, we discovered that some of our IT systems appeared to be compromised. After a thorough investigation, we determined that this did not result in material damage to our business operations. At NXP we take data security very seriously. We have learned from this experience and are prioritizing improving the protection of our IT systems to ward off cyber threats."
Justin Sun's bad month got much worse this week
After having his Poloniex exchange attacked and drained of circa $120 million earlier this month, two additional crypto projects linked to the investor have been attacked this week with losses estimated to be in the region of a further $130 million. 
The HTX exchange was drained of $30 million worth of assets, CNBC reported, as well as Heco Chain ransacked for $84.5 million - most of which being stablecoins (cryptocurrencies tied to fiat currencies).


	Former infosec COO pleads guilty to attacking hospitals to drum up business


	SonicWall swallows Solutions Granted amid cybersecurity demand surge


	US govt pays AT&T to let cops search Americans' phone records - 'usually' without a warrant


	BlackCat claims it is behind Fidelity National Financial ransomware shakedown


Also succumbing to an attack this week was crypto investment house Kronos Research, leading to a total loss of $26 million in crypto assets, it said.
The incident involved an unidentified (for now) third party accessing its API keys. Despite the sizeable theft, the company reassured that the losses wouldn't materially impact the company or its partners, and that internal funds would cover the losses.
"We're prioritizing our resources to resume servicing the exchanges and token projects we provide liquidity for," it said via X. "This is the first time since 2018 we've halted trading, and we are confident we will bounce back stronger than ever." (r)
    






        





This article was downloaded by calibre from https://go.theregister.com/feed/www.theregister.com/2023/11/27/leader_of_prorussia_ddos_crew/



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next







    
        Original URL: https://www.theregister.com/2023/11/27/ai_roundup_2411/
    

    Amazon says it's ready to train future AI workforce

    
Plus: Russia will soon be Putin up with lagging West, fake influencers and more    


    
        By 
Richard Speed and Katyanna Quach        
    

    
        Posted in AI + ML,
        
            27th November 2023 10:15 GMT
        
    


    
AI in Brief Amazon launched AI Ready, a program that aims to train two million people in AI skills by 2025, and started the initiative by offering free courses and scholarships this week.
"AI is the most transformative technology of our generation," the e-commerce giant said in a blog post. "If we are going to unlock the full potential of AI to tackle the world's most challenging problems, we need to make AI education accessible to anyone with a desire to learn."
Amazon released eight generative AI courses, diving into topics such as project planning, prompt engineering, or building language models. Some of the material is for people looking to be involved with AI with a non-technical background, whilst others are for developers that want to learn about machine learning. 
It also promised to splash out on over $12 million to pay for more than 50,000 high school and university students to take the generative AI course on Udacity, an online learning platform, and is collaborating with Code.org to create an introductory lesson that will help learners create their own AI-generated music video.
Amazon said it's investing in AI Ready to help current workers upskill and train students to prepare for the future.
Was Q* behind Altman's defenestration?
Probably not, although several outlets - including Reuters - reported that the OpenAI board were warned of an artificial intelligence breakthrough days before Altman was abruptly dismissed. The OpenAI model dubbed Q* - pronounced Q Star - was the source of the concern and was trumpeted as an important milestone on the road to Artificial General Intelligence (AGI). 
AGI remains a goal for companies such as OpenAI, although some regard it as a source of existential risk for humanity. An unnamed source within OpenAI claimed that Q* could solve certain mathematical problems, giving rise to hopes for the future success of the model.
Another unnamed source said that the board never received such a warning, and any research progress did not play a part in the firing of Altman.
Having had to endure a week of chaos at OpenAI, we, for one, would welcome our AI overlords. No matter how remedial their math skills might be.
Putin up with lagging in AI
Russian President Vladimir Putin has warned of a monopoly in AI by the West and talked of Moscow's ambitions in the arena.
Russia is in a difficult position regarding the technology. Sanctions following the country's invasion of Ukraine and subsequent war have left Russia's remaining researchers unable to get hold of much of the hardware needed to dig into the tech.
Russia's status has meant that the country's language and culture are usually not a priority when generating the models that underpin the technology. Putin was naturally concerned about this state of affairs and was reported as noting that Western algorithms essentially thought Russia did not exist.
According to Reuters, he said: "Of course, the monopoly and domination of such systems, such alien systems, is unacceptable and dangerous."
The theme is a familiar one for Putin. In March, he met with his Chinese counterpart Xi Jinping and declared that Russia and China could lead the world in AI. 


	AI chip outfit Graphcore's sales to China hit by US export rules


	North Korea makes finding a gig even harder by attacking candidates and employers


	US watchdog gives itself power to demand documents in AI probes


	HP chief throws about AI fairy dust in hopes of reviving slumbering PC giant


Last month, there were indications that Chinese CPUs were set to turn up in Russian servers. However, as we observed at the time, Russia has a long way to go before it can get close to the tech from which sanctions have cut it off.
Spanish AI model
Claiming to be tired of dealing with influencers, or perhaps of only taking a percentage of the profit they generate rather than all of it, a fashion agency has turned to AI to create a model with perfect style, but without the accompanying demands for a wage ego. Pink-haired "Aitana" is apparently a 25-year-old Spanish woman from Barcelona who the agency claims earns it just over EU1,000 per advert. She's apparently recently become the face of a sports supplement company. Aitana's designer, Ruben Cruz, and the agency behind the scenes decides what Aitana will get up to, what photos will be uploaded, etc.
The images suffer from AI's difficulties in generating human faces - Aitana might look real at first glance, but look too closely, and it's clear "she" has spent a little too long in the uncanny valley.
While there is undoubtedly a benefit to brands who would prefer to have a virtual model represent their values without the complications - or costs - of using the real thing, critics have expressed concerns that the use of AI in this way could set unrealistic standards that ordinary meatbags have no hope of achieving. Other ethical questions remain about how her creators have decided to depict her "life" as a representation of that of a real woman where the structural sexism is baked in rather than chosen by an individual as a means of securing livelihood.
As for Cruz and the team, the success of Aitana has led them to create another virtual model, Maia. And yes, both names contain the acronym for Artificial Intelligence: AI. (r)
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Opinion The British Library's showpiece site, in a listed red brick building in St Pancras, is presided over by a large bronze sculpture depicting Isaac Newton poring over a document he's working with, measuring it with dividers.
Based on a print by William Blake, it's tempting to see it as celebrating the Enlightenment to which the British Library is dedicated. Visitors who know something of Blake know better: the irascible 18th century poet, artist and mystic took a dim view of the movement, so much so that he subtitled the print, "Newton: Personification of Man Limited by Reason." It's a deeply ironic bit of work.
[image: british library]
Isaac Newton sculpture outside the British library (click to enlarge) Pic: Sampajano Anizza/Shutterstock


That irony did double duty recently. Newton may have been guarding the Library with logic and reason, but flaws in cybersecurity let the barbarians in through the gate. Ransomware bandits Rhysida plundered the vaults and hauled off a bunch of HR data, currently on offer for 20 bitcoin. On their way out, the ravening hordes crippled the institution's infrastructure so badly that access to the central stacks was halted, together with the website, wireless access, and so on.
What makes the British Library an intriguing victim is the sort of work it does. As one of the world's largest libraries, with 170 million items, it is emblematic of public knowledge. Its books may contain many secrets, but they're open to researchers to find, interpret, and publish - or they would be, if the IT was working. It's those researchers who are uniquely suffering now, with PhD students unable to finish their work before deadlines, and their professors unable to publish. Bad news, but hardly fatal and with minimal economic impact. Like many state, education and healthcare attacks, the intention seems to be as much disruption and bad publicity as enrichment.
The other victims are the library staff, but they're hardly alone. The attack was one of many corporate breaches in October 2023, with some 890 million records stolen - bringing the total 2023 count to five billion. It is curious to contemplate that such wholesale larceny is rarely, if ever, discussed outside the specialist media: something that happens 40 times a day isn't news, and the corporate secrets don't hurt companies very much when they're lifted.
The thing about the British Library is that it shouldn't have that many secrets to protect. The privacy of its staff and its readers, certainly, but its core activity of archiving and making public millions of items of information is the precise opposite of secret. Putting aside the standard corporate IT functions of the Library, which will remain precisely as vulnerable as the industry norms allow, how much of the Library's functionality could be made entirely open? If the logic and catalogues were out there in Gitland for anyone to rebuild the Library on their desktop, what power would hackers have over it all?
This is a high-falutin' idea that ignores the many realities of legacy systems, interconnected knowledge ecosystems, and the practicalities of managing such a huge collection in such an elderly institution. It is an intriguing exercise in engineering, trying to apply principles of partitioned systems of varying trust, the true nature of data and resiliency through redundancy. Assuming cybersecurity is basically a worm-eaten sponge, how far can you write it out of the system? The British Library would be an excellent test bed for these ideas. How toxic is security?
The basic notion that the default purpose of security is to protect secrets is nowhere near as clear cut as it seems, even under extreme conditions. In World War II, the British invented the cavity magnetron, a device that hugely increased the capability of airborne radar. Fear of it falling into the hands of the enemy kept it out of use until 1943. Sir Bernard Lovell, integral to the development of wartime radar, subsequently concluded that the secrecy didn't do much good as the enemy engineers already knew how it worked. Using it earlier, especially against submarines, would have been a better decision.
There's another reason Lovell is worth thinking about. He's most famous for building the iconic radio telescope at Jodrell Bank, still a vital scientific device. He was told to cancel it by the government, but diverted funds from other projects to keep it going. He was days away from being charged with misuse of public funds when the Soviets launched Sputnik. His dish was the only one capable of tracking what was immediately seen as the greatest threat to western security ever seen: instant hero.


	Rhysida ransomware gang: We attacked the British Library


	Textbook publishers sue shadow library LibGen for copyright infringement


	DB or not DB: Open-sourcer Percona pushes out plethora of SQL and NoSQL tweaks in bid to win over suits


	The dread sound of the squeaking caster in the humming data centre


Talk to any archivist, curator or worker in libraries and museums, and you'll find out how little money there is, and how little of that goes on making good IT, let alone good security. Outdated and badly maintained software is a big part of why hacking groups find it cost-effective to attack badly funded public service targets. That's why the British Library won't be seen as a chance to rethink how public service security can be made better by not seeing it as just another off-the-shelf proven-broken system.
To rethink what secrecy and security mean, and to find ways to beat bureaucracy to make that happen - we could have no better inspiration than Lovell. After the triumph of Sputnik, he became a pillar of the scientific establishment: irony enough that one day he may earn a spot alongside Newton outside the British Library. (r)
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Feeling especially drained after a day on Zoom is not a figment of your imagination - videoconferencing fatigue (VCF) is real, according to a study penned by a quartet of Austrian investigators.
"Self-report evidence, collected all around the world, indicates that VCF is a serious issue," wrote the authors of a study appearing in Scientific Reports, a journal published by Nature Reports.
However, most available research on VCF relies on personal accounts of the problem, and focuses on the cause rather than the consequences, explained the researchers.
To determine the effects on the brain caused by hours of videoconferences, the team measured electrical activity in the noggins of 35 university students who watched a 50-minute lecture while wired into an electroencephalogram (EEG). The researchers asked another group to watch same content live.
The researchers also calculated effects on heart rate for the two groups with electrocardiography (ECG), measured before and after videoconferencing sessions. Subjects were also given cognitive attention tasks and asked for self reports on moods.
Surprise, surprise: those attending the live lecture reported they felt more lively, happy and active, and less tired, drowsy and fed-up than online counterparts. The EEG results reflected the self-reporting by showing brain activity that indicates harder work and can therefore cause fatigue. The heart data also indicated higher fatigue among those watching the lecture online, hinting that the video version also impacted nervous systems.


	Sure, Dave might seem like he's avidly listening to this morning's meeting, but he's actually doing a yoga routine


	Robocar tech biz sues Nvidia, claims stolen code shared in Teams meeting blunder


	Amazon to staff: Come into the office - it'd be a shame if something happened to your promotion


	Wipro: Get back to the office for three days a week or else


"A major implication of our study is that videoconferencing should be considered as a possible complement to face-to-face interaction, but not as a substitute," concluded the authors.
The quartet readily admitted that the study has its limitations. For one, the lectures did not take place in an office setting, but an academic one, with the mean age hovering just below 24.
The study also didn't compare stress from VCF to that created by meatspace concerns - like having to navigate busy roads en route to a meeting. According to the World Health Organization, 1.3 million people die each year as a result of road crashes.
But such factors were outside of the scope of the study, which was conducted under the umbrella of an Austrian research program called Techno Stress that focuses on the detrimental effects of increased ICT interaction.
Techno Stress has already produced 20 papers. They include studies such as comparing social interactions in the metaverse to those in video conferencing, the effects of digital detoxing to manage stress, electronic surveillance in the workplace, and more. (r)
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Who, Me? Monday? Again? Didn't we do that last week? Oh well, at least there's Who, Me? The Register's weekly reader-contributed tale of technical derring-try (if not quite derring-do).
This week, meet "Kev" who emerged fresh from a computer science degree to a summer internship at a Fortune 500 company. This was in the mid-1990s, Kev tells us, and money at such firms was flowing freely thanks largely to a generous approach to write-offs by the Internal Revenue Service. This firm therefore boasted "its own conference center for top salesmen and their clients, including a travel agency, mini-hotel, fine dining restaurant, and executive exercise center."
Swish.
What's more, the vice president in charge of the conference center had her own particularly comfy quarters which Kev described as "antique furniture on Persian rugs, her own mini apartment with private bathroom and kitchenette, even a mini bedroom where she could get some rest or change her outfits between appointments with her important clients." Said exec believed her importance to the company should be reflected in "the square footage of her office."
So she was important then.
Of course, not all was paradise at this firm, and the VP in question had a reputation for firing first and asking questions later - plus being particularly intolerant of anyone she viewed as incompetent. Naturally this made her beloved of all in the IT department.
She also had a habit of not backing things up or saving them properly, and being very impatient with anyone who tried to show her how the whole system worked. Her PC was effectively just a dumb terminal to a mainframe-based system, so it wouldn't have been too hard - but time is money when you're that important.
One day, the horror VP reported that her emails were going missing. She would be in the middle of writing, then if she left her desk for whatever reason she would return to find her work in progress gone. This was happening several times a day.
Naturally the exec from Hell did not want to take responsibility for anything she might be doing wrong - this must be the work of hackers, possibly dabbling in corporate espionage, out to destroy the company by stealing her important unfinished emails and then deleting them.
Or ... something.
Nonetheless, the full resources of the IT department were deployed to solve the problem. A quick check found no evidence of hacking on the network, and no other execs (including ones with even plusher offices) were reporting similar problems. The option of implementing a server-side auto-backup just for her was explored but considered too large an undertaking - especially as it was uncertain if it would solve the problem.


	Why have just one firewall when you can fire all the walls?


	Bright spark techie knew the drill and used it to install a power line, but couldn't outsmart an odd electrician


	Shock horror - and there goes the network neighborhood


	After nine servers he worked on failed, techie imagined next career as beach vendor


So it was decided someone had to go and inspect her terminal in person in case it was a hardware fault. And you just know that was going to be the ensign in the red shirt ... er, we mean, summer intern.
Kev duly arrived in the veep's antechamber and was escorted in. Nightmare VP deigned to allow him to inspect her computer, but only on the proviso that he did not read her terribly important emails and that that he "make it quick."
Quick inspection found no problem with power or with the machine's connection to the rest of the network. All programs Kev was able to check seemed to be running normally, so the problem was confined to email.
Then, as fate would have it, the veep had to leave the office to take an important call. She almost ordered Kev to leave while she was gone, but relented.
That gave him the opportunity to observe a quirk in her behavior: When she got up to leave, she did not log out of her computer or save her work. She simply turned off the monitor and slid her keyboard and mouse under the desk on a drawer.
As it happens, this important exec didn't have the same kind of slimline keyboard that might be used by hoi polloi elsewhere in the organization. No, she had one of those ergonomic numbers that rises like a great cresting wave. And the highest point was in the upper-left corner: the Escape key.
And every time the keyboard was slid away under the desk, the gap was just narrow enough that the Escape key was ever so slightly depressed. Not so narrow that the keyboard didn't fit - that would have been too obvious.
And what do you suppose the mainframe-based email system had assigned to be the function of the Escape key? Give yourself a gold sticker if you said "delete."
So Kev whipped out a screwdriver and lowered the drawer holding the keyboard and mouse. Just a couple of millimeters - just enough to clear the Escape key.
Kev made a quick getaway back to the IT department and told his boss what the problem had been. The boss knew that VP nightmare would never accept that it had been such a simple problem (and basically her fault) so made up a more elaborate explanation of how technical mountains had been moved to solve her very complex issue.
Kev got to be the genius who saved the day - with a screwdriver. And the VP never knew any better.
It happens that way, sometimes - you get to be the hero mainly because other people don't know what you know. If that's ever happened to you, tell us about it in an email to Who, Me? and we'll share your exploits on a future Monday.
Seriously, though, we could use a few anecdotes for Who, Me? as the old mailbag is starting to look a tad light. If there's a tale you've been wanting to tell, now's the time to tell it.
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    Datacenter architect creates bonkers designs to illustrate the craft, and quirks, of building bit barns

    
They're basically skyscrapers, says Charles Fortin. But they could be ships, cars, or rocks    
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Charles Fortin can't get excited by 30-storey skyscrapers.
The Sydney-based architect studied at the Illinois Institute of Technology, which specializes in tall buildings, and learned that designing skyscrapers is all about determining how to get services - power and water, mostly - to the people who need them.
"Forty storeys is a midrise in Chicago," he told The Register. But in Sydney, not many buildings top 30 storeys, never mind 40.
Datacenters, however, are more interesting, and Sydney-based clients want plenty of them to build across Australia and the world.
Fortin is therefore busy designing both concepts for datacenters and actual facilities. Clients often come to the firm he serves as managing director, Collard Maxwell Architects (CM+A), after first hiring generalist architects who lack the experience to realize a client's vision, or don't understand the nuances of datacenter design.
CM+A has designed datacenters since long before they were plentiful, or popular. Its founders worked on projects that housed punch-card machines.


	Backblaze starts tracking hot drives as world preps for rising global temperatures


	Fujitsu-backed FDK claims nickel zinc batteries ready for use in UPSes


	Datacenter would spoil beautiful view ... of former industrial waste dump


	China details relocation plan for up to five million datacenter racks


Then as now, the principles of datacenter design start with consideration of power and cooling services. Surveillance and security services are also vital but require less space.
Planning those services means calling on the same skills needed to build a skyscraper.
"Just like a high-rise you design the core as tight as you can," he told The Register. "Make it as tight as possible on the inside and branch a building around that."
Hyperscalers like Equinix, he noted, want designs for large buildings that they can operate without needing to fill them with racks and equipment. Crypto-centric clients, on the other hand, insist on liquid cooling and often insist on difficult designs that Fortin sometimes finds impractical, but which after more work have turned out to be clever.
Whatever the brief, Fortin explained that 20 percent of a datacenter's area is usually shared between the operator's offices, facilities for tenants, and storage areas. Forty percent is data halls, and the remaining 40 percent is occupied by the kit needed to keep the bit barn powered, connected, and cooled.
Fortin likes to doodle datacenter designs for different occasions, and recently posted a few to LinkedIn where The Register spotted them. With his permission, we present some of his designs, starting with the one below. It's a datacenter destined to blend in with the Australian outback - a location where the abundance of solar energy saw Fortin imagine a cold storage facility. He also thinks the outback's remoteness makes it a secure location for storing seldom-accessed data.
[image: Outback datacenter concept]
Outback datacenter concept - Click to enlarge


Another design was inspired by datacenter operators contemplating their own small modular nuclear reactors as a power source. Such reactors, Fortin noted, need a lot of water to keep them cool. And as nuclear reactors, rightly or wrongly, remain somewhat unpopular, he imagined an atom-powered datacenter cruising the seven seas and using satellite connectivity to serve data.
[image: Ship datacenter concept]
Ship datacenter concept - Click to enlarge


Another of his offerings plays with datacenters' need for reliability and redundancy, and their role at the core of business, by building one into and around a heart-shaped rock - or is it brain-shaped?
[image: Rock heart datacenter concept]
Rock heart datacenter concept - Click to enlarge


Datacenters on wheels are another idea Fortin wanted to explore, as are personal datacenters. And if that means mounting them in a car to get cheap cooling, why not?
[image: Personal car-mounted datacenter]
Personal car-mounted datacenter - Click to enlarge


Fortin also decided his hometown's most famous building - the Sydney Opera House - could become a datacenter.
[image: Sydney opera house datacenter]
Sydney Opera House datacenter - Click to enlarge


On a more serious note, Fortin cautioned those considering a datacenter to remember the basics: like whether enough power is available to match a design. He's had clients brief him without checking that first. He also counsels considering - but not always following - the Uptime Institute's four-tiered resilience ratings.
"Those specs make sense for some business cases," he advised. "But you may not need to have all their requirements." Having fun is another option - one reason Fortin shared his designs is as a reminder that datacenters don't have to be featureless boxes. (r)
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    Crypto crasher Do Kwon's extradition approved, but destination is unclear

    
Hey Google, are the jails nicer in South Korea or the US?    
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Terraform Labs founder Do Kwon - a wanted man in both South Korea and the United States - will soon face extradition from Montenegro after a court gave approval for his removal.
The High Court in Podgorica last Friday announced it had "determined that the legal requirements for the extradition of the accused KDH have been met, at the request of South Korea and the United States of America."
Which country he goes to remains a mystery. The court said Do Kwon has given consent to be extradited to South Korea under a shortened procedure, but the decision about his destination will be made by Montenegro's minister of justice.
The alleged crypto crook was found in Montenegro in March 2023, after using fake passports to enter the Balkan nation. His South Korean passport was cancelled more than five months prior.
Kwon's whereabouts remained unknown after he left Singapore in September 2022. He repeatedly claimed he was not on the run even though at that time, South Korea had issued a warrant for his arrest over violations of the nation's capital markets law. Kwon was also the subject of an Interpol Red Notice.


	Singapore to deter crypto investors with tactics like those used on smokers, gamblers


	Binance and CEO admit financial crimes, billions coughed up to US govt


	48-nation bloc to crack down on using crypto assets to avoid tax


	Monero Project admits thieves stole 6-figure sum from a wallet in mystery breach


Terraform Labs promised investors that its so-called "stablecoin" Terra USD and similar Luna tokens were safe investments that would not crash. That, however, was proven untrue when the Labs' collapse created a $40 billion fiscal crater and set off a chain reaction in the industry that was nicknamed a "crypto winter."
After Kwon's arrest at the Montenegro airport, the US District Court in Manhattan filed an eight-count indictment that included conspiracy to defraud, commodities fraud, securities fraud, wire fraud and conspiracy to engage in market manipulation.
The fugitive and his startup were already facing civil charges from the US Securities and Exchange Commission. Terraform Labs attempted to have the case dismissed, but in August 2023, a Manhattan judge denied that request. Kwon and his buddies are charged with "orchestrating a multi-billion-dollar crypto asset securities fraud."
Terraform Labs has pledged to "continue to fight" the SEC allegations. (r)
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    AWS plays with Fire TV Cube, turns it into a thin client for cloudy desktops

    
$195 a pop, delivered, pre-provisioned ready to stream desktops or apps    
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re:Invent Amazon Web Services has announced the WorkSpaces Thin Client - a device dedicated to connecting to its WorkSpaces desktop-as-a service offering and based on Amazon's own "Fire Cube" smart TV box.
The $195 machine has the same hardware as the Fire Cube: the eight-core Arm-powered Amlogic POP1-G SoC, plus 2GB of LPDDR4 RAM, 10/100 ethernet, and a single USB-A 2.0 port. Bluetooth is included to connect other peripherals. A second HDMI output can be added by acquiring an $85 hub that also offers four more USB ports.
Like the Fire TV Cube, the Thin Client also runs a modified cut of Android.
But there the similarities end. AWS created custom firmware and ripped out anything remotely related to running a consumer device, replacing it with software designed solely to create a secure connection between the device and desktops running in the Amazonian cloud.
Amazon Business - the B2B version of Jeff Bezos's digital souk - will ship the device to your door, and charge it to your AWS bill. At least if you are in the USA. Europe will get the Thin Client in early 2024, and it'll eventually migrate elsewhere.
AWS decided to base the box on the Fire Cube because, according to a corporate blog post, AWS customers expressed a desire for cheaper and easier-to-maintain client devices. As AWS execs searched for a well-priced box, they considered the Fire TV Cube, found it fit the bill and noted it was already being made at scale. Keeping things in-house made sense, too.
And so we find ourselves with AWS taking on established thin client providers. The cloudy concern is also keen to have a crack at the thick wedge of the enterprise PC market: call centers, payment processing centers, and other environments with lots of users and high staff turnover due to factors like seasonal demand for workers.
[image: AWS WorkSpace Thin Client]
The AWS WorkSpace Thin Client - Click to enlarge


Muneer Mirza, AWS's general manager for end-user compute, told The Register that up to 70 percent of laptops sent to remote workers in those fields are never returned. Staff figure they can get away with pinching a PC, and businesses can't be bothered retrieving them. A $195 device therefore has considerable appeal compared to a more costly PC or laptop. That the device never stores data is thought to add to its appeal.
The Thin Client works with three AWS services: the full WorkSpaces streamed virtual desktop, the remote browser-as-a-service offering WorkSpaces Web, and the AppStream published apps service. Setup is said to require just five minutes of effort, as users' credentials and permissions are preset before the device is dispatched.
For now, buyers will only be able to use Amazonian services. Mirza said over time the cloud colossus hopes to offer access to other varieties of cloudy desktop.


	Microsoft's Swiss army knife app hopes to cut through cloud clutter


	AWS targets desktop virtualization rigs with lift and shift to cloudy DaaS


	Microsoft extends Teams into VMware and Citrix VDI


	Alibaba wants to get you off the PC upgrade treadmill and into its cloud


Thin clients and virtual desktops have historically accounted for around six percent of the PC market, but some analysts predict strong growth.
Cloud is changing the market for virtual desktops quickly. A decade ago, virtual desktops were synonymous with substantial SANs. Hyperconverged infrastructure removed that requirement, easing costs and adoption. Desktops streamed from the cloud are the field's latest change.
AWS has picked an interesting moment to enter the field: desktop virtualization stalwarts Citrix and VMware (by Broadcom) are both in transition and demonstrating little evidence they see cloudy desktops as crucial to their futures. It's also early days for Microsoft's Windows 365 Cloud PCs, with the OS behemoth only recently clarifying its plans for a client app. None of the other virtual desktop players have scale and reach to match AWS.
If the WorkSpaces Thin Client delivers - The Register has been promised access to a device so hopes to opine on that matter - AWS could give this corner of enterprise computing a shake. (r)
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    Beijing fosters foreign influencers to spread its propaganda

    
They get access to both China's internet and global platforms, and cash in on both    
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China is offering foreign influencers access to its vast market in return for content that sings its praises and helps to spreads Beijing's desired narratives more widely around the world, according to think tank the Australian Strategic Policy Institute (ASPI).
In a policy brief [PDF] published today titled "Singing from the CCP's songsheet," ASPI analysts Fergus Ryan and Daria Impiombato - along with independent contractor on contemporary Chinese politics and media Matt Knight - analyzed the output of over 120 foreign influencers who operate active accounts on Chinese video-streaming platforms such as Bilibili, Douyin, Xigua, and Toutiao.
Some, the report observes, have tens of millions of followers on Chinese social media, after discovering that "appealing to Chinese audiences' sense of nationalism can provide a fast track to gain popularity, increase their online presence and, ultimately, generate more revenue."
"Indeed, China's internet regulations encourage users to actively promote party propaganda - so many influencers have adapted to thrive in that system," the policy brief adds.
So far, so entrepreneurial.
But also not possible - unless influencers are enthusiastically pro-Beijing.
ASPI summarized China's strategy as follows:


By coordinating foreign influencers and other communicators, Beijing aspires to create a unified choir of voices capable of promoting Party narratives more effectively than traditional official PRC media. The ultimate goal is to shield CCP-controlled culture, discourse and ideology from the dangers of foreign and free political speech, thereby safeguarding the Party's legitimacy.


That bolstering of legitimacy happens in China and elsewhere. The policy brief quotes a state media worker as saying Beijing aims to "cultivate a group of 'foreign mouths,' 'foreign pens,' and 'foreign brains' who can stand up and speak for China at critical moments" at home and abroad.
At home, foreign influencers are useful even when they counter Chinese voices: according to the policy brief, a foreigner's account was promoted by Beijing as it painted a rosier picture of COVID containment measures than posts by Chinese citizens.
Outside the Great Firewall, the policy brief details one New Zealand influencer whose YouTube account has the tagline "Countering the Western anti-China narrative."


	Chinese citizens feel their government is doing such a fine job with surveillance


	China leads the world in tech research, could win the future, says think tank


	Russia, Iran, Saudi Arabia are top sources of online misinformation


	As defense tech goes commercial, does national security miss out?


Which is awkward, because China insists on asymmetric internet access. PRC citizens can only see and contribute to sites Beijing approves, while outsiders only get access to the Chinese internet if they're pro-Beijing. But China can participate freely in the global internet - either directly, or through proxies like influencers who know that backing Beijing helps contribute to livelihoods largely earned inside China.
China is growing its menagerie of such influencers, and has even set up a studio to guide their work. ASPI asserts that Beijing is "effectively co-opting a widespread network of international students at Chinese universities, cultivating them as a talent pool of young, multilingual, social-media-friendly influencers." Other students are recruited through competitions that offer prizes for pro-China vids - sometimes after a Beijing-funded trip to the Middle Kingdom.
Social media platforms try to spot this sort of stuff and restrict its reach. But ASPI's authors singled out X/Twitter for allowing verification of Beijing's tame influencers - a "step backwards" on Elon Musk's watch.
The policy brief concludes that Beijing's efforts are "likely to have significant implications for the global information landscape."
"The growing use of foreign influencers will make it increasingly difficult for social-media platforms, foreign governments and individuals to distinguish between genuine and/or factual content and propaganda," the document warns, which will make it harder to counter disinformation "and protect the integrity of public discourse."
Over time, ASPI feels "the line between independent voices and those influenced by the Party's narratives may become increasingly blurred, further challenging the ability of audiences to discern reportage from manipulation."
ASPI recommends social media platforms label Beijing-backed influencers and share info about them, so that rival networks can do likewise. The think tank also suggests educating students who intend to study abroad about the risks they face. Additionally, the research org wants governments to spend money to acquire a better understanding of Beijing's plan.
"Research topics such as disinformation, information operations and propaganda are complicated, multi-language, data-heavy and rapidly evolving areas of study," the policy document notes. "Governments, social-media platforms and civil-society organizations that rely heavily on expert research groups' insights and analysis should consider increased support and funding for such groups." (r)
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    Surface Duo crashes the party as Doctor Who celebrates 60th birthday

    
Hey Cortana: Why is David Tennant back as the BBC's longest lived space alien?    
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The BBC is celebrating the 60th anniversary of its long-running science fiction series, Doctor Who, by popping a Surface Duo into the hands of actor David Tennant's latest take on the humanoid alien.
Or maybe it's a Surface Duo 2, judging by the camera bulge in the publicity shots spied by the X (formerly Twitter) account @WhovianLife.
We imagine the device was thrust into the hands of the Doctor by another performer. The series has, after all, made much of "Psychic paper" - blank paper that, when shown to others, shows what the person expects to see - so we're not sure how much utility the character would get from a foldable.
Or perhaps the intention is to deliver some drama in the form of an unexpected update, just as there is a corridor to run down or a latex-clad foe to battle. Then again, this is a Surface smartphone, and substantial updates are few and far between. The Duo is dead, and the Duo 2 remains a stranger to Android 13, let alone Android 14.


	Doctor Who season eight scripts leak online


	New Doctor Who's new costume newly REVEALED by Beeb


	British Airways, Boots, BBC payroll data stolen in MOVEit supply-chain attack


	BBC to staff: Uninstall TikTok from our corporate kit unless you can 'justify' having it


While the Doctor is kicking off their fourteenth incarnation - just like Android itself - it is looking increasingly unlikely that the Duo will make it past version two unless a magical regeneration somehow turns it into something that customers actually want. However, having seen Jodie Whittaker turn into David Tennant, transforming that Microsoft logo into something more suited to a Samsung or Apple device is perhaps not so outlandish after all.
And smartphone fans can be just as tribal about their favorite brand as Doctor Who obsessives are about whoever is writing scripts or playing the fictional space alien.
Although it is probably too late for an appearance in a cult BBC science fiction show to save Microsoft's phone from commercial realities, we're delighted to see it make an appearance in a series famed - in previous incarnations - for its dubious special effects and famously wobbly sets.
The Surface Duo 2 should, therefore, fit right in. (r)
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    Black Friday? More like Blackout Friday for HSBC's online and mobile banking

    
Think of all the crap discounted things you won't need to buy now    
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Updated HSBC's online and mobile banking systems crashed spectacularly this morning on the busiest shopping day of the year, potentially disappointing early risers looking for a spot of Black Friday retail therapy.
Thousands of people across Britain began reporting connectivity woes on Down Detector from near 0700 local time and those complaints keep flooding in with the bank unable to indicate when normal service is to resume.
The problems were first acknowledged by HSBC on X Twitter some three hours ago: "We understand some customers are having trouble accessing banking services as usual right now.
"We're investigating this as a matter of urgency and will share an update as soon as soon as possible."
Then, two hours ago, the bank told frustrated punters it was still "working hard to restore Mobile and Online Banking service, and the authorising of online card purchases via the app. We're really sorry for the inconvenience."
The most recent update wasn't much more use for those wanting to bag a possible discount - though to this author, Black Friday and the subsequent Cyber Monday are simply a marketing con with few discounts of value. The digital service blackout remains.
"If you're not able to authorise an online card purchase via the app, you can opt for a one time passcode via SMS. We'll share updates here," added HSBC an hour ago.


	Attack on direct debit provider London & Zurich leaves customers with 6-figure backlogs


	Major telco outage leaves millions of Australians disconnected


	Overheating datacenter stopped 2.5 million bank transactions


	Down and out: Barclays Bank takes unplanned digital detox, customers not invited


	Bank of Ireland outage sees customers queue for 'free' cash - or maybe any cash


We emailed the bank to request its comment on what's gone wrong today, and when it will be resolved.
A spokesperson at the bank told us the "disruption is the result of an internal system issue. It's impacting customers of HSBC UK only; there is no impact to First Direct or M&S Bank customers."
Measured and considered responses were dispatched by customers on X in which they tried to see the challenges that HSBC techies are facing. Oh hang on, no they didn't.
"Compensation time methinks," said one. "Train companies compensate when a train is an hour late... what about for thousands of customers who have important bills to pay/ transactions to do/ work and lives to live and need their banking app!"
"How much longer?" asked another, to which HSBC provided no response.
No outage of a banking app is helpful when you want to use it, but today is particularly bad timing: Brits are estimated to splash PS3 billion on stuff during Black Friday. Some people will no doubt be disappointed. (r)

  Updated at 8.55 UTC on Novewmber 20 to add:

HSBC fixed the outage after 11pm on November 24. A spokesperson told us: "Once again we're really sorry, and understand this was deeply frustrating for many of our customers."
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    User read the manual, followed instructions, still couldn't make 'Excel' work

    
When is a spreadsheet not a spreadsheet?    
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On Call Fridays can often feel like purgatory to prepare for the heavenly weekend, which is why The Register marks the day with a new installment of On Call, our weekly reader-contributed tale of tech support torture.
This week, meet a reader who asked to be Regomized as "Jeremy" and shared a story of his late 1990s role in "a fairly low-level job for a 'national infrastructure' organization."
"My team's role was to support a number of account managers," Jeremy explained, adding that those folks were "vastly experienced and ridiculously knowledgeable having spent their entire careers in the industry."
The account managers had also learned how to get along in an office. Jeremy rated them "a decent bunch and a pleasure to work with."
But most were far closer to the end of their careers than the start, meaning the PCs and productivity software that landed on their desks required a lot of late-career learning. Jeremy's job was to ensure they remained efficient in creating invoices, presentations, and reports.
"Much of my work involved using Excel (at this time the newfangled Excel 97) linking and summarizing bits of data via VLOOKUPs, SUMIFs and the like," he told On Call, adding: "Over time I'd developed a reputation for being 'mildly competent'."
That competence led one of the account managers to ask for a bit of help with Excel.
Jeremy visited the relevant PC and found what appeared to be Excel. The user explained they were trying to enter data and showed that wasn't working by clicking on a cell and waiting in vain as it failed to display the border that indicates Excel is ready for input.
Jeremy tried the same thing. He, too, had no luck. He clicked a menu bar. It was also unresponsive.


	Lawyer guilty of arrogance after ignoring tech support


	CompSci academic thought tech support was useless - until he needed it


	Suits ignored IT's warnings, so the tech team went for the neck


	Making the problem go away is not the same thing as fixing it


The first thing any techie tries when confronted with an inexplicable bug is turning it off and turning it on again.
Jeremy decided to try that.
This proved hard as the necessary bits of Excel's toolbar were missing - yet all of Microsoft Word's interface was available.
"At this point the penny dropped," Jeremy admitted, as it was then he recalled that one of his colleagues had written a Word document with instructions on how to use Excel. To help the account managers get the message, that document included lots of illustrative screenshots.
Jeremy realized his user had clicked on a screenshot, which had grown to a size at which it was easily mistaken for Excel itself. This also explained why it would not accept input.
"I explained the problem was and was greeted by lots of laughter and we agreed an appropriate solution was to add a clickable link within the Word document to open the actual Excel file.
"Of course, this would be a brilliant story if the person involved were some uppity know-it-all whose seniority level was substantially above their competency level, but it just wasn't the case," Jeremy told On Call. Instead, "the individual involved was a pleasure to work with and when the entire team was disbanded, and I was reassigned under an Excess Cost Elimination Programme (or maybe it was a Cost Base Reduction Initiative - the higher-ups were good at coming up with euphemisms for making redundancies) it sadly became a far worse place to work."
Which just goes to show that uppity know-it-alls whose seniority level is substantially above their competency level always show up to ruin things eventually.
Have you fixed an app that wasn't an app? Or worked with users who were so nice you happily helped even their silliest requests? Click here to send On Call an email and we may share your story on a future Friday. (r)

  PS: Yes, we did feature this yarn earlier for Spreadsheet Day. Some of our vultures liked it enough to bring it back as an On Call column...
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