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      Biting the hand that feeds IT -- Enterprise Technology News and Analysis


      
        ChatGPT-3.5, Claude 3 kick pixelated butt in Street Fighter III tournament for LLMs
        Matthew Connatser

        But don't expect them to compete with human pros anytime soon Large language models (LLMs) can now be put to the test in the retro arcade video game Street Fighter III, and so far it seems some are better than others....

      

      
        US, Japan announce joint AI research projects funded by Nvidia, Microsoft, and others
        Brandon Vigliarolo

        Not that $110M will go very far, mind The Japanese and US governments have announced new academic AI partnerships that are getting a $110 million cash infusion from Nvidia, Microsoft, and a group of Japanese firms....

      

      
        Dell shaves months off lead times for GPU-powered AI servers
        Matthew Connatser

        TSMC turns advanced packaging production knob to 11 Dell lead times for computers with GPUs like Nvidia's H100 have come down to eight to 12 weeks, a significant reduction from nearly 40 weeks late last year.... 

      

      
        96% of US hospital websites share visitor info with Meta, Google, data brokers
        Jessica Lyons

        Could have been worse - last time researchers checked it was 98.6% Hospitals - despite being places where people implicitly expect to have their personal details kept private - frequently use tracking technologies on their websites to share user information with Google, Meta, data brokers, and other third parties, according to research published today....

      

      
        We never agreed to only buy HP ink, say printer owners
        Jude Karabus

        Complainants smack back after hardware giant moves to dismiss lawsuit HP "sought to take advantage of customers' sunk costs," printer owners claimed this week in a class action lawsuit against the hardware giant....

      

      
        AWS must pay $525M to cloud storage patent holder, says jury
        Dan Robinson

        Computing giant will appeal ruling, which found infringement was not 'willful' A jury has ordered Amazon Web Services to pay $525 million for infringing distributed data storage patents in a case brought by a technology outfit called Kove IO....

      

      
        PumpkinOS carves out a FOSS PalmOS-compatible runtime environment
        Liam Proven

        And rePalm may yet bring real PalmOS to new hardware ... even the Raspberry Pi PumpkinOS is a somewhat usable runtime environment that can run some Palm apps on top of Windows or Linux, without using or needing real PalmOS....

      

      
        MPs ask: Why is it so freakin' hard to get AI giants to pay copyright holders?
        Lindsay Clark

        Agreement on consent and compensation has failed to materialize UK lawmakers have slammed the government for its lack of action in protecting copyright holders against the infringement of their intellectual property by developers of artificial intelligence technologies.... 

      

      
        Fancy building a replacement for Post Office's disastrous Horizon system?
        Lindsay Clark

        PS75 million in the offing in government tender The Post Office, the UK government-owned retail organization for post and banking, has kicked off procurement to help build the system replacing Horizon, the disastrous EPOS and back office system at the heart of one of the country's greatest miscarriages of justice....

      

      
        Global taxi software vendor exposes details of nearly 300K across UK and Ireland
        Connor Jones

        High-profile individuals including MPs said to be caught up in leak Exclusive  Taxi software biz iCabbi recently fixed an issue that exposed the personal information of nearly 300,000 individuals via an unprotected database....

      

      
        Digital Realty ditches diesel for salad dressing in US to cut datacenter emissions
        Dan Robinson

        Hydrotreated vegetable oil to power bit barns stateside after successful Euro trial Datacenter operator Digital Realty is replacing diesel with hydrotreated vegetable oil (HVO) at sites in the US in a bid to reduce carbon dioxide emissions following a successful trial in Europe....

      

      
        Boffins deem Google DeepMind's material discoveries rather shallow
        Thomas Claburn

        Web titan rejects criticisms, insists AI-found compounds are legit AI on its own may not be as useful for discovering new materials as Google's DeepMind team has suggested....

      

      
        Netherlands arm of KPMG fined $25M for cheating in exams
        Thomas Claburn

        Staff followed US lead and shared answers after move to online testing KPMG Accountants NV, the Netherlands-based arm of the global professional services firm, has been fined $25 million (EU23 million, PS20 million) by the US's Public Company Accounting Oversight Board (PCAOB) for failing to prevent its financial auditors from cheating on exams.... 

      

      
        Samsung strikes trouble as unions threaten walkouts, regulator swoops
        Simon Sharwood

        Oh great - another potential kink in the silicon supply chain Samsung Electronics has struck trouble at home, potentially threatening the supply of semiconductors and smartphones....

      

      
        Google plunks down $1 billion for extra Japan-US submarine cable
        Laura Dobberstein

        Adds Hawaii stopover for another planned link Google announced on Wednesday it will invest $1 billion in two submarine cables to create new routes between the US and Japan....

      

      
        US 'considering' end to Assange prosecution bid
        Simon Sharwood

        Cryptic Biden hint came ahead of April 16 deadline for next step in extradition case The Biden Administration is contemplating Australia's request to end its bid to prosecute WikiLeaker-in-Chief Julian Assange, an Australian citizen....

      

      
        India's Uber clone Ola Cabs hails ride out of the international market
        Laura Dobberstein

        Australian drivers given two days' notice, UK and New Zealand services also shuttered Indian ride-sharing outfit Ola Cabs is shuttering operations in Australia, New Zealand, and the UK as the company shifts focus to its domestic business....

      

      
        US Air Force secretary so confident in AI-controlled F-16s, he'll fly in one
        Iain Thomson

        With a pilot as backup of course - VENOM is still emerging tech The US Air Force is rapidly scaling up its plans to automate some of its fleet, and the civilian boss of the service says he's planning to fly in one of the robo-planes this northern spring.... 

      

      
        Next-gen Meta AI chip serves up ads while sipping power
        Tobias Mann

        Fresh silicon won't curb Zuck's appetite for GPUs just yet After teasing its second-gen AI accelerator in February, Meta is ready to spill the beans on this homegrown silicon, which is already said to be powering ad recommendations in 16 regions....

      

      
        It's 2024 and Intel silicon is still haunted by data-spilling Spectre
        Jessica Lyons

        Go, go InSpectre Gadget Intel CPU cores remain vulnerable to Spectre data-leaking attacks, say academics at VU Amsterdam....

      

      
        US House mulls forcing AI makers to reveal use of copyrighted training data
        Brandon Vigliarolo

        Proposed law doesn't include any ban on use of such stuff to build models, mind you A bill introduced in the US House of Representatives would require those training AI models to disclose any and all copyrighted works used, and it would apply retroactively....

      

      
        Healthcare AI won't take jobs - it'll make nursing easier, says process automation founder
        Brandon Vigliarolo

        Something's gotta give in short-staffed, overworked healthcare industry, reckons Thoughtful cofounder and CPO Interview  Companies are sticking AI everywhere they can right now - including injecting it into frontline healthcare. The benefits of healthcare AI are still up for debate, but Dan Parsons, cofounder and chief product officer at process automation firm Thoughtful, believes healthcare is the perfect place to start trialing new uses of the tech. ... 

      

      
        US-EAST-1 region is not the cloudy crock it's made out to be, claims AWS EC2 boss
        Simon Sharwood

        It's the region where stuff gets stressed at scale first, says Dave Brown, as he plots variants of Amazon's Outposts Amazon Web Services' US-EAST-1 region is not a problem child - it's the region where the cloudy colossus often runs things at bigger scale than elsewhere and therefore stresses services the most, according to Dave Brown, global veep for compute and networking....

      

      
        
          	
          	
            Sections
          
          	
        

      

    

  
	
	Articles
	Sections
	Next







    
        Original URL: https://www.theregister.com/2024/04/11/chatgpt_claude_street_fighter/
    

    ChatGPT-3.5, Claude 3 kick pixelated butt in Street Fighter III tournament for LLMs

    
But don't expect them to compete with human pros anytime soon    


    
        By 
Matthew Connatser        
    

    
        Posted in AI + ML,
        
            11th April 2024 18:00 GMT
        
    


    
Large language models (LLMs) can now be put to the test in the retro arcade video game Street Fighter III, and so far it seems some are better than others.
The Street Fighter III-based benchmark, termed LLM Colosseum, was created by four AI devs from Phospho and Quivr during the Mistral hackathon in San Francisco last month. The benchmark works by pitting two LLMs against each other in an actual game of Street Fighter III, keeping each updated on how close victory is, where the opposing LLM is, what move it took. Then it asks for what it would like to do, after which it will make a move.
According to the official leaderboard for LLM Colosseum, which is based on 342 fights between eight different LLMs, ChatGPT-3.5 Turbo is by far the winner, with an Elo rating of 1,776.11. That's well ahead of several iterations of ChatGPT-4, which landed in the 1,400s to 1,500s.
What even makes an LLM good at Street Fighter III is balance between key characteristics, said Nicolas Oulianov, one of the LLM Colosseum developers. "GPT-3.5 turbo has a good balance between speed and brains. GPT-4 is a larger model, thus way smarter, but much slower."
The disparity between ChatGPT-3.5 and 4 in LLM Colosseum is an indication of what features are being prioritized in the latest LLMs, according to Oulianov. "Existing benchmarks focus too much on performance regardless of speed. If you're an AI developer, you need custom evaluations to see if GPT-4 is the best model for your users," he said. Even fractions of a second can count in fighting games, so taking any extra time can result in a quick loss.
A different experiment with LLM Colosseum was documented by Amazon Web Services developer Banjo Obayomi, running models off Amazon Bedrock. This tournament involved a dozen different models, though Claude clearly swept the competition by snagging first to fourth place, with Claude 3 Haiku scoring first place.
Obayomi also tracked the quirky behavior that tested LLMs exhibited from time to time, including attempts to play invalid moves such as the devastating "hardest hitting combo of all."
There were also instances where LLMs just refused to play anymore. The companies that create AI models tend to inject them with an anti-violent outlook, and will often refuse to answer any prompt that it deems to be too violent. Claude 2.1 was particularly pacifistic, saying it couldn't tolerate even fictional fighting.
Compared to actual human players, though, these chatbots aren't exactly playing at a pro level. "I fought a few SF3 games against LLMs," says Oulianov. "So far, I think LLMs only stand a chance to win in Street Fighter 3 against a 70 or a five-year-old."


	MPs ask: Why is it so freakin' hard to get AI giants to pay copyright holders?


	Boffins deem Google DeepMind's material discoveries rather shallow


	US Air Force secretary so confident in AI-controlled F-16s, he'll fly in one


	Next-gen Meta AI chip serves up ads while sipping power


ChatGPT-4 similarly performed pretty poorly in Doom, another old-school game that requires quick thinking and fast movement.
But why test LLMs in a retro fighting game?
The idea of benchmarking LLMs in an old-school video game is funny and maybe that's all the reason LLM Colosseum needs to exist, but it might be a little more than that. "Unlike other benchmarks you see in press releases, everyone played video games, and can get a feel of why it would be challenging for an LLM," Oulianov said. "Large AI companies are gaming benchmarks to get pretty scores and show off."
But he does note that "the Street Fighter benchmark is kind of the same, but way more entertaining."
Beyond that, Oulianov said LLM Colosseum showcases how intelligent general-purpose LLMs already are. "What this project shows is the potential for LLMs to become so smart, so fast, and so versatile, that we can use them as 'turnkey reasoning machines' basically everywhere. The goal is to create machines able to not only reason with text, but also react to their environment and interact with other thinking machines."
Oulianov also pointed out that there are already AI models out there that can play modern games at a professional level. DeepMind's AlphaStar trashed StarCraft II pros back in 2018 and 2019, and OpenAI's OpenAI Five model proved to be capable of beating world champions and cooperating effectively with human teammates.
Today's chat-oriented LLMs aren't anywhere near the level of purpose-made models (just try playing a game of chess against ChatGPT), but perhaps it won't be that way forever. "With projects like this one, we show that this vision is closer to reality than science fiction," Oulianov said. (r)
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    US, Japan announce joint AI research projects funded by Nvidia, Microsoft, and others

    
Not that $110M will go very far, mind    


    
        By 
Brandon Vigliarolo        
    

    
        Posted in AI + ML,
        
            11th April 2024 17:01 GMT
        
    


    
The Japanese and US governments have announced new academic AI partnerships that are getting a $110 million cash infusion from Nvidia, Microsoft, and a group of Japanese firms.
The deal, announced to coincide with a state visit to the US by Japanese prime minister Fumio Kishida, will see the University of Washington pairing up with the University of Tsukuba, while Carnegie Mellon University will be joining forces with Tokyo's Keio University. Nvidia, Amazon, Arm, Softbank, Microsoft, and nine unspecified Japanese companies will be contributing $110 million to fund the effort.
Carnegie Mellon and Keio University will be focusing their research efforts on "multimodal and multi-lingual learning, embodied AI or AI for robots, autonomous AI symbiosis with humans, life sciences, and AI for scientific discovery," the US embassy in Japan said. Carnegie Mellon president Farnham Jahanian described the endeavor as advancing "AI innovation on a global scale."
The Washington-Tsukuba partnership will capitalize on both universities' locations "in science and technology hubs," the US embassy in Japan said. The universities are located in Seattle, home of Amazon and Microsoft, and Tsukuba, which the Japanese government designated in 2022 as a science and tech hub.
The University of Washington said it will split $50 million with the University of Tsukuba, with Nvidia and Amazon each investing $25 million in the endeavor. UW said its work with Tsukuba will involve "furthering research, entrepreneurship, workforce development and social implementation" in the AI field.


	AI could crash democracy and cause wars, warns Japan's NTT


	Japanese PM says international AI regulations will be here by Christmas


	Japan may join UK/US/Australia defense-oriented AI and quantum alliance


	Google plunks down $1 billion for extra Japan-US submarine cable


"We applaud the establishment of $110 million in new AI research partnerships," US President Joe Biden and PM Kishida said in a joint statement covering various aspects of the state visit. "We are committed to further advancing the Hiroshima AI Process and strengthening collaboration between the national AI Safety Institutes."
Speaking of Seattle, Kishida visited Microsoft bosses while in the US, after which the company announced a $2.9 billion investment over two years to increase its hyperscale cloud computing and AI infrastructure in Japan.
The new AI partnerships are the third wave of university-corporate initiatives between US and Japanese firms that begin with Biden and Kishida committing to joint investments in science and tech research.
The UPWARDS program launched last year and saw Micron and other firms invest in a semiconductor industry workforce development project with several US and Japanese universities (including the University of Washington). IBM, the University of Chicago, and the University of Tokyo also partnered on a joint quantum computing project last year as well. (r)
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    Dell shaves months off lead times for GPU-powered AI servers

    
TSMC turns advanced packaging production knob to 11    


    
        By 
Matthew Connatser        
    

    
        Posted in HPC,
        
            11th April 2024 16:00 GMT
        
    


    
Dell lead times for computers with GPUs like Nvidia's H100 have come down to eight to 12 weeks, a significant reduction from nearly 40 weeks late last year.
Dell Taiwan's Terence Liao said that while AI-fueled demand for GPUs remains high in Taiwan (and elsewhere, it seems), the company has finally been able to reduce delivery times, per a report from United Daily News. In late 2023, Dell estimated a lead time of 39 weeks for shipments of servers powered by Nvidia's H100 GPUs.
Liao said that since February, GPU supply has improved and thus brought shipment times down substantially. This was thanks to increased production for TSMC's chip-on-wafer-on-substrate (CoWoS) packaging service, a key bottleneck in the creation of datacenter GPUs like the H100. Last September, demand was so high for the advanced packaging technology that TSMC said it could only meet 80 percent of orders.
According to an earlier report in November from United Daily News, TSMC set out to expand its CoWoS production capacity by 20 percent. Given that TSMC estimated that the CoWoS shortage would last for 18 months in September, this 20 percent boost probably hasn't fully met demand, but has still likely mitigated supply constraints. The recent earthquake in Taiwan hasn't affected supply from TSMC's CoWoS fabs.


	PC shipments up for first quarter thanks to AI, say analysts


	Intel Gaudi's third and final hurrah is an AI accelerator built to best Nvidia's H100


	Dell doubles down on layoffs, literally: 13,000 gone in the past year


	Dell adds Nvidia's next GPUs to its portfolio of AI platforms


The situation also seems to be improving for Dell rival HPE, which quoted a 20 week or so lead time last month. For comparison, in November market analysis firm Omdia said lead times for the whole server industry ranged from 36 weeks to a whole year. Even if HPE was sitting at a relatively low lead time of 36 weeks, a decrease to 20 weeks is a big deal.
However, HPE's business did suffer due to missing out on all those potential GPU sales, and says its order backlog is now worth $3 billion. That's not a terrible problem to have, all things considered.
In the long term, the advanced packaging shortage should be alleviated by the construction of new packaging facilities. TSMC plans to start construction for a new CoWoS plant in northern Taiwan in the second half of 2024, with a completion date set for Q3 of 2027. Additionally, packaging services from Samsung and Intel could boost production even further, taking potential business away from TSMC if it can't expand its CoWoS production capability fast enough. (r)
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    96% of US hospital websites share visitor info with Meta, Google, data brokers

    
Could have been worse - last time researchers checked it was 98.6%    


    
        By 
Jessica Lyons        
    

    
        Posted in Research,
        
            11th April 2024 15:00 GMT
        
    


    
Hospitals - despite being places where people implicitly expect to have their personal details kept private - frequently use tracking technologies on their websites to share user information with Google, Meta, data brokers, and other third parties, according to research published today.
Academics at the University of Pennsylvania analyzed a nationally representative sample of 100 non-federal acute care hospitals - essentially traditional hospitals with emergency departments - and their findings were that 96 percent of their websites transmitted user data to third parties.
Additionally, not all of these websites even had a privacy policy. And of the 71 percent that did, 56 percent disclosed specific third-party companies that could receive user information.
"It's shocking, and really kind of incomprehensible," said Dr Ari Friedman, an assistant professor of emergency medicine at the University of Pennsylvania, who - along with Matthew McCoy, Angela Wu, Sam Burdyl, Yungjee Kim, Noell Kristen Smith, and Rachel Gonzales - authored the paper.
"People have cared about health privacy for a really, really, really long time," Friedman noted in an interview with The Register. "It's very fundamental to human nature. Even if it's information that you would have shared with people, there's still a loss, just an intrinsic loss, when you don't even have control over who you share that information with."


There's an intrinsic loss when you don't even have control over who you share that information with 


The researchers' latest work builds on a study they published a year ago of 3,747 US non-federal hospital websites. That found 98.6 percent tracked and transferred visitors' data to large tech and social media companies, advertising firms, and data brokers.
To find the trackers on websites, the team checked out each hospitals' homepage on January 26 using webXray, an open source tool that detects third-party HTTP requests and matches them to the organizations receiving the data. They also recorded the number of third-party cookies per page. 
Who is viewing your data?
One name in particular stood out, in terms of who was receiving website visitors' information.
"In every study we've done, in any part of the health system, Google, whose parent company is Alphabet, is on nearly every page, including hospitals," Friedman observed.
"From there, it declines," he continued. "Meta was on a little over half of hospital webpages, and the Meta Pixel is notable because it seems to be one of the grabbier entities out there in terms of tracking."
Both Meta and Google's tracking technologies have been the subject of criminal complaints and lawsuits over the years - as have some healthcare companies that shared data with these and other advertisers. 
In addition, between 20 and 30 percent of the hospitals share data with Adobe, Friedman noted. "Everybody knows Adobe for PDFs. My understanding is they also have a tracking division within their ad division."
Others include telecom and digital marketing companies like The Trade Desk and Verizon, plus tech giants Oracle, Microsoft, and Amazon, according to Friedman. Then there's also analytics firms including Hotjar and data brokers such as Acxiom.
"And two thirds of hospital websites had some kind of data transfer to a third-party domain that we couldn't even identify," he added.
Of the 71 hospital website privacy policies that the team found, 69 addressed the types of user information that was collected. The most common were IP addresses (80 percent), web browser name and version (75 percent), pages visited on the website (73 percent), and the website from which the user arrived (73 percent).
Only 56 percent of these policies identified the third-party companies receiving user information.
While this puts hospital website visitors at risk of having their data collected and shared with others that they may not want, it also poses a risk to the hospitals themselves, the researchers noted.
Hospitals aren't legally required to publish website privacy policies that detail how they collect visitors' data and with whom they share it. But if they do have a privacy policy, they better make sure their processes on deleting personal information upon request, for example, follow the government polices - or they could face the wrath of regulators like the Federal Trade Commission.


	Nearly 1M medical records feared stolen from City of Hope cancer centers


	Ransomware can mean life or death at hospitals. DEF CON hackers to the rescue?


	US to probe Change Healthcare's data protection standards as lawsuits mount


	Ignore Uncle Sam's 'voluntary' cybersecurity goals for hospitals at your peril


"Websites that collect specific categories of information from certain users may also be subject to other federal and state-specific requirements in terms of data collection and notice," the paper warns.
"While the suit against Mass General Brigham and the Dana Farber Cancer Institute was brought under Massachusetts law, plaintiffs have brought similar class action lawsuits in multiple states."
Mass General Brigham ended up paying an $18.4 million settlement to resolve a class action lawsuit that alleged the institutions shared personally identifiable information about patients to Facebook, Google, and other companies.
A fundamental rethink
Of course, the data privacy threat extends beyond hospital websites, as  Friedman is quick to point out.
"Why do hospitals have tracking on their webpages?" he wondered. "It's not that they're taking kickbacks from Google and Acxiom, data brokers and advertisers and social media companies that sell their patients' data in exchange for money.
"They're doing it because this stuff is ubiquitous across the whole web. They're doing it because there's an entire tens of billions of dollars ad economy."
While it presents a major challenge for healthcare providers in general and hospitals specifically, it's also an opportunity.
"Many hospitals are academic hospitals and have computer science departments that they could collaborate with, and design new tools and startups, which is something universities are good at doing," Friedman noted. "Build a new web that doesn't involve as much tracking.
But in the meantime, and in lieu of any federal data privacy law in the US, protecting personal information falls to the individual. And for that,  Friedman recommends browser-based tools Ghostery and Privacy Badger, which identify and block transfers to third-party domains.
"It impacts your browsing experience almost none," he explained. "It's free. And you will be shocked at how much tracking is actually happening, and how much data is actually flowing to third parties." (r)
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    We never agreed to only buy HP ink, say printer owners

    
Complainants smack back after hardware giant moves to dismiss lawsuit    


    
        By 
Jude Karabus        
    

    
        Posted in Personal Tech,
        
            11th April 2024 14:00 GMT
        
    


    
HP "sought to take advantage of customers' sunk costs," printer owners claimed this week in a class action lawsuit against the hardware giant.
Lawyers representing the aggrieved were responding [PDF] in an Illinois court to an earlier HP Inc motion to dismiss a January lawsuit. Among other things, the plaintiffs' filing stated that the printer buyers "never entered into any contractual agreement to buy only HP-branded ink prior to receiving the firmware updates." They allege HP broke several anti-competitive statutes, which they claim:


bar tying schemes, and certain uses of software to accomplish that without permission, that would monopolize an aftermarket for replacement ink cartridges, when these results are achieved in a way that "take[s] advantage of customers' sunk costs."


In the case, which began in January, the plaintiffs are arguing that HP issued a firmware update between late 2022 and early 2023 that they allege disabled their printers if they installed a replacement cartridge that was not HP-branded. They are asking for damages that include the cost of now-useless third-party cartridges and an injunction to disable the part of the firmware updates that prevent the use of third-party ink.
In a March filing [PDF], HP claimed it went "to great lengths" to let customers know its printers are intended to work only with cartridges with an HP "security chip." While the plaintiffs say it uses software updates to block consumers from using cheaper rival cartridges in HP printers, the hardware giant characterizes this as "dynamic security" measures "to prevent the use of third-party printer cartridges that copy HP's security chips (i.e. cloned or counterfeit cartridges)."
"HP does not block cartridges that reuse HP security chips, and there are many such options available for sale. Nor does HP conceal its use of dynamic security," the company said.


	HP CEO pay for 2023 = 270,315 printer cartridges


	HP sued over use of forfeited 401(k) retirement contributions


	HP reveals bonkers $5k foldable tablet/laptop/desktop


	HP Inc to lay off up to 6,000 staff, cut costs by $1.4 billion


It added that the printer owners can't claim damages for being overcharged under federal antitrust laws because consumers who buy products from an intermediary can sue the manufacturer for injunctive relief under those laws, but they can't sue the manufacturer to recover damages resulting from an alleged overcharge.
[image: Man in tie smashes printer with baseball bat in a field. ]
HP customers claim firmware update rendered third-party ink verboten

READ MORE
"None of the named plaintiffs allege that they purchased printer ink directly from HP after receiving a dynamic security firmware update," HP said.
It also said Robinson and co. hadn't "plausibly alleged" that HP "acted without authorization" or "exceeded authorized access" when the software tweaks came through.
HP CEO Enrique Lores has made no secret of the fact that it hopes to pull customers into a print subscription business model.
Lores said in an interview earlier this year that if a "customer doesn't print enough or doesn't use our supplies, it's a bad investment." However, in fairness, when it comes to ink cartridges, HP is far from alone in charging steep prices, with some estimates placing printer ink prices at $439-$2,380 per liter. Some printer makers make a loss on retailing the devices.
We've asked HP for comment. The case continues. (r)
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    AWS must pay $525M to cloud storage patent holder, says jury

    
Computing giant will appeal ruling, which found infringement was not 'willful'    


    
        By 
Dan Robinson        
    

    
        Posted in Storage,
        
            11th April 2024 12:57 GMT
        
    


    
A jury has ordered Amazon Web Services to pay $525 million for infringing distributed data storage patents in a case brought by a technology outfit called Kove IO.
Kove, which styles itself as a pioneer in high-performance computer storage and data management technologies, filed its original complaint [PDF] in 2018. It claims that AWS is infringing on three Kove-held patents in cloud services, such as the Amazon S3 storage platform, as well as in its DynamoDB database service, and in other related products and services.
The trial came to a close yesterday (April 10), with the jury finding in favor of Kove and awarding it damages of over half a billion dollars. AWS said it intends to appeal the verdict, which acknowledged that the company had not willfully infringed on the patents in question.
The technology at the center of the case relates to distributed hash tables, a decentralized system used to store and retrieve data, with the data in this instance being the location information for specific data files in a scale-out data storage platform.
Those patents in question are US Patent numbers 7,814,170 ('170) "Network Distributed Tracking Wire Transfer Protocol"; 7,103,640 ('640) "Network Distributed Tracking Wire Transfer Protocol"; and 7,233,978 ('978), aka "Method and Apparatus for Managing Location Information in a Network Separate From the Data to Which the Location Information Pertains."
Kove names Dr John Overton and Dr Stephen Bailey as the inventors of the technology involved, with Overton serving as the company's CEO.
In its complaint, Kove states that the pair "realized that storing location information associated with data files across multiple servers would reduce the processing time to find a data file." Likewise, it says that the inventors "understood the need to efficiently identify which of the multiple location information servers stored the location information for a particular data file."
The result was distributed hash values that point to a location information server. While the server may not have the location information for the file the user is requesting, it will reroute to another server that does have the information.
This system "enabled hyper-scalable cloud storage and improved upon the scalability limitations of conventional storage systems," Kove states.
In its complaint, Kove claims that its technology "became essential to AWS as the volume of data stored on its cloud grew exponentially and its cloud storage business faced limitations on the ability to store and retrieve massive amounts of data."
AWS issued a fairly hefty 56-page packet of denials and counterclaims [PDF] in 2020, denying it had infringed the patents in question and arguing that the patents were actually invalid and therefore unenforceable.


	US-EAST-1 region is not the cloudy crock it's made out to be, claims AWS EC2 boss


	Huawei Cloud reveals the dynamic traffic allocation system it uses to cut bandwidth bills


	Irish power crunch could be prompting AWS to ration compute resources


	AWS severs connection with several hundred staff


In particular, AWS referred to a paper entitled "Consistent Hashing and Random Trees: Distributed Caching Protocols for Relieving Hot Spots on the World Wide Web," by David Karger et al, which it cited as prior art to the '978 patent.
However, when it came to trial, the AWS counterclaims of non[?]infringement, invalidity, unpatentability, and unenforceability of the three patents were all dismissed.
A spokesperson for AWS told The Register: "We disagree with today's ruling and intend to appeal. We thank the jury, which also acknowledged that AWS did not willfully infringe on patents."
We also asked Kove for a statement, but the company was not immediately available to respond.
However, according to Reuters, Kove's lead attorney Courtland Reichman called the verdict "a testament to the power of innovation and the importance of protecting IP rights for startup companies against tech giants."
It is notable that none of the Kove patents in the case were actually granted by the US Patent and Trademark Office before the launch of Amazon S3, the first AWS service, on March 14, 2006. However, Kove states in its complaint that applications relating to these patents were filed on July 8, 1998, perhaps implying that Amazon should have been aware of the filings before the launch of its cloud platform.
The damages of $525 million will be a drop in the ocean to Amazon, however, which recently reported overall revenue of $170 billion for Q4 of its financial year 2023, of which $24.2 billion was contributed by AWS. (r)
    






        





This article was downloaded by calibre from https://go.theregister.com/feed/www.theregister.com/2024/04/11/aws_lawsuit_kove_io/



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next







    
        Original URL: https://www.theregister.com/2024/04/11/pumpkin_os_foss_palmos/
    

    PumpkinOS carves out a FOSS PalmOS-compatible runtime environment

    
And rePalm may yet bring real PalmOS to new hardware ... even the Raspberry Pi    
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PumpkinOS is a somewhat usable runtime environment that can run some Palm apps on top of Windows or Linux, without using or needing real PalmOS.
PumpkinOS is not exactly a FOSS re-implementation of PalmOS, but it's something in that general direction. In some ways it's akin to the recreated Amiga OS AROS - a clean Free Software recreation of the old proprietary environment, without using any original code, that allows legacy apps to run. It's not a bare-metal OS, it runs on top of Windows or Linux, and provides a PalmOS-compatible environment in which original apps can run.

  Youtube Video

One impressive demo has it running on a cut-down Linux kernel on a Raspberry Pi with a touchscreen. There are also other projects afoot to bring PalmOS to more modern kit that will fit in your pocket, which we will return to in a moment.
Don't go looking for your old Palm PDA in the phone drawer
You can't run PumpkinOS on vintage Palm hardware or indeed a modern pocket device to render it Palm compatible. However, there have been tools to do that around for well over a decade now. The snag is that you need original Palm ROMs to make them work.


	Starting over: Rebooting the OS stack for fun and profit


	BlackBerry ripped itself apart wooing CIOs AND iPhone fanbois - insiders


	'Tis the season: Verizon first in line to flog Palm phone resurrection


	Ancient thumb-driven whirly-wheel smartmobe UI ported to Android


Although the PumpkinOS project has been around for a few years, it hasn't got to version 1.0, so manage your expectations. This is not a working product yet, but you can already use it to run some Palm apps. Developer "Migueletto" has a development blog in which they talk about the issues they are encountering during development, plus a YouTube channel where you can see some video demonstrations.

  Video

Other revival efforts
Another remarkable effort in Palm and PalmOS reverse engineering is the rePalm project by Russian developer Dmitry Grinberg. Rather than a blog, the account of his efforts at working out how PalmOS 5 works under the hood, and finding ways to get it running on modern hardware, takes the form of a single huge and constantly growing article, but we reckon it's worth your time to read.
More visual types may enjoy browsing through his extensive photo and video gallery. Among many other projects, Grinberg is also working on one called uARM, which aims to emulate several original Arm-powered Palm handhelds.
Grinberg told The Reg:


PumpkinOS is basically WINE. It is a high level abstraction providing the same high level API. It will support well-behaved apps but it will never reach complete compatibility since any apps that stepped at all outside of the boundary of the official API (common in PalmOS) will hit corners.


uARM is Bochs. It emulates complete actual hardware devices running completely unmodified ROMs - drivers, kernel, everything.


rePalm is closer to ReactOS. It is a completely new kernel that can support the entire unmodified userspace and drivers.


The legacy
Since, as The Reg reported back in 2005, Palm lost the plot nearly 20 years ago, there's a lot of loyalty to this long-dead platform. The company considered using Symbian for its next-gen Arm-powered devices. (In the humble opinion of The Reg FOSS desk, that was one of the great missed opportunities of the last half-century in tech; it really should have happened, and might have saved both companies.)
Palm later pondered Linux but neither panned out. In the end, a PalmOS version 6 "Cobalt" did emerge, using some Be technology, and you can still read an overview and tech specs. However, although it got as far as version 6.1, as far as we know, nobody ever shipped any hardware running "Cobalt."
The eventual owner of both PalmSource and Be, the Access Company, is still around and its NetFront browser is used in the Kindle ebook readers and Nintendo Switch handheld console. As such, there's no real hope of any code being open sourced, and ground-up recreation is the only way to go. Palm's unrelated later effort, webOS, is also still around and drives LG smart TV sets. (r)
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    MPs ask: Why is it so freakin' hard to get AI giants to pay copyright holders?

    
Agreement on consent and compensation has failed to materialize    
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UK lawmakers have slammed the government for its lack of action in protecting copyright holders against the infringement of their intellectual property by developers of artificial intelligence technologies.
In a report from House of Commons Culture, Media and Sport Committee, MPs said the government's working group on AI and intellectual property "has failed to come to an agreement between the creative industries and AI developers on creators' consent and compensation regarding the use of their works to train AI."
The stance follows a period in which the UK government has sought to create an image of international leadership in AI. Last year, it hosted an AI Safety Summit with guests including big tech CEOs and heads of state. "I'm completely confident in telling you the UK is doing far more than other countries to keep you safe," said Prime Minister Rishi Sunak.
The UK creative industries have been valued at PS109 billion ($136.65 billion), including the global TV show Who Wants to Be a Millionaire?, the Harry Potter books and films, the works of multiple Grammy award-winner Adele, and Rockstar Games' Grand Theft Auto franchise.
Yet, according to MPs, industries may not feel their work is safe from the industrialized mimicry of the new generation of AI models.
"The government must ensure that creators have proper mechanisms to enforce their consent and receive fair compensation for the use of their work by AI developers," their report said.
"It should set out measurable objectives for the period of engagement with the AI and rightsholders sectors, which it has said ministers will lead on, and provide a definitive deadline at which it will step in with legislation in order to break any deadlock. We will continue to monitor developments in this area and recommend that our successor Committee do the same next year."
The European Union has already introduced an AI Act. One of its aims is to impose transparency obligations on AI developers regarding EU copyright rules as this was "the only way to give effect to the rights of authors," one lawmaker said.


	US House mulls forcing AI makers to reveal use of copyrighted training data


	Bon Jovi, Billy Eilish, other musicians implore AI devs to think of humanity


	European Union lawmakers line up to defend world's first AI Act


	Microsoft: Copyright law didn't stop the VCR and shouldn't stop the LLM


Earlier this month, the Artist Rights Alliance launched a petition to end the use of AI that infringes upon or devalues the work of humans. The lobby group of working musicians, performers, and songwriters has gathered signatories from the estates of Frank Sinatra and Bob Marley, multi-platinum singer-songwriter Billie Eilish, rocker Jon Bon Jovi, pop singer Katy Perry, and soul pioneer Stevie Wonder.
A string of legal cases have been launched concerning the consumption and reproduction of copyrighted text by generative AI. Novelists Paul Tremblay, Christopher Golden, Richard Kadrey, and comedian Sarah Silverman accused OpenAI of unlawfully scraping their work last year, while the New York Times is suing Microsoft and OpenAI, claiming the duo infringed on the newspaper's copyright by using its articles without permission.
Last year, Microsoft and Facebook owner Meta - companies both involved with developing GenAI models - ducked questions from UK legislators about their use of copyrighted material.
Earlier, Dan Conway, CEO of the UK's Publishers Association, told the House of Lords Communications and Digital Committee that large language models were infringing copyrighted content on an "absolutely massive scale," arguing that the Books3 database - which lists 120,000 pirated book titles - had been ingested by large language models. (r)
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The Post Office, the UK government-owned retail organization for post and banking, has kicked off procurement to help build the system replacing Horizon, the disastrous EPOS and back office system at the heart of one of the country's greatest miscarriages of justice.
The Horizon system, introduced in 1999, was built by ICL before the company was acquired by Japan's Fujitsu. Errors in the system were blamed on sub-postmasters, who were prosecuted between 1999 and 2015. A statutory inquiry into the injustice is ongoing.
In a tender notice this week, the Post Office said vendors interested in working on a replacement system should sign a non-disclosure agreement. "Post Office is in the process of replacing its existing EPOS system, known as Horizon," the notice said, putting the contract price at around PS75 million ($94 million).
The document explained the Post Office is building the new system - called New Branch IT, or NBIT - in-house as part of its Strategic Platform Modernisation Programme (SPMP).
"Whilst Post Office is responsible for overall programme management, strategy and architecture it has a requirement to engage with third parties to help create the necessary solution," the notice said.
"This procurement therefore is designed to identify and appoint suitable partners to a small panel of providers of such services. Work will be let via mini-competitions within the panels on either a [time and materials] or fixed price dependent on the nature of the work packages."


... the government were pumping huge amounts of money into the Post Office, year after year. They need to be held responsible for it, they need to be addressed, the way that they've been going on


Errors in the Horizon system, which NBIT is set to replace, led to the wrongful convictions of 736 local branch managers. The public inquiry into the scandal centers on the deployment of Fujitsu's bug-ridden Horizon accounting system, which made mistakes in calculating the finances of local Post Office branches. The errors and the erroneous prosecutions left some bankrupt and others feeling suicidal, with several succeeding in ending their lives. Sixty people died before just seeing any sort of justice served.
[image: Belfast, northern Ireland - A bronze statue named `Eco' standing outside the McClay Library]
How governments become addicted to suppliers like Fujitsu

READ MORE
However, in April last year, the Post Office awarded a PS16.5 million ($20.69 million) contract to Fujitsu to extend its support for on-prem Horizon systems as its transition to the cloud was delayed.
"The program to transfer the services to a new cloud provider created fundamental technical challenges that [the Post Office] could not economically and technically overcome, and the business has taken the decision to pivot back to the Fujitsu provided Horizon Data Centres until the successful transfer of services out of Horizon and into its replacement New Branch IT," a tender document said.


	Fujitsu bags PS142M UK government work since Horizon probe announced


	Fujitsu set to be preferred bidder in UK digital ID scheme


	As AI booms, land near nuclear power plants becomes hot real estate


	Fujitsu to shutter operations in Republic of Ireland


Since the Horizon scandal came to the attentions of the wider public through a television dramatization, Fujitsu has agreed not to tender for UK public sector work until the end of the inquiry, while the government has promised to accelerate compensation.
Alan Bates, the former sub-postmaster who helped lead the campaign for justice, told the inquiry yesterday that the government should have taken control of the Horizon scandal sooner than it did instead of deferring to the Post Office. "In fact, the government were pumping huge amounts of money into the Post Office, year after year. They need to be held responsible for it, they need to be addressed, the way that they've been going on, and it's very hard to engage [with the government]." (r)
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High-profile individuals including MPs said to be caught up in leak    
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Exclusive Taxi software biz iCabbi recently fixed an issue that exposed the personal information of nearly 300,000 individuals via an unprotected database.
The names, email addresses, phone numbers, and user IDs of the 287,961 affected individuals in the UK and Ireland were all exposed online. According to research shared with The Register ahead of publication, the details of individuals with senior roles in media outlets such as the BBC and various government departments such as His Majesty's Treasury, the UK Home Office, and the Ministry of Justice were included.
A number of former UK Members of Parliament (MPs), as well as one senior policy advisor and one EU ambassador, were caught up in the data exposure, it's understood.
Around 2,000 academic email addresses (those with .ac.uk domains) were also visible in the exposed data set. Jeremiah Fowler, the cybersecurity researcher who disclosed the findings to vpnMentor, said every account appeared to be unique, with no duplicates.
Such data could theoretically be used in convincing phishing scams that impersonate the taxi company, using the victim's full name and appearing legitimate by knowing other details, including their user IDs.
Dublin-based iCabbi provides software to more than 800 taxi fleets in 15 countries, including apps that comprise an entire platform. Dispatch is a system to manage fleet dispatching and BookApp is the underlying technology that allows taxi companies to provide a consumer-facing ride-hailing app experience without a bespoke application.
The company also offers software such as BookBusiness to more easily manage account-based customers, BookVoice for automated voice booking, and a suite of driver apps for things like navigation and in-car payments.
The exposed data appears to be related to the customer-facing apps powered by iCabbi's technology, given that staff details weren't included in the exposure.
Asked how Fowler was able to link the data to iCabbi, he said: "[iCabbi was] the common denominator. There were also mentions of iCabbi inside the database."
He went on to say that locating the database was "extremely easy" and the company was lucky it heard from an ethical researcher rather than a gang of cybercrminals.
"In this case, I found [the database] using the API of an IoT search engine," said Fowler. "The exposed files were indexed and I manually reviewed them. Unfortunately, it was extremely easy to find and the real danger is that many bad actors are also looking for this type of data.
"Luckily, they received a responsible disclosure notice from a security researcher and secured the database instead of a ransomware notice."
Fowler thinks the database was a content management storage repository used by the application for various documents which also included terms and conditions files alongside customer data. The exposed records were stored in the same folder as other documents that were protected, but the nature of these isn't known.


	UK businesses shockingly unaware of how to handle security threats


	Home Depot confirms worker data leak after miscreant dumps info online


	Ransomware gang did steal residents' confidential data, UK city council admits


	Nearly 1M medical records feared stolen from City of Hope cancer centers


"As an ethical security researcher, I never bypass authorization credentials and only view documents that are publicly accessible to anyone with an internet connection," he said. "The potential risk of cybercriminals knowing the file paths of where documents are stored could allow a targeted brute force attack against the wider network or identifying individual misconfigured documents.
"I am not saying iCabbi's network was at imminent risk, but I am providing a hypothetical risk of exposing the file path where customer documents are collected and stored."
iCabbi didn't respond to El Reg's repeated requests for comment, but it did tell Fowler that human error was the cause of the security snafu, as is so often the case.
"Thanks again for bringing this to my attention - we have deleted the records," a company representative told the researcher. "Human error to blame here unfortunately ... part of a migration of customers but we should not be using public folders. We are going to engage with customers to make them aware of this breach."
To iCabbi's credit, the company addressed the issue within a day, and according to Fowler responded to his disclosure professionally.
"I respect their honesty and disclosing how the exposure happened. To me this shows honesty and transparency," he said. "In my experience, when an organization has a data incident there is a very low likelihood that they will have another one in the next few years.
"This is because the resources are given and they invest in cyber security and vulnerability testing. According to research by Stanford University found that approximately 88 percent of all data breaches are caused by human error. Mistakes happen, it is not about naming and shaming as much as it is about awareness and customers being informed."
Whether the company has been in touch with affected customers yet, as it said it would, is unknown. Questions also remain about how long the database was exposed and whether it was ever accessed by cybercriminals. We'll update this story if iCabbi responds. (r)
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Hydrotreated vegetable oil to power bit barns stateside after successful Euro trial    
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Datacenter operator Digital Realty is replacing diesel with hydrotreated vegetable oil (HVO) at sites in the US in a bid to reduce carbon dioxide emissions following a successful trial in Europe.
The global bit barn provider said that HVO will be introduced first at three of its sites in California and Oregon as an alternative to diesel for powering its backup generators. It expects this will help it avoid approximately 12,000 metric tons of CO2 emissions, compared with previous years.
Those three sites will be the PDX12 facility in Hillsboro, Oregon, SC1 in Santa Clara, California, and LAX12 in El Segundo, California, according to Digital Realty.
HVO, often referred to as a renewable or fossil-free form of diesel, is a biofuel made from processing vegetable oils or other residue oils. Digital Realty said that it already uses this at over 20 sites across Europe, and with this deployment in the US, it will be using HVO in seven global markets, covering about 15 percent of its global operating portfolio.
Vice President of Sustainability Aaron Binkley hailed it as a significant milestone in its pursuit of solutions to address the environmental impact of operating huge data dormitories.
"We are pleased to be adopting HVO in the US for datacenters, and to be setting a new standard for datacenter sustainability worldwide," Binkley said in a statement.
But Digital Realty isn't the only datacenter operator turning to HVO as an alternative to diesel. Last year, AWS said it was switching to the biofuel for backup power generators at its facilities in Europe, with sites in Ireland and Sweden the first to make the move.
HVO has advantages over other biodiesel replacements, in that it does not require any modification to the backup generators and remains stable in cold winter temperatures. It is also said to deliver similar performance to conventional diesel.
However, there are some potential disadvantages. Although CO2 and soot emissions are greatly reduced compared with standard diesel, nitrogen and particulate emissions are said to be almost the same.


	Digital Realty: We hear you like your racks dense, how does 70kW sound?


	Digital Realty lines up hefty solar, wind projects for APAC datacenters


	Former Digital Realty datacenter reborn as urban farmstead


	Colocation giants shrug off inflation as demand surges


Costs were also said to be higher at one point due to limited supplies of feedstock, but can now be made from a wider range of materials, including waste byproducts.
Digital Realty claims that use of HVO has reduced its fuel-related lifecycle carbon emissions by 90 percent in France, and the company has since deployed the fuel across multiple sites in Amsterdam and Madrid as well.
This time last year, Digital Realty was lining up renewable energy projects such as solar and wind power for datacenters in the Asia-Pacific region as part of efforts to reduce CO2 emissions there.
Other alternative power sources include hydrogen fuel cells, which one European datacenter operator pioneered as a backup power source in 2022. Since then, their use has been expanded to being investigated as the primary power for bit barns, while others are turning to more extravagant alternatives such as nuclear power. (r)
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AI on its own may not be as useful for discovering new materials as Google's DeepMind team has suggested.
Two materials scientists affiliated with UC Santa Barbara have analyzed a Google paper published in Nature last November and conclude that it promises more than it delivers. Google's DeepMind team, however, disagrees and stands by their work, arguing that their UCSB critics mischaracterize their research and fail to appreciate their goals.
In November 2023, Google DeepMind boffins Amil Merchant and Ekin Dogus Cubuk announced the publication of a paper in the scientific journal Nature titled, "Scaling deep learning for materials discovery." Their co-authors include: Simon Batzner, Samuel Schoenholz, Muratahan Aykol, and Gowoon Cheon.
The paper describes Graph Networks for Materials Exploration (GNoME), "our new deep learning tool that dramatically increases the speed and efficiency of discovery by predicting the stability of new materials."
GNoMe has expanded the number of materials available to science by discovering crystalline structures, "many of which escaped previous human chemical intuition," the authors claim.
"With GNoME, we've multiplied the number of technologically viable materials known to humanity," declared Merchant and Cubuk.
"Of its 2.2 million predictions, 380,000 are the most stable, making them promising candidates for experimental synthesis. Among these candidates are materials that have the potential to develop future transformative technologies ranging from superconductors, powering supercomputers, and next-generation batteries to boost the efficiency of electric vehicles."
Well, maybe not so much it seems.
Novel, credible and useful?
In an article published Monday in the journal Chemistry of Materials, Anthony Cheetham and Ram Seshadri, both research professors in the Materials Research Lab at UC Santa Barbara, argue that the materials identified by GNoME aren't as useful as has been suggested.
Cheetham and Seshadri take issue with the expansive language of the DeepMind paper, which states, "Our work represents an order-of-magnitude expansion in stable materials known to humanity."
The two UC Santa Barbara boffins argue the DeepMind predictions "are solely of crystalline inorganic compounds and should be described as such, rather than using the more generic label 'material.'" They note that there are many more types of materials into which GNoME did not delve, such as polymers, glasses, metal[?]organic frameworks, heterostructures, and composites.


	H-1B visa fraud alive and well amid efforts to crack down on abuse


	US House mulls forcing AI makers to reveal use of copyrighted training data


	Hailo's latest AI chip shows up integrated NPUs and sips power like fine wine


	Google Cloud chief is really psyched about this AI thing


More significantly, they argue that meaningful predictions of new materials should be: credible - the structure and composition of matter should be something that can be realized in experiments; novel - not a trivial extension of known compounds; and useful - exhibiting enough evidence of utility to be recognized as materials.
And GNoME's addition to the canon of known stuff doesn't fit within this triangle, it's argued.
"We examine the claims of this work here, unfortunately finding scant evidence for compounds that fulfill the trifecta of novelty, credibility,and utility," explain Cheetham and Seshadri in their analysis of DeepMind's work. "While the methods adopted in this work appear to hold promise, there is clearly a great need to incorporate domain expertise in materials synthesis and crystallography."
Cheetham elaborated to The Register. "We do believe that there is a lot of potential for the applications of AI to materials science (and indeed to chemistry, though that is a broader question).
"However, the paper from Google DeepMind is not particularly useful to experimentalists such as ourselves because it offers an overwhelming number of predictions (2.2 million, of which nearly 400,000 are believed to be stable), many of which do not appear to be very novel. These are chemical compounds rather than materials because they have no demonstrated functionality or utility at this point. "
Cheetham said it's premature to place limits on the potential utility of AI in materials science at this point. "However, as I hope our article makes clear, we do believe that AI has a great future in the area when it is combined with first-class domain expertise from materials scientists."
"We stand by all claims made in Google DeepMind's GNoME paper," a Google DeepMind spokesperson told The Register.
"Our GNoME research represents orders of magnitude more candidate materials than were previously known to science, and hundreds of the materials we've predicted have already been independently synthesized by scientists around the world." (r)
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KPMG Accountants NV, the Netherlands-based arm of the global professional services firm, has been fined $25 million (EU23 million, PS20 million) by the US's Public Company Accounting Oversight Board (PCAOB) for failing to prevent its financial auditors from cheating on exams.
That's half what the firm's US subsidiary agreed to pay in 2019 to settle similar cheating charges brought by the US Securities and Exchange Commission (SEC). Given KPMG brought in $36 billion in revenues worldwide last year, the fine levied in the Netherlands represents about seven hours of annual takings.
Though KPMG insists that "integrity" is one of its five core values, on Wednesday the PCAOB, overseen by the SEC, censured [PDF] the firm's Dutch subsidiary, imposed a $25 million penalty, and demanded remedial action to protect the public interest and investors.
According to the PCAOB, from around October 2017 through December 2022, KPMG Netherlands allowed personnel to take internal training tests - required to maintain professional accounting certification - without adequate oversight or controls, in violation of the Board's rules.
"Those quality control failures prevented [KPMG NV] from identifying that hundreds of [company] professionals were involved in improper answer sharing - either by providing access to test questions or answers, or by receiving such access without reporting it - in connection with tests for mandatory internal training courses," the PCAOB explained in its disciplinary order.


	H-1B visa fraud alive and well amid efforts to crack down on abuse


	Post Office slapped down for late disclosure of documents in Horizon scandal inquiry


	Iowa sysadmin pleads guilty to 33-year identity theft of former coworker


	Software engineer helped put Sam Bankman-Fried behind bars, say prosecutors


KPMG Netherlands employees, the accounting watchdog noted, used various means to share test answers and took tests together. "The vast majority of the professionals who engaged in improper answer sharing performed work for the [KPMG NV]'s Assurance practice."
The mandatory tests and training for staff have been conducted through online platforms since 2017 in the Netherlands. According to the PCAOB, most of the misconduct happened through email messages containing test contents or answers. And this behavior occurred despite awareness of the KPMG's $50 million settlement in the US.
"Of the hundreds of [KPMG NV] personnel who engaged in improper answer sharing during this period, the overwhelming majority did so at least once after the June 2019 publication of the KPMG US settlement," the oversight board noted.
The country's own oversight watchdog, the Dutch Authority for the Financial Markets (AFM), conducted a parallel investigation and placed KPMG Netherlands under "enhanced supervision" - a program that includes remediation, analysis, and procedural changes to prevent further ethical lapses.
This went right to the top
As both the AFM and PCAOB noted, the unethical conduct extended to top managers.
"The improper answer sharing included a number of [KPMG NV] partners and some of its most senior leaders, including Marc Hogeboom, who served as the firm's head of assurance and on the firm's Management Board, and another individual who served as the chairman of the firm's Supervisory Board," the PCAOB asserted.
The US watchdog issued a separate order [PDF] censuring Hogeboom, fining him $150,000, and barring him from associating with a registered public accounting firm. Hogeboom is no longer with KPMG.
In a statement, Stephanie Hottenhuis, CEO of KPMG in The Netherlands, acknowledged just how badly the firm had failed.
"The conclusions are damning, and the penalty is a reflection of that. I deeply regret that this misconduct happened in our firm. Our clients and stakeholders deserve our apology," she declared.
"Following the investigation, people at all levels of seniority who participated in answer sharing have been sanctioned. Some of them have left the firm. It is a hard lesson, but we are determined to learn from this." (r)
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    Samsung strikes trouble as unions threaten walkouts, regulator swoops

    
Oh great - another potential kink in the silicon supply chain    
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Samsung Electronics has struck trouble at home, potentially threatening the supply of semiconductors and smartphones.
One source of strife is the Korean giant's own workers, which last week voted to consider strike action after mediation efforts in a long-running pay dispute failed.
Samsung Electronics employs over 100,000 people in South Korea, and until 2018 had an informal but always-observed policy of not allowing them to unionize. That changed after management recognized the firm was out of step with contemporary Korean industrial relations practices, and after international campaigns by labor organizations.
Staff are now represented by at least five unions, which have sought better pay and conditions. Samsung has offered a 5.1 percent pay rise, while the unions want a 6.5 percent bump.
After long talks with Samsung failed, votes were held last week to consider strikes.
Workers decided they are willing to walk out. Unions whose members are dominated by workers at semiconductor and smartphone facilities led the charge.
For now, Samsung's staff are focusing on protests. The National Samsung Electronics Union, for example, has called for 1,000 workers to let their anger be known at a Samsung Office building.
Samsung has declared it is open to ongoing negotiations. But the prospect of strikes remains very real - just as the semiconductor and smartphone markets return to growth and potentially deliver enormous profits, thanks to demand for fast memory to power AI applications and improving consumer confidence.
If a strike goes ahead, it will be the first in the 54-year history of Samsung Electronics.


	Samsung enterprise SSD prices skyrocket thanks to AI's appetite for storage


	AI boom is boosting demand even for HDDs, raising prices by up to 20% since Q3


	Samsung preps inferencing accelerator to take on Nvidia, scores huge sale


	Samsung and SK halt sales of used chipmaking gear to brokers


Samsung's other problem also erupted yesterday, as South Korea's Fair Trade Agency - the nation's antitrust watchdog - sanctioned Samsung for requiring local retailers to enter the price at which it sold the chaebol's products into an application.
That requirement meant Samsung knew how much profit its retailers made on its products and was able to negotiate wholesale prices accordingly - to its own advantage.
The electronics and home appliance giant required disclosure of that info from 2017 to 2023, but quit once the Fair Trade Agency opened an investigation.
The Agency yesterday ordered Samsung to stop collecting sale price info - forever - and to stop attempting to understand retailers' affairs. Continuous monitoring is now in place - if Samsung doesn't do the right thing, trouble awaits. (r)
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    Google plunks down $1 billion for extra Japan-US submarine cable

    
Adds Hawaii stopover for another planned link    
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            11th April 2024 04:29 GMT
        
    


    
Google announced on Wednesday it will invest $1 billion in two submarine cables to create new routes between the US and Japan.
The subsea cables are named Proa and Taihei, and both will be built by Japanese tech giant NEC Corp.
The route planned for Proa traverses Japan, the Commonwealth of the Northern Mariana Islands (CNMI), and then on to Guam. Google's already-in-the-works Taiwan-Philippines-US (TPU) cable system is also getting an extension to CNMI. TPU is also built by NEC and current plans call for it to connect Taiwan, the Philippines, Guam and the US. It is slated to be ready for service in May 2025.
"As the CNMI's first international subsea cables, Proa and TPU will together establish a new route between the continental US and Shima, Japan," stated CNMI.
[image: Google_subsea_cable_Japan]
Google's planned Japan-linked subsea cable system - Click to enlarge


Taihei will offer a direct connection between Japan and Hawaii.
Google's Tabua cable - built by SubCom and expected operational in 2026 - will now be extended to Hawaii, adding an extra stop on its route from the US to Fiji and Australia.
"Once complete, the Taihei and Tabua systems will create a diverse path between the continental US to Takahagi, Japan," boasted Google.
Finally, Google is constructing an interlink cable between Hawaii, the CNMI and Guam to "connect the transpacific routes, improving their reliability and reducing latency for users in the Pacific Islands and around the world."


	Japan may join UK/US/Australia defense-oriented AI and quantum alliance


	US, Australia solicit Google's help with Pacific subsea cable project


	Google to lay Asia-Pacific to South America undersea cable


	AI could crash democracy and cause wars, warns Japan's NTT


The cable rated a mention after Japanese prime minister Kishida Fumio and US president Joe Biden met on Wednesday, and pledged "to realize a free and open Indo-Pacific and world."
A joint statement issued after the meeting declared: "We welcome the announcement of Google's $1 billion investment in digital connectivity for North Pacific Connect, which expands the Pacific Connect Initiative, with NEC, to improve digital communications infrastructure between the United States, Japan and Pacific Island Nations."
The duo explained that the US and Japan "plan to collaborate with like-minded partners to build trusted and more resilient networks and intend to contribute funds to provide subsea cables in the Pacific region, including $16 million towards cable systems for the Federated States of Micronesia and Tuvalu." (r)
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    US 'considering' end to Assange prosecution bid

    
Cryptic Biden hint came ahead of April 16 deadline for next step in extradition case    
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The Biden Administration is contemplating Australia's request to end its bid to prosecute WikiLeaker-in-Chief Julian Assange, an Australian citizen.
US president Joe Biden revealed the matter is under consideration when fielding a shouted question in the aftermath of his meeting with Japanese prime minister Kishida Fumio.
Asked "Do you have any response to Australia's request that you end Julian Assange's prosecution?" Biden offered a terse: "We're considering it."
While those three words are far from definitive, they're an advance on the US's previous position - which has seen the Department of Justice pursue Assange for what it describes as his "alleged role in one of the largest compromises of classified information in the history of the United States." That's a reference to WikiLeaks courting former US Army soldier Chelsea Manning to share classified material.
Actually trying Assange on those charges depends on being able to extradite him from the UK.
The most recent hearing in that matter saw UK judges defer their decision, and instead seek "satisfactory assurances" from the US government that Assange:

	Can rely on the protection of free speech in the First Amendment to the United States Constitution, as if he were a US citizen;


	Is not prejudiced at trial (including sentence) by reason of his Australian nationality;


	Will not face the death penalty.


Those requirements were delivered on March 26, and the US is required to respond by April 16.
Assange's most recent hearing came after Australia's House of Representatives passed a motion calling for "the UK and US bringing the matter to a close so that Mr Assange can return home to his family in Australia," on February 14. Australian prime minister Anthony Albanese was among the 86 votes in support of the motion (44 voted against - many by not showing up for the vote.


	Pentagon whistleblower Ellsberg given months to live


	CIA accused of illegally spying on Americans visiting Assange in embassy


	UK Home Office signs order to extradite Julian Assange to US


	Ecuador shreds Julian Assange's citizenship


Australia is an ally of both the US and the UK, and plans to acquire its first nuclear-powered submarines with the assistance of both. The Land Down Under's current government is sympathetic to Assange, inasmuch as his legal woes have now run for the five years he's been imprisoned in the UK and the seven years he spent holed up in Ecuador's London embassy.
The motion also noted that in 2011 WikiLeaks won the Walkley Award for Most Outstanding contribution to Journalism - Australia's top journalism prize.
However, Wikileaks has also had some less-than-brilliant journalistic moments. In 2016 its leak of 300,000 Turkish government emails effectively doxxed thousands of women. (r)
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    India's Uber clone Ola Cabs hails ride out of the international market

    
Australian drivers given two days' notice, UK and New Zealand services also shuttered    
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Indian ride-sharing outfit Ola Cabs is shuttering operations in Australia, New Zealand, and the UK as the company shifts focus to its domestic business.
"Our ride-hailing business is growing rapidly, and we remain profitable and segment leaders in India. The future of mobility is electric - not just in personal mobility but also for the ride-hailing business and there is immense opportunity for expansion in India," a spokesperson told media.
"With this clear focus, we've reassessed our priorities and have decided to shut down our overseas ride-hailing business in its current form in the UK, Australia and New Zealand."
Ola customers in Australia began receiving notices on Wednesday stating that the company would discontinue operations as of April 12.
The company reportedly emailed drivers with the same news, adding that all Ola promotional material should be destroyed and removed from vehicles.
Attempts to book cabs via Ola in Australia resulted in error messages revealing that the company doesn't serve the location.
The departure leaves Uber and Didi as dominant ride-hailing players in Australia, where Ola has been a contender since January 2018.
Australia was Ola's first overseas market. New Zealand followed in September 2018, and the UK in March 2019.


	Uber Australia to pay $178M to settle cabbies' class action


	Electric two-wheelers are set to scoot past EVs in road race


	Ancient art of banning rideshare companies revived in India, this time on motorbikes


	Google uses India to test 'deliver to the house near the post office' feature


The abrupt departure has sparked concern from the Transport Workers' Union (TWU), which said it was seeking a meeting with the company.
TWU National Secretary Michael Kaine alleged that the industry "is cannibalising itself" through "unchecked supply chain pressure and exploitative competition."
"Ola's exit shows how critical it is to get standards in place to lift pay and make transport gig jobs safe, secure and sustainable," asserted Kaine.
Documents from the Australian Securities and Investment Commission reportedly suggest the Australian venture was a loss-making subsidiary since Ola's parent company paid AU$142 million ($94 million) for shares in the entity.
But within India, where Ola offers a two-wheeled vehicle in addition to its ride-share services, brighter days seem to be coming. The company's mobility revenue reportedly increased by 58 percent year-on-year to INR 2,135 Crore ($259 million) for FY23.
The Reg has asked Ola to comment and will report back should the company respond. (r)
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    US Air Force secretary so confident in AI-controlled F-16s, he'll fly in one

    
With a pilot as backup of course - VENOM is still emerging tech    
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The US Air Force is rapidly scaling up its plans to automate some of its fleet, and the civilian boss of the service says he's planning to fly in one of the robo-planes this northern spring.
Last week the USAF delivered three F-16 fighters to Eglin Air Force Base, for conversion to full AI control as part of the Viper Experimentation and Next-gen Operations Model (VENOM) autonomous test bed program.
Speaking on Tuesday at a defense meeting of the US Senate Appropriations Committee, Air Force Secretary Frank Kendall reported the program was making strong progress and that he will be a test non-pilot in one of the aircraft - with some backup, of course.
"I'm going to take a ride in an autonomously flown F-16 later this year," Kendall testified. "There will be a pilot with me who will just be watching, as I will be, as the autonomous technology works, and hopefully, neither he nor I will be needed to fly the airplane."
Kendall praised the progress of the Air Force's automation program, of which VENOM is a part. The research arm of the military, DARPA, has worked on this for over five years, and in 2023 the Air Force asked for around $6 billionto build a fleet of advanced drones after demonstrating that an F-16 could fly using software alone.


	Wow, so they actually let AI fly an F-16 fighter jet


	Air Force colonel 'misspoke' when he said an AI-drone 'killed' its human operator


	China aims to pair J-20 stealth fighter with 'loyal wingman' battle drone


	US military pulls the trigger, uses AI to target air strikes


To be clear, the next conflict involving the US won't see autonomous F-16s in action. They are purely a testbed for developing software for the next generation of drones. And the software's already pretty good - four years ago an AI model beat Air Force pilots 5-0 in an F-16 flight simulator. Real-life Mavericks (yes, we know he's Navy) may be heading for extinction, but not today.
"It's important to understand the 'human-on-the-loop' aspect of this type of testing, meaning that a pilot will be involved in the autonomy in real time and maintain the ability to start and stop specific algorithms," explained lieutenant colonel Joe Gagnon, commander of the 85th Test and Evaluation Squadron. "There will never be a time where the VENOM aircraft will solely 'fly by itself' without a human component."
[image: f16]
Relax pilot, you still have a job - Click to enlarge. Source: USAF/David Shelikoff


The end goal is what the Air Force calls "Collaborative Combat Aircraft" - aka your drone buddy who's fun to fly with. The USAF envisages a future in which fighters and bombers can fly with AI-powered sentry drones that can handle enemies, relay communications, and run interference to a target.
It's an idea whose time has come - at least in military minds. The UK had its Project Mosquito drones until the project was canceled and replaced with a cheaper solution, and Australia is trialing Boeing's MQ-28 Ghost Bat for use in the skies Down Under. China is developing a "loyal wingman" drone that seems well advanced, and is causing Kendall concern.
"The Department of the Air Force is in a race for technological superiority against a well-resourced strategic competitor," he argued [PDF] regarding China in the Senate hearings.
"The United States is now facing a competitor with national purchasing power that exceeds our own - a challenge we have never faced in modern times. The PLA is actively developing and expanding capabilities to challenge strategic stability, attack our critical space systems, and defeat our ability to project power - especially air power." (r)
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    Next-gen Meta AI chip serves up ads while sipping power

    
Fresh silicon won't curb Zuck's appetite for GPUs just yet    
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After teasing its second-gen AI accelerator in February, Meta is ready to spill the beans on this homegrown silicon, which is already said to be powering ad recommendations in 16 regions.
The Facebook goliath has been designing custom accelerators for all manner of workloads ranging from video streaming to machine learning to drive the recommender models behind its advertising empire.
The latest addition to the Meta Training Inference Accelerator (MTIA) family claims a 3x higher performance and a 1.5x power efficiency advantage over the first-gen part, which our friends at The Next Platform analyzed last year.
According to Meta, the second-generation chip, which we're going to call MTIA v2 for the sake of consistency, was designed to balance compute, memory capacity, and bandwidth to get the best possible performance for the hyperscaler's internal ranking and recommender models.
Digging into the design, the accelerator features an 8x8 grid of processing elements (PEs) which together offer a 3.5x higher dense compute performance or 7x higher performance with sparsity enabled compared to MTIA v1.
[image: Meta's AI accelerators are already powering the hyperscaler's ranking and recommender models]
Meta's latest AI accelerator, above, are already powering the hyperscaler's ranking and recommender models - Click to enlarge. Source: Meta


Beyond using a smaller 5nm TSMC process node and boosting the clock speed from 800MHz to 1.35GHz, Meta notes several architectural and design improvements that contributed to the latest part's performance gains. These include support for sparse computation, more on-die and off-die memory, and an upgraded network-on-chip (NoC) with twice the bandwidth of the old model. Here's how the first and second generation compare:





	 
	MTIA v1
	MTIA v2




	Process tech

	7nm TSMC

	5nm TSMC




	Die area

	373mm2

	421mm2




	PEs

	8x8 grid

	8x8 grid




	Clock speed

	800MHz

	1.35GHz




	INT8 perf

	102 TOPS

	354/708* TOPS




	FP16/BF16 perf

	51.2 TFLOPS

	177/354* TFLOPS




	PE mem

	128KB per PE

	384KB per PE




	On-chip mem

	128MB

	256MB




	Off-chip mem

	64GB

	128GB




	Off-chip mem BW

	176GB/s

	204GB/s




	Connectivity

	8x PCIe Gen 4.0 - 16GB/s

	8x PCIe Gen 5.0 - 32GB/s




	TDP

	25W

	90W







  * Sparse performance. You can find a full breakdown of both chips here.

It should be noted that the MTIA v2 won't eliminate the web goliath's need for GPUs. Meta supremo Mark Zuckerberg has previously said his mega-corporation will deploy 350,000 Nvidia H100 accelerators and will have the equivalent of 600,000 H100s operational by year's end.
Instead, MTIA follows an increasingly familiar pattern for Meta (and others) of developing custom silicon tailored to specific tasks. The idea being that while the kit may not be as flexible as CPUs and GPUs, an ASIC when deployed at scale can be more efficient.
While the latest chip consumes nearly four times the power of its predecessor, it's capable of producing up to 7x the floating point performance. Pitted against a GPU, Meta's latest accelerator manages 7.8 TOPS per watt (TOPS/W), which as we discussed in our Blackwell coverage, beats out Nvidia's H100 SXM at 5.65 TOPS/W and is more than twice that of the A100 SXM at 3.12 TOPS/W.
Having said that, it's clear that Meta has gone to great lengths to size the chip to its internal workloads -- namely inferencing on recommender models. These are designed to render personalized suggestions such as people you may know or, more importantly for Meta's business model, which ads are most likely relevant to you.
The chips are also designed to scale out as needed and can be be deployed in a rack-based system containing 72 accelerators in total: Each system combines three chassis each containing 12 compute boards with two MTIA v2 chips per board.
[image: Each MTIA v2 chassis contains 12 compute boards each containing a pair of accelerators]
Each MTIA v2 chassis contains 12 compute boards each sporting a pair of accelerators ... Click to enlarge. Source: Meta.


In terms of deploying workloads, Meta is leaning heavily on the PyTorch framework and Triton compiler. We've seen this combination used to perform tasks on various GPUs and accelerators, in part because it largely eliminates the need to develop code optimized for specific hardware.


	Imagination licenses RISC-V CPU cores for smart TVs, IoT, embedded stuff


	Hailo's latest AI chip shows up integrated NPUs and sips power like fine wine


	Google joins the custom server CPU crowd with Arm-based Axion chips


	Intel Gaudi's third and final hurrah is an AI accelerator built to best Nvidia's H100


Meta, has been a major proponent of PyTorch, which it developed before handing the reins over to the Linux Foundation, as it gives engineers the flexibility to develop AI applications that can run across a variety of GPU hardware from Nvidia and AMD. So it makes sense that Meta would want to employ the same technologies with its own chips.
In fact, Meta claims that by co-developing its software and hardware together it was able to achieve greater efficiency compared to existing GPUs platforms and expects to eke out even more performance through future optimizations.
MTIA v2 certainly won't be the last silicon we see from Meta. The social media giant says it has several chip design programs underway, including one that will support future generative AI systems. (r)
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    It's 2024 and Intel silicon is still haunted by data-spilling Spectre

    
Go, go InSpectre Gadget    
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Intel CPU cores remain vulnerable to Spectre data-leaking attacks, say academics at VU Amsterdam.
We're told mitigations put in place at the software and silicon level by the x86 giant to thwart Spectre-style exploitation of its processors' speculative execution can be bypassed, allowing malware or rogue users on a vulnerable machine to steal sensitive information - such as passwords and keys - out of kernel memory and other areas of RAM that should be off limits.
The boffins say they have developed a tool called InSpectre Gadget that can find snippets of code, known as gadgets, within an operating system kernel that on vulnerable hardware can be abused to obtain secret data, even on chips that have Spectre protections baked in.
InSpectre Gadget was used, as an example, to find a way to side-step FineIBT, a security feature built into Intel microprocessors intended to limit Spectre-style speculative execution exploitation, and successfully pull off a Native Branch History Injection (Native BHI) attack to steal data from protected kernel memory.
"We show that our tool can not only uncover new (unconventionally) exploitable gadgets in the Linux kernel, but that those gadgets are sufficient to bypass all deployed Intel mitigations," the VU Amsterdam team said this week. "As a demonstration, we present the first native Spectre-v2 exploit against the Linux kernel on last-generation Intel CPUs, based on the recent BHI variant and able to leak arbitrary kernel memory at 3.5 kB/sec."
A quick video demonstrating that Native BHI-based attack to grab the /etc/shadow file of usernames and hashed passwords out of RAM on a 13th-gen Intel Core processor is below. We're told the technique, tagged CVE-2024-2201, will work on any Intel CPU core.

  Youtube Video

The VU Amsterdam team -- Sander Wiebing, Alvise de Faveri Tron, Herbert Bos and Cristiano Giuffrida -- have now open sourced InSpectre Gadget, an angr-based analyzer, plus a database of gadgets found for Linux Kernel 6.6-rc4 on GitHub.
"Our efforts led to the discovery of 1,511 Spectre gadgets and 2,105 so-called 'dispatch gadgets,'" the academics added. "The latter are very useful for an attacker, as they can be used to chain gadgets and direct speculation towards a Spectre gadget."
These numbers suggest a "nontrivial attack surface," said the researchers, who pointed to an Intel security advisory that includes updated software-level mitigations for these kinds of Native BHI attacks.
As we understand things, Intel in 2022 addressed BHI attacks with hardware and software-level protections as well as recommendations like not allowing unprivileged eBPF use.
Now an updated exploit, dubbed Native BHI, was developed using InSpectre Gadget that defeats those defense mechanisms, leading to the x86 titan issuing updated advice for developers and patches for the Linux kernel to block exploitation of CVE-2024-2201 - we assume other operating systems will need fixing up, too.
"External academic researchers reported new techniques to identify BHI sequences that could allow a local attacker who can already execute code to possibly infer the contents of Linux kernel memory," an Intel spokesperson told The Register today.
"Intel has previously shared mitigation guidance for BHI and intra-mode BTI attacks. In light of this new report, Intel is releasing updated guidance to assist in broader deployment of these mitigations."
AMD and Arm cores are not vulnerable to Native BHI, according to the VU Amsterdam team. AMD has since confirmed this in an advisory
History lesson
InSpectre Gadget, and the related research and Native BHI exploit, builds on the boffins' earlier work exploiting the Spectre variant BHI.
Spectre emerged in public in early 2018, along the related Meltdown design blunder, which The Register first reported. Over the years various variants of Spectre have been found, prompting engineers to shore up the security around performance-boosting speculative execution units.


	Linux kernel logic allowed Spectre attack on 'major cloud provider'


	Another data-leaking Spectre bug found, smashes Intel, Arm defenses


	Downfall fallout: Intel knew AVX chips were insecure and did nothing, lawsuit claims


	Rust rustles up fix for 10/10 critical command injection bug on Windows


After the aforementioned steps were taken to shut down BHI-style attacks, "this mitigation left us with a dangling question: 'Is finding 'native' Spectre gadgets for BHI, ie, not implanted through eBPF, feasible?'" the academics asked.
The short answer is yes. A technical paper [PDF] describing Native BHI is due to be presented at the USENIX Security Symposium. (r)
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    US House mulls forcing AI makers to reveal use of copyrighted training data

    
Proposed law doesn't include any ban on use of such stuff to build models, mind you    
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A bill introduced in the US House of Representatives would require those training AI models to disclose any and all copyrighted works used, and it would apply retroactively.
Proposed yesterday by Congressman Adam Schiff (D-CA), the Generative AI Copyright Disclosure Act [PDF] could prove a huge headache for AI companies using copyrighted work to train large language models and other forms of machine learning systems.
The bill would require "a person who creates a training dataset...that is used in building a generative AI system," to submit notice to the Register of Copyrights with a "sufficiently detailed summary" of any copyrighted works in the training dataset. Alterations to the dataset would also require a submission and in both instances a URL for the training dataset would have to be provided and be put on a public database. 
Notice would have to be filed in a timely manner, too - the Copyright office would have to be given a list of works within 30 days of an AI system trained on such a dataset being made public. AI systems trained on copyrighted works prior to the passage of the bill would all have 30 days to get a list in as well. 
The bill includes a somewhat nebulous noncompliance penalty of at least $5,000 for failure to send a list to the Register of Copyrights.
"AI has the disruptive potential of changing our economy, our political system, and our day-to-day lives,"Schiff said in a canned statement. "We must balance the immense potential of AI with the crucial need for ethical guidelines and protections." 
Schiff, who is running for a Senate seat in California this year, said the bill "is about respecting creativity in the age of AI and marrying technological progress with fairness." 
A number of creative trade groups have endorsed the legislation, including the Recording Industry Association of America, the Screen Actors Guild, and both the East and West divisions of the Writers Guild of America.
"This bill is an important first step in addressing the unprecedented and unauthorized use of copyrighted materials to train generative AI systems,"  said WGA-West president Meredith Stiehm. "Greater transparency and guardrails around AI are necessary to protect writers and other creators."


	How artists can poison their pics with deadly Nightshade to deter AI scrapers


	Media experts cry foul over AI's free lunch of copyrighted content


	Important note: Humans can use AI to make music and still bag a Grammy


	What the AI copyright fights are truly about: Human labor versus endless machines


AIs trained on popular writers, artists and musicians can regurgitate partial imitations of their works - a fact that recently drew the ire of hundreds of musicians.
A group called The Artists Rights Alliance launched a petition earlier this month to end the use of copyrighted music to train AIs, calling it "a race to the bottom that will degrade the value of our work and prevent us from being fairly compensated," as well as an assault on creativity. 
Other creative types, writers and artists among them, have railed against the use of their works to train AIs and filed lawsuits, albeit unsuccessfully, to stop AI being trained on their content. 
It's not immediately clear how AI firms will react to the bill - we've asked and will update this story if we hear back - but we note OpenAI has said it's currently impossible to train a good AI model without relying on copyrighted content.
Those relying on copyrighted materials may end up unhappy that they have to disclose what they've trained their models on. But the bill does nothing to prohibit the use of copyrighted works to train AI - the legislation just requires it be in the public record. (r)
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    Healthcare AI won't take jobs - it'll make nursing easier, says process automation founder

    
Something's gotta give in short-staffed, overworked healthcare industry, reckons Thoughtful cofounder and CPO    
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Interview Companies are sticking AI everywhere they can right now - including injecting it into frontline healthcare. The benefits of healthcare AI are still up for debate, but Dan Parsons, cofounder and chief product officer at process automation firm Thoughtful, believes healthcare is the perfect place to start trialing new uses of the tech. 

  Youtube Video

Describing AI as "a positive revolution" in the healthcare field, Parsons told us the healthcare industry is in dire need of a way out of its current predicament - namely: not enough workers, and too many patients. 
"What we're finding is a material degradation in the patient experience, and a lot of that is driven by this underlying staffing issue," Parsons told The Reg. "Anything that can drive and add more capacity into our healthcare system, I think ultimately is gonna result in a better patient experience." 
Of course, adding AI to healthcare isn't without its problems, as we've seen before, which is why Parsons believes we should start with the lowest risk areas - like patient-facing chats or post-visit surveys, as Nvidia and Hippocratic AI have partnered to develop.
But when there's talk of AI there's also talk of cut jobs and more profit for hospitals - Hippocratic's nursing AIs only cost around $9 an hour to run, for example. Despite the obvious economic advantage for hospitals, Parsons doesn't think nurses will be on the chopping block. 
"If anything, I think it'll improve the nurse experience," Parsons told us. He predicts a productivity boost, and an increase in wages for nurses over the next decade of nursing AI evolution. 
That's been a common refrain as AI's reach has grown - one that's been answered by some of tech's top leaders with confirmation that, regardless of rhetoric, AI is still coming for your job.
Whether things will be different in healthcare remains to be seen, which we talk about in more detail in the interview you can watch above. (r)
    






        





This article was downloaded by calibre from https://go.theregister.com/feed/www.theregister.com/2024/04/10/healthcare_ai_interview/



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next







    
        Original URL: https://www.theregister.com/2024/04/10/aws_dave_brown_ec2_futures/
    

    US-EAST-1 region is not the cloudy crock it's made out to be, claims AWS EC2 boss

    
It's the region where stuff gets stressed at scale first, says Dave Brown, as he plots variants of Amazon's Outposts    
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Amazon Web Services' US-EAST-1 region is not a problem child - it's the region where the cloudy colossus often runs things at bigger scale than elsewhere and therefore stresses services the most, according to Dave Brown, global veep for compute and networking.
Speaking to The Register at the AWS Summit in Sydney today, Brown defended US-EAST-1, the cloud giant's first region, which has over the years experienced more than its fair share of outages. Analyst firm Gartner has even warned the region is a risk that cloudy consumers must consider.
Brown argued that the region's age doesn't mean it is less resilient than any other AWS faciilty, and spans "hundreds" of datacenters - but didn't elaborate about whether that means individual halls or pods of kit are considered discrete datacenters. It is known that US-EAST-1 boasts six availability zones and ten local zones. Brown confirmed it is housed in many, many, buildings. The region is so big it's the natural target for early efforts - and therefore early failures.


	Google joins the custom server CPU crowd with Arm-based Axion chips


	AWS severs connection with several hundred staff


	Amazon finishes pumping $4B into AI darling Anthropic


	Amazon bends to Euro watchdogs, waives egress fees for folks ditching AWS


Speaking of AWS's early efforts, Brown also revealed that the Arm-powered Graviton CPUs it touts as the most cost-efficient way to use its cloud started life in another AWS innovation: the Nitro card that handles networking and security chores to free servers from handling the workloads that keep AWS running. Nitro became the inspiration for SmartNICs and Data Processing Units - cards that can be fitted to standard servers to offload housekeeping workloads.
The CPU used in first-gen Nitro cards, Brown revealed, was the first Graviton. AWS used the scale of Nitro card deployment to test the CPU's capabilities before adapting it for use in its own servers.
Nitro hardware, he added, is now in its fifth or sixth generation, and has been built into different form factors that mean it can be used in different computers - even the Outposts that AWS offers for on-prem or edge clouds.
Brown explained that AWS hopes to create more form factors of its Outposts, to meet customer demand for cloudy resources wherever they are needed. And maybe take a bit of pressure off US-EAST-1. (r)
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