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      Biting the hand that feeds IT -- Enterprise Technology News and Analysis


      
        Dell customer order database of '49M records' stolen, now up for sale on dark web
        Thomas Claburn

        IT giant tries to downplay leak as just names, addresses, info about kit Dell has confirmed information about its customers and their orders has been stolen from one of its portals. Though the thief claimed to have swiped 49 million records, which are now up for sale on the dark web, the IT giant declined to say how many people may be affected....

      

      
        Global attackers targeting US critical infrastructure should be 'wake-up call'
        Jessica Lyons

        Having China, Russia, and Iran routinely rummaging around is cause for concern, says ex-NSA man RSAC  Digital intruders from China, Russia, and Iran breaking into US water systems this year should be a "wake-up call," according to former National Security Agency cyber boss Rob Joyce....

      

      
        Brain-sensing threads slip from gray matter in first human Neuralink trial
        Brandon Vigliarolo

        Oh well - next! The first human to get a Neuralink implant may be doing fine now, but that's after a good deal of work to address post-surgical trouble that saw its performance significantly degrade....

      

      
        Huawei's latest smartphone features mostly made-in-China components
        Matthew Connatser

        New-ish Kirin SoC performance doesn't impress, however A teardown of Huawei's Pura 70 Pro reveals that the China tech company's latest smartphone is mostly made in China, with one notable exception.... 

      

      
        Baidu's PR head has a PR problem after workaholic social media posts
        Laura Dobberstein

        Praising 996 culture is so Jack Ma 2019 The vice president and public relations head of Chinese search engine giant Baidu stirred up controversy this week by promoting workaholic behaviors on a personal social media account....

      

      
        Wondering when AI will turn up at your work? Microsoft says look behind you
        Richard Speed

        Research lands weeks after the Copilot company said it was still trying to convince customers of benefits Microsoft's 2024 Work Trend Index makes grand claims about the benefits of AI, but might make disturbing reading for administrators worrying about shadow IT....

      

      
        Investment analyst accuses Palantir of AI washing
        Lindsay Clark

        Stick to data pipelines and ontology, says expert after share price dip Spy-tech biz Palantir has overstated its claim to be a generative AI company, according to one investment analyst who thinks this might explain its recent slowdown in growth from commercial markets....

      

      
        68 tech companies sign CISA's secure by design pledge
        Jessica Lyons

        Security's an uphill battle... does this latest move have teeth? RSAC  Some of the biggest names in tech - including AWS, Microsoft, Google, Cisco and IBM - have signed up to a US Cybersecurity and Infrastructure Agency-led effort and promised to take a series of actions within a year to make their products more secure....

      

      
        Flexing financial muscles, Arm aims to elbow into Windows PC market
        Dan Robinson

        Despite record revenues, Wall Street doesn't expect growth to last Chip designer Arm predicts that PCs based on its architecture will account for a significant share of the Windows market within three years as the company claims record revenues for the quarter just ended.... 

      

      
        VMware security advisories now behind bureaucratic Broadcom barricade
        Connor Jones

        If it ain't broke, make it less accessible Much to the chagrin of security pros, VMware security advisories are now only viewable if users sign up for a Broadcom Support account first....

      

      
        Hypothetical TSMC invasion 'absolutely devastating' says Raimondo
        Laura Dobberstein

        No it's not happened, but officials want readiness in the South China Sea The US Secretary of Commerce says it would be "absolutely devastating" if China seized Taiwan Semiconductor Manufacturing Company (TSMC) and locked down the South China Sea....

      

      
        UniSuper Google Cloud outage caused by an unfortunate series of events
        Richard Speed

        Duplication across geographies no defense against the 'one-of-a-kind' accidental deletion Google's Cloud CEO Thomas Kurian has weighed in on the UniSuper fiasco and confirmed that UniSuper's Private Cloud subscription was accidentally deleted....

      

      
        ML suggests all that relaxing whale song might just be human-esque gossiping
        Matthew Connatser

        Now this is our kind of click bait A study into whale language using machine learning has uncovered a complex phonetic system, implying the cetaceans may speak to each other much like humans do....

      

      
        Experimental remix finally brings the former Unity 8 back to Ubuntu
        Liam Proven

        Ubuntu Unity 24.04 arrives along with new little sibling, Ubuntu Lomiri Ubuntu Unity Noble Numbat is out, and alongside it, a very much not long-term-supported new variant of the distro: Ubuntu Lomiri.... 

      

      
        Oracle ULA audits are a license to bill
        Lindsay Clark

        Customers can be pushed into renewing agreements for fear of the unknown, but there are cheaper options Oracle is threatening software audits as customers seek to exit Unlimited License Agreements (ULAs)....

      

      
        Big brains divided over training AI with more AI: Is model collapse inevitable?
        Thomas Claburn

        Gosh, here's us thinking recursion was a solved problem AI model collapse - the degradation of quality expected from machine learning models that recursively train on their own output - is not inevitable, at least according to 14 academics....

      

      
        From chips to cloud, tech titans continue to splash cash across APAC
        Laura Dobberstein

        Intel and pals automate manufacturing in Japan while AWS pledges billions to Singapore Tech giants including Intel and AWS joined Microsoft and others this week in announcing investments in the Asia Pacific (APAC) region to build out infrastructure - cloud services, datacenters, and chipmaking facilities - in anticipation of growing AI demand....

      

      
        Asia's hyperscalers hustle for juice as datacenters drain grid
        Laura Dobberstein

        Power shortages are driving the industry to once-unthinkable places Southeast Asia's hyperscalers face plenty of challenges - from securing talent, property, and keeping construction costs down - but these hurdles pale in comparison to the task of banking enough power.... 

      

      
        DeepMind spinoff Isomorphic claims AlphaFold 3 predicts bio-matter down to the DNA
        Thomas Claburn

        AI may help drug discovery, but not US drug affordability Google and DeepMind spinoff Isomorphic Labs has developed an AI model called AlphaFold 3 that can, it's claimed, predict the structure of molecules more accurately than existing tools....

      

      
        What do Europeans, Americans and Australians have in common? Scammed $50M by fake e-stores
        Matthew Connatser

        BogusBazaar ripped off shoppers and scraped card details, but not in China A crime ring dubbed BogusBazaar has scammed 850,000 people out of tens of millions of dollars via a network of dodgy shopping websites....

      

      
        Microsoft builds $3.3B cloud campus on Foxconn's failed Wisconsin LCD plant plot
        Tobias Mann

        A Pleasant spot to Mount an AI push After Foxconn failed to turn Mount Pleasant, Wisconsin, into an LCD manufacturing mecca as promised, the site is getting a new lease on life: Microsoft will build a $3.3 billion datacenter campus there....

      

      
        Rivian crawls out covered in $1.5B of red ink, panting that it's still alive
        Brandon Vigliarolo

        Leccy car maker ships bunch of vehicles, losing around $39K on each one Cost-cutting layoffs have had little effect on Rivian's bottom line, as the troubled electric car maker has limped from another quarter with more than a billion dollars in losses. ...

      

      
        Undersea cables must have high-priority protection before they become top targets
        Jessica Lyons

        It's 'essential to national security' ex-Navy intel officer tells us Interview  As undersea cables carry increasing amounts of information, cyber and physical attacks against them will cause a greater impact on the wider internet.... 

      

      
        America will make at least quarter of advanced chips in 2032, compared to China's 2%
        Matthew Connatser

        Projecting much, US semiconductor industry? By 2032 America is projected to produce 28 percent of the world's most advanced processors while China will be making just two percent, or so the US Semiconductor Industry Association predicts....

      

      
        SpiNNcloud Systems unveils Arm-based 'neuromorphic supercomputer'
        Dan Robinson

        Brain-inspired chip folks set to show off hardware at ISC next week SpiNNcloud Systems says it is making commercially available a hybrid AI high performance computer system based on an architecture pioneered by Steve Furber, one of the designers of the original Arm processor....

      

      
        Apple broke the law with anti-union tactics in NYC, labor watchdog barks
        Brandon Vigliarolo

        Interrogations, confiscating flyers, and prohibiting literature is no bueno, board says in final decision of 2022 case Apple tried to protest, but the complaints fell on deaf ears as the US National Labor Relations Board has finally decided the tech giant violated labor laws by interfering with union organizing activities at a New York City location....

      

      
        One year on, universities org admits MOVEit attack hit data of 800K people
        Connor Jones

        Nearly 95M people in total snagged by flaw in file transfer tool Just short of a year after the initial incident, the state of Georgia's higher education government agency has confirmed that it was the victim of an attack on its systems affecting the data of 800,000 people....

      

      
        US commerce department yanks back Huawei export licenses
        Laura Dobberstein

        Intel and Qualcomm reportedly among those cut off Updated  The US Commerce Department has revoked some of the licenses held by tech companies to supply Chinese megacorp Huawei.... 

      

      
        Uni staff fall back on Excel to work around mis-coded transactions in Oracle system
        Lindsay Clark

        Two years after going live, the project that left employees unpaid still needs work Updated  The fallout from Edinburgh University's ill-fated Oracle HR and finance implementation continues with one department recording thousands of mis-coded transactions relating to more than PS300,000 in spending....

      

      
        Ten years since the first corp ransomware, Mikko Hypponen sees no end in sight
        Iain Thomson

        On the plus side, infosec's a good bet for a long, stable career Interview  This year is an unfortunate anniversary for information security: We're told it's a decade since ransomware started infecting corporations....

      

      
        Dell to color-code staff based on how hybrid they really are in RTO push
        Thomas Claburn

        Sources slam aggressive 'back to school' grading system as HR vows to track VPN use, badge swipes Exclusive  Dell has told workers it will track the onsite presence of hybrid employees - those who work part remotely, part in the office - using electronic badge swipes, VPN monitoring, and a rather creepy color-coding system....

      

      
        CISA's early-warning system helped critical orgs close 852 ransomware holes
        Jessica Lyons

        In the first year alone, that's saved us all a lot of money and woe Interview  As ransomware gangs step up their attacks against healthcare, schools, and other US critical infrastructure, CISA is ramping up a program to help these organizations fix flaws exploited by extortionists in the first place....
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        Original URL: https://www.theregister.com/2024/05/09/dell_data_stolen/
    

    Dell customer order database of '49M records' stolen, now up for sale on dark web

    
IT giant tries to downplay leak as just names, addresses, info about kit    


    
        By 
Thomas Claburn        
    

    
        Posted in Cyber-crime,
        
            9th May 2024 17:55 GMT
        
    


    
Dell has confirmed information about its customers and their orders has been stolen from one of its portals. Though the thief claimed to have swiped 49 million records, which are now up for sale on the dark web, the IT giant declined to say how many people may be affected.
According to the US computer maker, the stolen data includes people's names, addresses, and details about their Dell equipment, but does not include sensitive stuff like payment info. Still, its portal was compromosed.
"We recently identified an incident involving a Dell portal with access to a database containing limited types of customer information including name, physical address and certain Dell hardware and order information," a Dell spokesperson told The Register today.
"It did not include financial or payment information, email address, telephone number or any highly sensitive customer data."
A report at the end of last month from the aptly named Daily Dark Web suggested as many as 49 million Dell customers may have had some of their account information taken. The data is said to cover purchases made between 2017 and 2024.
Judging from a screenshot of a sample of the stolen info, the Dell database now up for sale includes the following columns: service tag, items, date, country, warranty, organization name, address, city, province, postal code, customer code, and order number.
Dell says once it discovered the digital break-in, it began an investigation, took steps to contain the damage, notified law enforcement, and hired a third-party forensic firm.
"We continue to monitor the situation and take steps to protect our customers' information," Dell's spokesperson said. "Although we don't believe there is significant risk to our customers given the type of information involved, we are taking proactive steps to notify them as appropriate."
In an email to customers, Dell similarly downplayed the significance of the data exposure.


	Dell to color-code staff based on how hybrid they really are in RTO push


	Global IT spending forecast to reach $5.0T this year


	Dell adds Nvidia's next GPUs to its portfolio of AI platforms


The most recent similar incident at Dell that we're aware of occurred in 2018 when the corporation's network was infiltrated by unknown individuals and the biz reset customer passwords.
Earlier this year, the US Federal Communications Commission expanded its data loss reporting requirements to cover telecommunications and voice-over-IP services.
A recent rulemaking from the US government's CISA, in support of the Cyber Incident Reporting for Critical Infrastructure Act of 2022 (CIRCIA), looks likely to expand the number of organizations required to report data intrusions to the government within 72 hours. (r)
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        Original URL: https://www.theregister.com/2024/05/09/china_russia_iran_infrastructure/
    

    Global attackers targeting US critical infrastructure should be 'wake-up call'

    
Having China, Russia, and Iran routinely rummaging around is cause for concern, says ex-NSA man    


    
        By 
Jessica Lyons        
    

    
        Posted in Spotlight on RSA,
        
            9th May 2024 17:45 GMT
        
    


    
RSAC Digital intruders from China, Russia, and Iran breaking into US water systems this year should be a "wake-up call," according to former National Security Agency cyber boss Rob Joyce.
"None of that was significantly consequential," Joyce explained during the NSA's annual State of the Hack panel at RSA Conference on Wednesday. Nonetheless, "that those countries had hackers to combat our critical infrastructure should be a wake-up call. And that there are people out there who, when there's global tensions, feel that their role is to pick up cyber arms."
In the case of Russia and Iran-linked cyber thugs, the gangs doing the breaking in were hacktivists, as opposed to state-sponsored crews. The feds, meanwhile, have flat-out blamed the Chinese government for the recent Volt Typhoon activity spotted on critical infrastructure systems.
In addition to pushing their own political agenda, these hacktivists may have direct links to government intelligence services.
Mandiant, for example, recently tied a series of cyberattacks on US and European water plants to Sandworm, which works for Russia's GRU military intelligence. A crew calling itself CyberArmyofRussia_Reborn had claimed to be behind the water system intrusions.
But according to Mandiant, Sandworm operates this and a series of other Telegram channels to get attention for its malicious endeavors and to make it look like some kind of independent hacktivist effort.
"You get the added specter of sometimes the nation state intelligence services are wrapping themselves in the cloak of anonymity of the hacktivists to go out and give it a nudge even further," Joyce told the RSA Conference. "It's scary to watch."
And while there's been "no consequential impact" to date from these break-ins, "at some point, somebody's going to land in a place, in critical infrastructure, that's going to matter," Joyce added. 
"I don't think they're doing the assessment of how significant that attack will be," he opined. "We could see somebody tip the scale by overachieving in one of these attacks without understanding the implications."
This also shows how cyberattacks can easily turn physical, noted current NSA cybersecurity director Dave Luber. In the case of the Texas water facility, the attack caused a tank to overflow - still a smaller-scale activity in terms of potential water plant attacks.
But "you can use your imagination on where some of those physical manifestations can occur," Luber suggested. 
If you have no imagination, here's a scenario that your humble vulture discussed with some unnamed execs at an RSAC cocktail party. Imagine one of these water and wastewater attacks targeting sewage systems and causing them to back up into people's homes - resulting in literally shitty situations all around. We're told this is well within the realm of the possible.
Show of hands: who didn't attack critical orgs this year?
All of this, however, also highlights the difficulty in securing critical infrastructure - which has been a very hot topic of discussion at RSA Conference this year.
Many critical infrastructure sectors - including water and wastewater, healthcare and public health, and government facilities, especially at the state and local level - are historically under-funded and poorly secured. Many smaller municipal water plants, for example, don't have a dedicated security team, and there's often a disconnect between the OT and IT side of the business.


	Kremlin's Sandworm blamed for cyberattacks on US, European water utilities


	US says China's Volt Typhoon is readying destructive cyberattacks


	US warns Iranian terrorist crew broke into 'multiple' US water facilities


	CISA boss: Secure code is the 'only way to make ransomware a shocking anomaly'


Plus risky OT system behavior - such as using default passwords, not turning on multi-factor authentication, and exposing critical OT devices to the public-facing internet - continues to plague owners and operators.
The most immediate threat to American infrastructure comes from Volt Typhoon, and this particular Beijing-backed crew has come up in nearly every discussion and several panels this week - including a Tuesday keynote with past and present CISA directors Chris Krebs and Jen Easterly.
While US cyber spies have been tracking PRC snoops for years now, Volt Typhoon is different because its intent is not espionage or data theft.
"What's different about Volt Typhoon is the placement, access into our critical infrastructure for the purpose of computer network attack at a time when they choose," Luber observed, "with the intent to cause societal panic, and with the intent to also have some of the impacts of cyber to physical. This is a major concern."
The crew is "stealthy and hard to find," as Joyce noted, because it uses so-called living-off-the-land techniques: things like legitimate software tools and credentials, which allow the intruders to avoid detection and snoop around for years before being detected.
This has given Volt Typhoon plenty of time to get a better understanding of critical infrastructure network topology, and figure out what it can do to best disrupt business functions if and when it chooses to do so.
In the meantime, the hackers deploy backdoors to ensure access and persistence, and "come in every 15, 30, 90 days and just touch those accounts to verify they can still get in. And that's really quiet activity, especially if they are using legitimate credentials," Joyce explained.
Luber warned that critical orgs may need to rethink their log management and retention policies, and implement stronger identity and access management policies. (r)
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    Brain-sensing threads slip from gray matter in first human Neuralink trial

    
Oh well - next!    


    
        By 
Brandon Vigliarolo        
    

    
        Posted in Science,
        
            9th May 2024 17:00 GMT
        
    


    
The first human to get a Neuralink implant may be doing fine now, but that's after a good deal of work to address post-surgical trouble that saw its performance significantly degrade.
Neuralink admitted the trouble with its first human patient, Noland Arbaugh, in a blog post this week. While mostly detailing the progress Arbaugh has made since his surgery in January, the Elon Musk-owned cybernetics firm also slipped in an admission of some trouble. 
"In the weeks following the surgery, a number of threads retracted from the brain, resulting in a net decrease in the number of effective electrodes. This led to a reduction in BPS [bits per second]," Neuralink said in the post. Bits per second is used as a measurement of Arbaugh's ability to control a cursor on a computer screen.
The Neuralink N1 implant has 64 threads, each thinner than a human hair, through which is distributed a total of 1024 electrodes. It's not clear how many slipped out of quadriplegic patient Arbaugh's brain, but Neuralink notes it was able to work around the problem. 
"We modified the recording algorithm to be more sensitive to neural population signals, improved the techniques to translate these signals into cursor movements, and enhanced the user interface," Neuralink said in its post. "These refinements produced a rapid and sustained improvement in BPS, that has now superseded Noland's initial performance."
What's that about retracted threads?
Neuralink says nothing about a reason for why an unspecified number of threads retracted themselves from Arbaugh's brain following surgery. We contacted the company to ascertain if it was willing to provide details, but didn't hear back. 
The Wall Street Journal, which said Neuralink only posted its blog about the slipped threads after the Journal started asking questions, did postulate a potential reason, however, suggesting it might have been down to air in Arbaugh's skull. 
Sources familiar with the surgery who spoke to the journal reportedly said that Arbaugh suffered from a condition known as pneumocephalus, in which air is trapped in the brain, following his implantation surgery.


	Neuralink reportedly under investigation by Uncle Sam for 'animal welfare violations'


	Neuralink pockets extra VC cash in computer-brain interface quest


	Idea of downloading memories far-fetched say experts after Musk claim resurfaces in latest Neuralink development


	Neuralink's looking for participants willing to be part of human trials


Pneumocephalus is often asymptomatic and harmless, as is apparently the case for Arbaugh, but that reportedly didn't stop Neuralink from considering removing his implant entirely when threads begin to slip. 
Regardless of the problems Arbaugh has faced, Neuralink appears intent to carry on with its plan to implant more humans - the registry is still open and signups are available. The WSJ claims Neuralink wants to place 10 implants this year. 
Neuralink has previously faced a probe after allegations of animal welfare violations and another investigation over allegedly shoddy hazmat practices.
It'll remain to be seen whether Musk's biotech company will have more success with its second human prIME (precise robotically implanted brain-computer interface) candidate. Of course, it's always possible the R1 robot that performs the surgeries simply isn't very good at ensuring all the air is out of a patient's skull before closing it up. 
Either way, we'll have to wait and see how the second attempt goes. Who's up next? (r)
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    Huawei's latest smartphone features mostly made-in-China components

    
New-ish Kirin SoC performance doesn't impress, however    


    
        By 
Matthew Connatser        
    

    
        Posted in Personal Tech,
        
            9th May 2024 16:15 GMT
        
    


    
A teardown of Huawei's Pura 70 Pro reveals that the China tech company's latest smartphone is mostly made in China, with one notable exception.
[image: Huawei Pura 70 series smartphones on sale at a flagship Huawei store in Shenzhen in April]
Pura 70 smartphones on sale in Shenzhen Huawei store in April - Photo by: Shutterstock / Andrew Sozinov


The smartphone disection was conducted by repair tools company iFixit, which was able to obtain one of the China-exclusive phones with the help of Reuters. iFixit performed an in-depth teardown of the Pura 70 Pro, as well as conducting performance benchmarks to test the mettle of Huawei's latest Kirin 9010 SoC.
It has been known since April that the Kirin 9010 is very similar to the older Kirin 9000S, both of which are produced by Huawei's chip manufacturing partner SMIC on its 7nm node (also called N+2). However, reports from last month might have underestimated how similar the new Kirin is to the old one, as iFixit discovered that both chips have the same model ID. Even the revision names are almost identical: GFCV121 for the 9010, and GFCV120 for the 9000S.
iFixit theorizes that the 9010 is a refreshed 9000S with potentially higher yields (the percentage of good chips versus defective chips) and slightly higher performance. And when we say slightly, we do mean it, because the Kirin 9010 is only about eight percent faster than the 9000S in the popular Geekbench 6 performance benchmark.
The comparison is even less favorable compared to Qualcomm's Snapdragon 8 Gen 3, which was roughly 45 percent faster than the Kirin 9010.
The teardown also confirmed that Huawei's smartphone business is sourcing more parts locally. Most importantly, it's using one of its own HiSilicon NAND chips with 1 TB of storage, something that's not available in Europe. Analysis of the die implies that Huawei made the memory controller and packaged everything together, but that another Chinese manufacturer (perhaps YMTC) made the actual NAND storage.
However, neither the DRAM nor the motion sensors were made in China, with the former being produced by SK Hynix and the latter by Bosch. Huawei is likely just using up old parts, given that SK Hynix isn't allowed to sell to Huawei due to sanctions, and also because both of these components can be made in China. Future Pura 70 Pro units may switch to domestic parts once existing stocks of foreign-made parts are used up.
Production could be the biggest problem for Huawei
Domestic production of components used for smartphones and other computers won't be easy for Huawei, as the report points out. Though the company has proven that it has the technology to make at least the processor and storage on its own, being able to manufacture enough chips without spending too much money is the second step.
For more recent nodes, the usage of extreme ultraviolet (EUV) machines isn't exactly necessary, but it does make it easier to achieve good yields. For example, Intel might have not had its woes with its 10nm node (now called Intel 7) if EUV lithography was widely available during its development in the 2010s. Instead, the company relied on standard deep ultraviolet (DUV) technology and sophisticated patterning, which initially resulted in poor yields.


	America will make at least quarter of advanced chips in 2032, compared to China's 2%


	US commerce department yanks back Huawei export licenses


	China 'the most competitive market in the world' for the iPhone says Tim Cook


	Huawei's woes really were just a flesh wound - profits just soared 564 percent


The problem for Huawei is that Dutch company ASML makes all of the world's EUV machines, which aren't allowed to be shipped to China due to international sanctions. Huawei and its partners will have to rely on DUV for cutting-edge nodes, which probably poses difficulties for production. US Commerce Secretary Gina Raimondo claims this is exactly what Huawei is running into, saying 7nm-based Kirin chips can't be made at scale.
Huawei is investing into making its own DUV and potentially EUV lithography tools, but it's unclear whether its efforts will pay off. Should China's semiconductor industry fail to make a breakthrough in production methods, the country might find itself incapable of making very many modern processors, even if companies like Huawei can design them. (r)
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    Baidu's PR head has a PR problem after workaholic social media posts

    
Praising 996 culture is so Jack Ma 2019    


    
        By 
Laura Dobberstein        
    

    
        Posted in Bootnotes,
        
            9th May 2024 15:30 GMT
        
    


    
The vice president and public relations head of Chinese search engine giant Baidu stirred up controversy this week by promoting workaholic behaviors on a personal social media account.
The videos, which appeared on the Chinese version of TikTok called Douyin, have since been taken down. However, according to state-sponsored media, the videos were quite egregious.

Privacy? We've heard of it


Baidu is no stranger to open-mouth-insert-foot behavior from its leadership. Founder Robin Li angered many when he controversially claimed back in March of 2018 that Chinese internet users were willing to trade privacy for convenience.


"We're very aware of the privacy issue, including data protection. Over the past few years, China has also become increasingly aware of this problem, and has been enforcing relevant laws and regulations, during the process of which, I think that the Chinese people are more open, or not so sensitive, about the privacy issue. If they are able to exchange privacy for convenience or efficiency, they are willing to do so in many cases," declared the founder at the China Development Forum in Beijing.


Li was reportedly called "shameless," "cheeky," "despicable," and more as the veracity of his comment was drawn into question on Chinese social media.


Comments and opinions reportedly provided by Jing Qu included:

	she had no obligation to know if employees are crying


	unsatisfied employees should simply resign


	public relations professionals should expect to not have weekends off


	public relations professionals should also respond to phone calls 24 hours a day


	threats of retaliation to those who complain, including claims she had the ability to make former employees unhirable


	she herself was so involved in work that she did not know which grade her son was in


	she is not the mother of her subordinates


OK, here at The Reg, we will give her the last one.
The veep's videos predictably sparked backlash.
Some netizens called her "out of touch," "condescending," "unprofessional," and "exploitative." Others questioned her ability to lead Baidu's public relations department, given she seemingly placed herself in a PR crisis.
With the backlash mounting, Li eventually took to the tool that got her in trouble in the first place (social media) to apologize.
"Before posting the short videos, I didn't seek the company's opinion in advance, which doesn't comply with the relevant procedures and doesn't represent the company's position. I clarify and apologize. There were many inappropriate and unsuitable points in the videos, which led to misunderstandings about the company's values and corporate culture, causing serious harm," wrote Qu on her WeChat moments in Chinese.
She said she has read the criticism and found many comments "very pertinent." The PR chief conceded she was hasty in posting content and vowed to improve.
[image: Baidu's Ernie bot generative AI chatbot app]
Baidu boss says good luck talking AI to Beijing if you don't understand censorship

READ MORE
The Reg contacted Baidu to confirm reports that Qu is still employed at the company and will update should a substantial reply materialize. In theory it should, since it is now known the PR team is expected to work 24/7.
The whole thing stinks of a PR strategy gone wrong. A trend recently emerged for Chinese execs to win public favor through their own social media accounts.
It's been pointed out that Qu's account had hundreds of thousands of followers even though it was brand new, sparking speculation it had been purchased, not organically grown authentically out of a hobby or for fun.
Media outlets also reported Qu ordered her subordinates to follow suit and create personal accounts on platforms such as Douyin, WeChat Channels, Red or Xiaohongshu, which would be tracked, monitored, and used to gauge performance. Those unhappy with the directive to make short videos should change departments, and videos should reflect matters related to Baidu, ordered the PR chief.
Chinese tech companies have a reputation for poor work-life balance, so much that the nation's courts stepped in in 2021. Beijing now requires caps on overtime and compensation for extra hours worked.
But changing regulations is one thing; changing culture is another. Many a Chinese tech exec has advocated for workaholic behavior, although rarely a female one.
Alibaba co-founder Jack Ma famously advocated for 996 culture, the unhealthy habit of working from 9am to 9pm, six days a week. Ma may have called the arrangement a "blessing," but there are clear signs workers, particularly younger ones, disagree, and are not willing to conform to the requirement disguised as a suggestion.


	'What's the point of me being in my office, just because they want to see me in the office?'


	Flaws in Chinese keyboard apps leave 750 million users open to snooping, researchers claim


	10 Types of IT managers from hell


	Baidu boss says good luck talking AI to Beijing if you don't understand censorship


Women account for only 19 percent of executives in China compared to an average of 25 percent in leading countries, according to a 2023 study from management consulting company Bain & Company.
The consultancy reported that confidently expressing opinions and having a clear career ambition were two core drivers for women who do actually make it to the top.
The study did not offer any insight for future execs on how to recover from a PR nightmare. (r)
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    Wondering when AI will turn up at your work? Microsoft says look behind you

    
Research lands weeks after the Copilot company said it was still trying to convince customers of benefits    
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Microsoft's 2024 Work Trend Index makes grand claims about the benefits of AI, but might make disturbing reading for administrators worrying about shadow IT.
According to the report, 78 percent of workers are bringing their own AI tools, presumably because IT leaders prefer to hold back rather than board the hype train.
Indeed, more than half (59 percent) of leaders are concerned about quantifying the productivity gains of AI technology despite claims from companies such as Microsoft. That said, the report also noted that 79 percent of leaders agreed AI adoption is critical to remaining competitive. However, a cynic might wonder how much FOMO (fear of missing out) plays a part.
Jared Spataro, Microsoft CVP for AI at Work, said: "While leaders feel the pressure to turn individual productivity gains into organizational impact, employees aren't waiting to reap the benefits: 78 percent of AI users are bringing their own AI tools to work."
Spataro also noted that leaders "feel the pressure to show immediate Return on Investment (RoI)" from AI technologies. Considering the investments involved, not least the cost of rolling out Copilot for Microsoft 365, seeing at least a plan that has a pot of gold at the end of the AI rainbow seems reasonable. Even if that pot of gold is filled with the salaries of some employees made redundant by the tech.


	Windows Insiders to fly solo while Copilot rollout frozen


	More big city newspapers drag Microsoft, OpenAI hard in copyright lawsuit


	Copilot auto-launch bug now takes flight in multiple Windows Insider channels


	Microsoft claims it didn't mean to inject Copilot into Windows Server 2022 this week


The report is a far cry from Spataro's earlier pronouncements on the matter, where Microsoft appeared to be suggesting that customers should temper their expectations and look more to the long term as the company's Copilot product line matures.
At March's Morgan Stanley Technology, Media, and Telecom 2024 conference, Spataro told attendees: "People are definitely trying to understand, who should I get this for? Is this for everyone in my organization? Is this for a certain segment or population?"
He went on to admit that the $30 price tag for the tech was "substantial", and many customers are still at the proof of concept stage.
Microsoft's report shows that employees are interested in AI technologies in the workplace, but it also highlights the concerns of leaders about signing off on what could be a substantial expense.
Spataro's seeming shift from acknowledging business worries to fueling a feeling of FOMO with the report is a clear indicator that Microsoft would like to see an RoI on its own Copilot spending sooner rather than later. (r)
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    Investment analyst accuses Palantir of AI washing

    
Stick to data pipelines and ontology, says expert after share price dip    
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Spy-tech biz Palantir has overstated its claim to be a generative AI company, according to one investment analyst who thinks this might explain its recent slowdown in growth from commercial markets.
Speaking to Yahoo Finance, RBC Capital Markets software equity analyst Rishi Jaluria claimed Palantir was not the "cutting-edge generative AI company that they claim it to be."
Earlier this week, Palantir saw its share price dip despite posting on-the-nose revenue growth of 21 percent year-over-year to reach $634 million in the first calendar quarter. Revenue guidance was lower than expected and US commercial growth fell from 70 percent to 40 percent.
On an earnings call, CTO Shyam Sankar said Palantir was the only company to figure out how to get AI "beyond chat" by using its data ontology platform to take "unstructured inputs and turning them into structured actions and outputs that drive economic value in the enterprise."
On the same call, CEO Alex Karp said Palantir did not have AI competitors in the commercial or government markets. "I think that's the reason Ukraine and Israel bought our product. We are differentiated because in order to actually make AI work, you need an ontology. No one has an ontology," he said.
But Jaluria accused Palantir of playing to retail investors with its AI claims, which he reckoned did not hold water when real AI experts examined them. He also questioned the go-to-market strategy of using so-called bootcamps to build use cases for prospective customers in short cycles.
"When we talk to actual technologists who are deep into AI and machine learning ... they are expressing skepticism around Palantir and especially around its Artificial Intelligence Platform (AIP) ... and whether [Palantir] are what they say they are from an AI perspective. Maybe there's a little bit of that showing up in the US commercial numbers," he told the show.


	Palantir's CEO calls 'woke' a 'central risk to Palantir, America and the world'


	Hyundai picks Palantir to help it build automated navy ships


	Palantir and Oracle buddy up on cloud infrastructure


	UK health department republishes PS330M Palantir contract with fewer ######


Jaluria said Palantir's share price was not supported by its forward revenue and margins. Palantir's message that it is a "cutting-edge generative AI company ... very deliberately targets retail investors," he said. All the same, Jaluria described himself as a "huge believer in AI" and those generative AI technologies would "change society as we know it."
"I just don't think Palantir is that cutting-edge generative AI company that they claim it to be. It is a good data pipeline. It is a good data ontology company. I'm not saying it's not a useful company, but it is not what they claim it is," he said.
Palantir has been offered the opportunity to respond to the analyst's views.
The analytics and data platform company was founded by Peter Thiel and received early finance from CIA investment arm In-Q-Tel. Its early successes came through government security contracts, working with the controversial US immigration agency ICE. It has worked with the US military on a number of contracts, including a $178.4 million deal to help build a battlefield intelligence system inside a truck.
It has also won a PS330 million ($412 million) contract to provide the NHS Federated Data Platform (FDP) through a procurement process critics have described as uncompetitive. (r)
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    68 tech companies sign CISA's secure by design pledge

    
Security's an uphill battle... does this latest move have teeth?    
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RSAC Some of the biggest names in tech - including AWS, Microsoft, Google, Cisco and IBM - have signed up to a US Cybersecurity and Infrastructure Agency-led effort and promised to take a series of actions within a year to make their products more secure.
CISA's Secure by Design pledge - signed by 68 orgs during RSA Conference on Wednesday - is a voluntary commitment to "make a good-faith effort to work towards" seven goals within a year of signing the pledge, and be able to measurably show their progress.
They are:

	Increase the use of multi-factor authentication (MFA) across their products;


	Reduce default passwords across their products;


	Reduce one or more entire classes of vulnerabilities;


	Increase the installation of security patches by customers;


	Publish a vulnerability disclosure policy (VDP) that authorizes testing by members of the public on products, commits to not recommending or pursuing legal action against anyone engaging in good faith efforts to follow the VDP, provides a clear channel to report vulnerabilities, and allows for public disclosure in line with coordinated vulnerability disclosure best practices and standards;


	Demonstrate transparency in vulnerability reporting by including accurate Common Weakness Enumeration (CWE) and Common Platform Enumeration (CPE) fields in every CVE record for their products - and issue CVE in a "timely manner," at least for critical and high-impact bugs; and


	Make it easier for customers to spot evidence of intrusions affecting their products.


"Our goal for the entire community is to shift the security burden from individuals and small businesses - in other words, end users whose business is not a technology development effort or cyber security - to technology manufacturers whose business it is, and who are in the best position to address and manage security risks from the start," CISA director Jen Easterly said during the doc's signing at the annual cyber security conference.
Easterly also noted the threats to US critical infrastructure from Chinese government-backed cyber thugs including Volt Typhoon. 
"They are able to get into our critical infrastructure because of flaws and defects in our technology," she added. "But we have the power to change this. We can, together, achieve long-term security through fundamentally more secure software."
In fact, building more secure software is "The only way to catalyze more secure critical infrastructure," Easterly warned.
Still, these commitments remain voluntary. And it is unclear whether the tech titans who have signed on will hold up their end of the agreement - or whether the Feds will do anything to call out those who don't.


	CISA boss: Secure code is the 'only way to make ransomware a shocking anomaly'


	CISA's early-warning system helped critical orgs close 852 ransomware holes


	UnitedHealth's 'egregious negligence' led to Change Healthcare ransomware infection


	America's War on Drugs and Crime will be AI powered, says Homeland Security boss


The plan, we hear, is to reconvene at next year's RSA Conference for an update on what the 68 have accomplished over the last year. Plus, the pledge is open to any and all software manufacturers, and CISA hopes to recruit more participants before the 2025 event.
Perhaps unsurprisingly, a big chunk of the names on the list are security providers. As such, building secure software should be a business imperative, according to Christina Cacioppo, CEO of security and compliance firm Vanta. 
"First and foremost, especially as a security company ourselves, to the extent we do something silly that causes us to lose customer data, it is likely - and honestly probably should be - a company-ending event," Cacioppo argued. "As a security company, you live in a glass house. Make sure you're doing what you should do. And so, with that frame, it's very much a company-wide priority." (r)
    






        





This article was downloaded by calibre from https://go.theregister.com/feed/www.theregister.com/2024/05/09/68_tech_firms_sign_cisas/



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next







    
        Original URL: https://www.theregister.com/2024/05/09/arm_q4_2024/
    

    Flexing financial muscles, Arm aims to elbow into Windows PC market

    
Despite record revenues, Wall Street doesn't expect growth to last    
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Chip designer Arm predicts that PCs based on its architecture will account for a significant share of the Windows market within three years as the company claims record revenues for the quarter just ended.
The biz is pinning growth prospects on more than just AI, despite riding the coattails of the industry craze for anything AI-related, and believes it is now on the cusp of stealing a decent chunk of the Windows laptop market.
While Windows on Arm kit has until now largely been built on silicon from licensee Qualcomm, Arm says there are more players coming that will deliver greater choice for buyers.
"I think one of the things that's needed for the PC industry to grow, particularly the Windows on Arm segment, is going to be a diversification of the supplier base to provide multiple units, multiple SKUs, multiple price points, and multiple experiences for end consumers," Arm chief Rene Haas said on the company's earnings call for Q4 of FY2024.
"Everything I'm hearing says that there are going to be multiple suppliers to serve that market over the next 12 to 36 months," Haas claimed.
"And with that, we think now will be the time, over the next two, three years, where the Arm ecosystem will take a significant level of market share, primarily because of the level of experience that we've seen in the other ecosystem, the fantastic performance, the great battery life, the fact that you can build a high-performance machine minus a fan."
Haas said all of these things will "add up for significant growth," and once the vendor base diversifies, that growth will "start to kick in over the next 12 to 36 months."
According to Canalys research published in October, Arm accounted for one percent of the PC market (excluding Macs) in Q3 2023.
Arm posted record results yet again for the last quarter, topping its own guidance of between $850 million and $900 million to reach $928 million in revenue for Q4 FY24, up 47 percent on the same period a year ago.
Royalty revenue was up 37 percent to $514 million, thanks to the growth of chip designs based on the ARMv9 architecture, for which it typically charges a higher royalty rate. Meanwhile, license revenue was up an impressive 60 percent year-on-year to $414 million, which Arm attributed to "multiple high-value license agreements being signed as companies increase investment in Arm-based technology for AI across all end markets."
Full year revenue for fiscal 2024 came in at $3.233 billion, up by 21 percent over the previous year.
But despite the healthy results, Arm shares dropped nearly 10 percent in after-hours trading yesterday. The problem, it appears, is that the chip designer isn't expected to keep up this rate of growth, leaving stock market traders disappointed.


	SpiNNcloud Systems unveils Arm-based 'neuromorphic supercomputer'


	IBM quantum system elbows into Arm-powered Fugaku supercomputer


	Alibaba Yitian 710 rated fastest Arm server CPU in the cloud (for now)


	Arm CEO warns AI's power appetite could devour 25% of US electricity by 2030


Chief financial officer Jason Child said Arm is forecasting revenue for Q1 FY25 to be between $875 million and $925 million, which would represent a 30 to 37 percent year-on-year increase if met, although down on the quarter just finished.
For the whole of FY 2025 ending March 31 next year, Arm expects to see revenues of between $3.8 billion and $4.1 billion, Child said, representing a 17 to 27 percent increase. Not good enough for Wall Street, apparently.
"Arm has been a beneficiary of the boom in AI-related spending even though it's not directly involved in the same way as Nvidia, and its latest results are impressive. But investors, who sent shares in the SoftBank-backed group soaring on its IPO last September, were apparently unimpressed by the forecast for the coming year," TechMarketView analyst and CEO Tola Sargeant commented.
However, she added: "Arm is confident that it will achieve revenue growth of at least 20 percent in fiscal 2026 and 2027. By most standards, that's a pretty good outlook!"
In Arm's letter to shareholders, Haas reiterated that the company's long-term growth strategy will be driven by royalty revenue and also by the need for more energy-efficient compute and AI capability
"We finished our financial year achieving over $3 billion in revenue for the first time, and with strong tailwinds heading into FYE25 as AI is driving increased demand for Arm-based technology across all end markets," he stated.
Haas also commented that it took Arm 20 years to get to $1 billion in revenue, then 10 years to get to $2 billion. This year, the company passed $3 billion after just a further two years, and it expects to be at or around the $4 billion this year. (r)
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    VMware security advisories now behind bureaucratic Broadcom barricade

    
If it ain't broke, make it less accessible    
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Much to the chagrin of security pros, VMware security advisories are now only viewable if users sign up for a Broadcom Support account first.
Granted, it's free to register a support account, but the change, which was announced earlier this week, may create added friction for infosec professionals looking for details on the bugs they need to squish.
VMware announced the change on Tuesday via a blog post that didn't specify the reason for what will be perceived to be a step backward in openness and transparency. We asked Broadcom, its new owner, for further details but it didn't immediately reply.
URLs for older VMware security advisories will still work, so there's no need to change any browser bookmarks, they'll just instead redirect to the Broadcom Support Portal.
End-user computing (EUC) products are the only exception here. Security advisories for these will still appear in the old feed and won't be made available inside Broadcom's Support Portal.
Even better news: there are plans in place to allow Broadcom Support accounts to receive automatic notifications about new or modified advisories, but that feature isn't working yet.
"Based on customer entitlements and customer settings, the Support Portal will send out notifications to customers that have signed up to receive notifications for new or modified security advisories," blogged Monty Ijzerman, staff technical program manager at VMware's product security incident response team. 
"However, at this time, Support Portal is not yet prepared to send out these notifications when a VMware Security Advisory is published or modified."
Infosec experts widely criticized the move. The main concerns are weakened transparency around security, and some feel it may make the job of aggregating exposure to vulnerabilities a more difficult task.
[image: X post from upset infosec expert]
X post from upset infosec expert


Speaking to The Register, application security expert Sean Wright said: "This is yet another move in a list of recent changes that Broadcom has made which may cause some controversy. While I understand their desire to move the VMWare brand under their own brand, their approach is questionable.
"While it appears that individual vulnerabilities are publicly available on the Broadcom Support Portal, it will make it harder for security teams to keep track of all vulnerabilities across their VMWare product estate. Many will be unwilling to create yet another account for this purpose.
"Also worth asking is how mechanisms such as RSS feeds would work, or if at all. Many teams will rely on such mechanisms to have some form of automation for new advisories. Ultimately for some, this may turn out to be yet another reason to look to other alternative products."
Some have gone so far as to call on national security agencies in the EU and US to halt Broadcom's latest move, saying "this is not acceptable." 


	VMware waves goodbye to AWS middleman as Broadcom takes the reins


	AWS promotes itself as alternative to its own VMware service


	VMware by Broadcom blinks again - this time easing change for cloud service providers


	VMware's end-user compute community told to brace for 'Omnissa' shift


CISA's official stance on information sharing is that it is "essential to furthering cybersecurity for the nation." It says information should be shared rapidly and seamlessly, and it appears Broadcom's efforts to account-wall its security information may go against this widely accepted industry ideal.
Beyond the negativity directed toward the changes around security advisory accessibility, VMware customers and channel partners have voiced myriad concerns about Broadcom's acquisition.
Fears of what could become of VMware were rife long before the 2023 acquisition by Broadcom, which was perceived by Symantec customers as a company that worsens the entities it absorbs.
Sysadmins told us back in 2022 that following Broadcom's takeover of Symantec, product evolution had slowed and prices were driven up. Industry sources suspected that these were to discourage unwelcome customers.
Similar fears surrounded the situation at VMware. Broadcom soon did away with VMware's perpetual licenses, favoring a subscription model. For context, VMware was planning to switch to subscriptions before Broadcom entered the equation, and a lifeline was thrown to customers already on these licenses.
That didn't stop European cloud trade body CISPE from criticizing Broadcom for the move. Its gripe wasn't with subscriptions, but the company's framing of the changes as pro-innovation and pro-competition.
CISPE said Broadcom was ignoring the concerns about packaging products together, meaning customers could be paying for products they don't want. It also raised concerns about price hikes, which El Reg sources have previously said to be in the 500 to 600 percent region. Some customers' license costs have risen from $8 million to $100 million, we're told.
The trade body also said Broadcom's changes were anti-cloud, requiring cloud services providers to license a minimum of 3,500 cores and a minimum three-year contract.
Separate security issues were also raised, specifically that the patch support for VMware perpetual license holders was "insulting in its limitations," CISPE said. Only patches for critical vulnerabilities would be offered unless customers moved to a subscription. CISPE said this "verges on racketeering."
Broadcom insists it's committed to providing value for customers and partners, and that it has taken customer feedback into account with its offerings. (r)
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    Hypothetical TSMC invasion 'absolutely devastating' says Raimondo

    
No it's not happened, but officials want readiness in the South China Sea    
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The US Secretary of Commerce says it would be "absolutely devastating" if China seized Taiwan Semiconductor Manufacturing Company (TSMC) and locked down the South China Sea.
"I'm not commenting on whether that's going to happen, how it's going to happen, or if it's going to happen, but what I can tell you is right now the United States buys 92 percent of its leading edge chips from TSMC in Taiwan," testified the secretary before the House Appropriations Committee yesterday.
Although the imported chips are vastly ahead of any semiconductors currently made in the USA, TSMC is slated to produce 2 nm and 3 nm chips in Arizona. The 2 nm chip production was initially scheduled to come online in 2026, but that was modified last month to 2028, when the fab would also produce 2 nm. TSMC is receiving $11.6 billion in funding from the US for the three Arizona fabs.
Congressman Jake Ellzey and Raimondo agreed during Wednesday's hearing that around a third of the world's commerce travelled through the South China Sea, making it essential to defend the area, including Taiwan.


	TSMC scores $11.6B funding infusion for Arizona fabs, now plans for third plant


	US Army journal's top paper from 2021 says Taiwan should destroy TSMC if China invades


	TSMC fully booked on advanced packaging until 2025


	Teardown confirms Huawei's Pura 70 contains SMIC 7nm process node


China views Taiwan as a breakaway province yet Taiwan sees itself as master of its own domain. Some commentators think China has watched with interest the world's reaction to Russia invading Ukraine.
The scenario where China seizes Taiwan and TSMC has been the subject of many thought-exercises in the past. One of the most downloaded papers of 2021 from the US Army War College academic journal Parameters suggested that if the scenario became an imminent reality, the US should commit to bomb TSMC themselves.
Ellzey is not the only government official concerned about the state of the South China Sea, which is a part of the Indo-Pacific region. The Select Committee on the Chinese Communist Party (CCP) warned on Wednesday that the Pentagon is currently displaying an "alarming lack of urgency" regarding the vulnerability of US military bases in the Indo-Pacific.
According to the committee, "unclassified analysis suggests China has enough weapons to overwhelm [US] air and missile defenses protecting those bases" and strikes could "immobilize vital air assets, disrupt logistical chains, and significantly weaken [US] ability to respond in a conflict."
In her testimony, Raimondo redirected national security concerns away from such physical structures to the war tools of the digital age.
"When you think national security you might think guns, tanks, missiles, fighter jets. I think semiconductors, quantum, AI models," said Raimondo.
"What we are doing at the Commerce Department is constantly studying these dual-use technologies to figure out what do we have, where is China, and make certain that China cannot access our technology for their military," she added. (r)
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    UniSuper Google Cloud outage caused by an unfortunate series of events

    
Duplication across geographies no defense against the 'one-of-a-kind' accidental deletion    
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Google's Cloud CEO Thomas Kurian has weighed in on the UniSuper fiasco and confirmed that UniSuper's Private Cloud subscription was accidentally deleted.
In a joint statement with UniSuper CEO Peter Chun, Kurian admitted that an "inadvertent misconfiguration" during the provisioning of UniSuper's Private Cloud services resulted in the deletion of the subscription.
In a cascade of catastrophe familiar to anyone using duplication, the deletion of the account resulted in deletion across other regions.
"UniSuper had duplication in two geographies as a protection against outages and loss. However, when the deletion of UniSuper's Private Cloud subscription occurred, it caused deletion across both of these geographies."
Fortunately, UniSuper had backups at another cloud provider. Otherwise, a bad situation could have been oh so much worse. As it is, it has only been since today that the funds' services have shown signs of life, and members have been able to log into their accounts. The organization is also further ahead in the restoration than initially planned, meaning that balances should be up to date.


	Google Cloud blunder sinks Australian fund for a week


	Techie's enthusiasm for decluttering fails to spark joy


	Techie saved the day and was then criticized for the fix


	Microsoft slammed for lax security that led to China's cyber-raid on Exchange Online


The joint statement states, "This is an isolated, 'one-of-a-kind occurrence' that has never before occurred with any of Google Cloud's clients globally. This should not have happened. Google Cloud has identified the events that led to this disruption and taken measures to ensure this does not happen again."
The Register contacted Google to learn more about this "one-of-a-kind-occurrence," but we were simply directed to the joint statement.
In the meantime, UniSuper's woes remain a lesson for companies leaping cloudwards. Someone clicking the wrong button, a previously unknown bug, an unforeseen series of events, or a combination of all three could have dire consequences for a business. (r)
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    ML suggests all that relaxing whale song might just be human-esque gossiping

    
Now this is our kind of click bait    
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A study into whale language using machine learning has uncovered a complex phonetic system, implying the cetaceans may speak to each other much like humans do.
The study, published this week in Nature and titled "Contextual and combinatorial structure in sperm whale vocalisations," was undertaken by MIT Computer Science and Artificial Intelligence Lab (CSAIL) researchers and Project CETI. The team used a relatively simple machine-learning algorithm to analyze the communicative sounds sperm whales make, which was previously thought to be a system of fixed messages.
The algorithm analyzed whale communication recordings from a sperm whale clan in the Caribbean Sea, and unearthed a complex sound system. The study found that codas - the patterns of clicks that form the basis of whale communication - are actually much more complex than previously thought.
We don't know what the whales are saying exactly, just that software has helped show that their chatter is more detailed than some have assumed and appears to be built on an alphabet of some kind. It may mean supposedly relaxing CDs of sperm whale song are in fact just hours of cetaceans moaning about the weather, or so we guess.
"Like the International Phonetic Alphabet for human languages, this 'Sperm Whale Phonetic Alphabet' shows how a small set of axes of variation give rise to the diverse set of observed phonemes (in humans) or codas (in sperm whales)," the paper observes.
While human sounds are categorized based on where they're made in the mouth, how they're made, and whether the vocal cords are vibrating, whales use a combination of rhythm and tempo. Other variables include rubato (the fine-grained variation of intervals between clicks) and ornamentation (the addition of an extra click to a coda).
Here's a key part from the paper:


We show that codas exhibit contextual and combinatorial structure. First, we report previously undescribed features of codas that are sensitive to the conversational context in which they occur, and systematically controlled and imitated across whales. We call these rubato and ornamentation.


Second, we show that codas form a combinatorial coding system in which rubato and ornamentation combine with two context-independent features we call rhythm and tempo to produce a large inventory of distinguishable codas.


Sperm whale vocalisations are more expressive and structured than previously believed, and built from a repertoire comprising nearly an order of magnitude more distinguishable codas.


One thing to bear in mind is that human sounds (also called phonemes) aren't wholly analogous to whale utterances. MIT researcher Jacob Andreas explained to The Register that "the physiological processes underlying them are quite different - a coda is much longer than a typical phoneme, much of this structure is temporal, and I don't think we can draw clear analogs between any of these features."
"The number of codas is in the same ballpark of the number of phonemes in some languages," Andreas observed, "but we don't actually know whether a coda is like a phoneme, or a word, or a sentence, or something else we don't have a name for."
Machine learning could be used to further analyze languages, animal and human
As said, discovering the inner workings of whale language phonetics on its own doesn't reveal much about what codas actually mean.
"There's a lot that goes on in these vocalizations (whales chorusing together) that's quite different from anything in human language," Andreas pointed out. "But definitively answering that question will require characterizing what information is carried by these vocalizations, which is the next big direction we're pushing on."


	Save the whales - with, uh, artificial intelligence?


	Russian-trained spy whale spooks Norwegian fishermen


	After demonstrating a facial recognition system that works on cows, moo-chine learning pioneer seeks growth funding


	Japanese sat tech sinks Sea Shepherd anti-whaling activists' hopes


While Andreas ascribed the conclusions of the study more to "really good visualizations" made by his co-author Pratyusha Sharma - rather than the "very simple" algorithm used in the paper - future studies on both animal and human language may be boosted by AI. One such use case is a general toolkit for analyzing the structure of unknown animal communication systems, which MIT researchers and Project CETI are actively investigating.
Although human communication systems are much better understood than animal ones (including whales), there are still unanswered questions that machine learning could help answer. For instance, whether there was one original human language, or if our brains have universal grammar - a biological basis for language theorized by former linguist Noam Chomsky. (r)
    






        





This article was downloaded by calibre from https://go.theregister.com/feed/www.theregister.com/2024/05/09/ai_whale_language/



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next







    
        Original URL: https://www.theregister.com/2024/05/09/ubuntu_unity_2404_plus_lomiri/
    

    Experimental remix finally brings the former Unity 8 back to Ubuntu

    
Ubuntu Unity 24.04 arrives along with new little sibling, Ubuntu Lomiri    
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Ubuntu Unity Noble Numbat is out, and alongside it, a very much not long-term-supported new variant of the distro: Ubuntu Lomiri.
Along with the official Ubuntu 24.04 "Noble Numbat" release which appeared in late April was a new version of Ubuntu Unity, as there has been since Ubuntu 22.10. Although it's only a modest change over previous releases, there are a few differences in this release - and what's more, it now has a sibling distro with the desktop formerly known as Unity 8.
[image: Ubuntu Unity 24.04's friendly familiar face - but for global menus in the browser, install Waterfox. ]
Ubuntu Unity 24.04's friendly familiar face - but for global menus in the browser, install Waterfox. - Click to enlarge


The new Ubuntu Unity 24.04 release is the "Noble Numbat" version of Ubuntu Unity. The distro itself isn't dramatically different from the previous releases - which is good thing in a LTS release. Version 24.04 uses the same Unity 7.7 desktop as in version 23.10, and as with many of the desktop remixes, for now upgrading from that older version isn't recommended: there are still some open issues around switching to the newly snap-packaged Thunderbird and the new 64-bit-time-aware libglib2.0-0 package.
It is possible to nudge the updater into offering the upgrade - Canonical even documents how to do this. However, in our testing Ubuntu Unity is not offering the new version yet. We don't recommend trying to force it, for instance with the do-release-upgrade-d command - there are reports of serious breakage.
If you're doing a fresh installation, though, you will see a noticeable difference: for this release, Ubuntu Unity has switched to the cross-distro Calamares installer. This the same installer that Lubuntu has used for some time, as we noted when we looked at Lubuntu 22.04 and the other flavors. In the Noble Numbat release cycle, Kubuntu adopted it too. With Ubuntu Unity, you get the same expanded choice of three installation options as Kubuntu and Lubuntu 24.04: as well as the Minimal and Normal, there's also an additional Full Installation choice, which adds some more (snap-packaged) apps to the OS. The classic Synaptic graphical admin tool for Debian packages is preinstalled, and so is the GDebi graphical .deb package installer - but Canonical's shiny new App Center is not.
Unity still works fine, although it's showing its age in some places. Several of the bundled apps don't integrate with Unity's global menu bar, including the snap-packaged Firefox - and among the optional extras, Thunderbird and Krita don't either. One of the big issues for a Linux desktop today, though, is that Unity 7 is an X11 desktop, and most distros are transitioning to Wayland. Before Canonical cancelled it in 2017, the planned future for Unity was Unity 8, a converged desktop environment that would also run on Ubuntu-powered fondleslabs, running under the Mir display server.
[image: Even before you log in, Ubuntu Lomiri looks different: the clock would be handy on a fondleslab.]
Even before you log in, Ubuntu Lomiri looks different: the clock would be handy on a fondleslab. - Click to enlarge


This is still very much around - indeed, the unity8.io website still works. The Mir display server is in active development too, as are environments based on it. The desktop environment is now known as Lomiri, and it runs on Debian. When we tried it, though, we didn't find it worked well.
This continuing development, both inside Canonical and outside it thanks to the UBports community, has provided the ingredients for the new Unity-based Ubuntu Lomiri. For now, this is still an experimental distro; it combines the base Ubuntu 24.04 text-mode part of the distro with the version 0.2.1 of the Mir-based Lomiri shell.
[image: Ubuntu Lomiri's login screen has the circular notifier widget we last saw in pics of Ubuntu phones.]
Ubuntu Lomiri's login screen has the circular notifier widget we last saw in pics of Ubuntu phones. - Click to enlarge


We tried it both in VirtualBox 7.18 and on the bare metal of our venerable Thinkpad W500, and it worked - not perfectly, but much better than the Debian 12 version on either. We also tried it on a geriatric Thinkpad X61 tablet, the only x86 machine with a touchscreen in the Irish Sea wing of Vulture Towers. To our pleased surprise, it also worked fine even on this very low-end hardware - a Core 2 Duo with 2GB of RAM - but sadly without any touch support.
[image: Lomiri offers a swipe-in-from-the-right settings panel, but most options do nothing on a PC.]
Lomiri offers a swipe-in-from-the-right settings panel, but most options do nothing on a PC. - Click to enlarge


On all the test environments, it still displays some non-functional controls that are mainly relevant to phones and tablets, such as battery information and an orientation lock control. At boot up, the screen starts with a clock and only reveals the login page on a click.


	Xubuntu 24.04: A minimal install that does what it says on the tin


	Ubuntu 24.04, Fedora 40, EndeavourOS, and TrueNAS 24.04 all arrive at once


	Canonical cracks down on crypto cons following Snap Store scam spree


	Fresh version of Windows user-friendly Zorin OS arrives to tempt the Linux-wary


However, the core desktop functionality works well. There's a status bar, plus slide-in panels on the left and right of the screen: an app launcher on the left, and a notifications panel on the right. By default, the dock is very bare, with just the Lomiri-native Morph web browser, but the app launcher pane also contains Firefox, LibreOffice, a file manager, two terminal emulators, and other tools. Multiple apps happily run side-by-side, windows snap to the screen edge, you can pin apps to the panel and so on, and there's a very snazzy 3D app-switcher.
[image: Ubuntu Lomiri also offers a quite broad selection of apps, although some typical Ubuntu ones don't work so aren't included.]
Ubuntu Lomiri also offers a quite broad selection of apps, although some typical Ubuntu ones don't work so aren't included. - Click to enlarge


We did notice that mouse movement is always jerky, and the pointer has a near-constant tremor, but it works. The desktop did occasionally lock up on us - although after some seconds, it automatically restarted itself.


We wouldn't put it in front of a non-techie relative yet, but it approximates the level of functionality in ChromeOS, which has proved to be enough for hundreds of millions of users...


It does feel rather like phone apps running on a desktop. Most apps have no menu bar, although some have hamburger menus, and this iteration of Unity has no global menu bar. When we wrote about Lomiri being included in Debian 12, it took us many tries to get a screenshot of Lomiri running. In this version, it felt genuinely usable. We wouldn't put it in front of a non-techie relative yet, but it approximates the level of functionality in ChromeOS, which has proved to be enough for hundreds of millions of users.
A big driver for this overdue revival is that Mir is a Wayland compositor now. It's not only in Debian, either: the Miracle-WM tiling environment we've covered recently may appear in Fedora, too.
X.org may yet disappear from mainstream Linux soon - although even if it does, it will stick around in NetBSD and the other BSDs for a while yet. If it does, Lomiri may be Unity's best hope for a future - but with the rise of tablets and convertible PCs, that's looking brighter than it has in years.
[image: The System Settings opens up small, in a phonelike layout...]
The System Settings opens up small, in a phonelike layout......


[image: ... But if you resize the Settings window, it rearranges itself into a tablet-style two-column layout.]
....but if you resize the Settings window, it rearranges itself into a tablet-style two-column layout.
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Customers can be pushed into renewing agreements for fear of the unknown, but there are cheaper options    
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Oracle is threatening software audits as customers seek to exit Unlimited License Agreements (ULAs).
ULAs offer unlimited licenses for specific Oracle products under a contractual arrangement with Big Red. The dominant database and application vendor considers these agreements "an easy way for a large global organization to support business agility and value creation."
But critics have argued that they are not the most cost-effective way to license Oracle software, and buying a perpetual license agreement can save money.


If your goal is to renew your ULA, Oracle will help you spend money with them. If your goal is to get out, you're not going to get a helping hand....


The ULA certification process comes into play when a user organization prepares to leave the agreement. The user reviews and documents their use of Oracle products and reports the numbers to Oracle in preparation for buying perpetual licenses.
The alternative is renewing the ULA, which is the option Oracle, a $52 billion-revenue company, would prefer as it earns the vendor more money, said Craig Guarente, founder and CEO of software licensing advisor Palisade Compliance.
"Oracle has no interest in you certifying your ULA. Their goal is to get you to renew: when you certify a ULA you're not getting Oracle more money. Everybody at Oracle makes money when Oracle makes more money. It's not a bad thing, but no one gets more money to help you certify at Oracle," he told a recent webinar.
There was significant pressure within Oracle to get customers to renew their ULAs, he said. Oracle has talked about auditing customers who exit the agreements upon certification as newer ULAs contain clauses with some obligations to Oracle in terms of sharing information.
"We have one client who certified their ULA and they got the craziest letter from Oracle. Right off the bat, they said, 'Not only are we auditing you now, but if we disagree with your certification in any way, you're gonna give us more money.'
"I'm paraphrasing but they said if the user has too many licenses, then it should give Oracle more money. If it certified too few licenses, it also would have to give Oracle more money. It is total nonsense. They have no right to audit the certification.
"There's some crazy things Oracle is doing right now, so careful if you're trying to do this on your own. If your goal is to renew your ULA, Oracle will help you spend money with them. If your goal is to get out, you're not going to get a helping hand. It's not a negative thing about Oracle, it's just: why would they help you?"


	Oracle changes its tune with HQ move to Music City


	Oracle scores big win with Fujitsu Japan for its Alloy partner cloud


	Palantir and Oracle buddy up on cloud infrastructure


	Catch Java 22, available from Oracle for a limited time


He said ULAs were often renewed out of nervousness in dealing with the vendor, or not having the right information to handle the problem before the deadline, which often arrives at the end of May with Oracle's financial year end.
Also on the webinar was Victoria Molloy, chief commercial officer of Support Revolution, which provides third-party support for Oracle products.
She said one Oracle user had signed a ULA as it was considering moving its infrastructure to AWS. "Instead of worrying about any compliance issues, they signed up for a three-year ULA agreement with Oracle but they never actually moved to AWS. Then when it came to the renewal, they had a change in senior management and no one really knew what was happening. So then they renewed again for a further three years. They spent a lot of money - in the millions - over a six-year period in a ULA agreement that they never used."
Guarente said ULAs could be a good option when a user organization was growing dramatically. Alternatively, they could be the least bad option if there was a serious compliance issue, he said. (r)
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    Big brains divided over training AI with more AI: Is model collapse inevitable?

    
Gosh, here's us thinking recursion was a solved problem    
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AI model collapse - the degradation of quality expected from machine learning models that recursively train on their own output - is not inevitable, at least according to 14 academics.
The risk that ongoing generative AI output, known as synthetic data, will dilute human-created organic data and impair the performance of models trained on this increasingly fabricated corpus was highlighted by a separate group last year, in a paper titled: "The Curse of Recursion: Training on Generated Data Makes Models Forget."
Ilia Shumailov, lead author of that paper, spoke to The Register earlier this year about this phenomenon, which has been documented in other studies.
Now another set of boffins - Matthias Gerstgrasser, Rylan Schaeffer, Apratim Dey, Rafael Rafailov, Henry Sleight, John Hughes, Tomasz Korbak, Rajashree Agrawal, Dhruv Pai, Andrey Gromov, Daniel Roberts, Diyi Yang, David Donoho, and Sanmi Koyejo - contend that the problem of training AI on AI-made data isn't significant, given the way that model training is actually done.
This latest baker's dozen plus one - from Stanford, AI safety group Constellation, the University of Maryland at College Park, MIT, and Sequoia Capital - make the case for not worrying in a paper titled: "Is Model Collapse Inevitable? Breaking the Curse of Recursion by Accumulating Real and Synthetic Data."
It's worth noting that some of these boffins acknowledge support through grants from commercial entities including OpenAI and Google, although the authors insist their research results do not necessarily reflect the positions or policies of their funders.
Gerstgrasser, a postdoctoral research associate at Harvard SEAS and visiting postdoctoral scholar at Stanford, outlined on social media the argument he and his colleagues want to make.
"As AI-generated content becomes more prevalent on the internet, there's a growing concern that future AI models will be trained on this 'tainted' data," he asserted. "It's like a virus that could infect the entire AI ecosystem!
"Many experts have warned that this could lead to a doomsday scenario for AI. If models keep getting worse and worse with each generation, we could face an 'AI apocalypse'! But don't panic just yet ..."


	AI is going to eat itself: Experiment shows people training bots are using bots


	Prompt engineering is a task best left to AI models


	What's up with AI lately? Let's start with soaring costs, public anger, regulations...


	AI agents can copy humans to get closer to artificial general intelligence, DeepMind finds


Gerstgrasser argued that while previous studies have warned about this "doomsday scenario," all that research relies on the assumption that each succeeding generation of AI would train exclusively on the synthetic data produced by the previous generation model.
He argues that legacy data won't just be discarded. Instead of being replaced every generation, it's more likely to accumulate - the synthetic data will just get mixed with the organic data, and the resulting model will continue to perform.
"Our findings extend these prior works to show that if data accumulates and models train on a mixture of 'real' and synthetic data, model collapse no longer occurs," Gerstgrasser et al declare in their "Is Model Collapse Inevitable?" paper.
"[T]hese results strongly suggest that the 'curse of recursion' may not be as dire as had been portrayed - provided we accumulate synthetic data alongside real data, rather than replacing real data by synthetic data only."
But the authors of a related paper - Elvis Dohmatob, Yunzhen Feng, and Julia Kempe - titled, "Model Collapse Demystified: The Case of Regression," disagree that synthetic data can be added to model training without consequence.
All about scale
Julia Kempe, professor of computer science, mathematics and data science at the New York University Center for Data Science and Courant Institute of Mathematical Sciences, told The Register the "Is Model Collapse Inevitable?" paper is misguided in its conclusions - noting that it largely relies on the work that she and her colleagues did.
"Usually, when you train a model on lots of data, it gets better and better the more data you train on," Kempe explained. "This relation is called a 'scaling law' and has been shown to hold both empirically in many settings, and theoretically in several models.
"In our paper we show that when a model is trained on synthetic data that comes from a previous model that itself was generated on data from a previous model and so on, for a number of times (let us call the number of times n), then its performance does not obey the usual scaling laws; rather, it behaves effectively as if it had only been trained on an n-fraction of original data.
"For example, if we iteratively train and synthesize ten times, and then use the data from the last model to train, then we only get the performance we would get had we trained on 1/10th of the original data, so much worse!"
Yunzhen Feng, a doctoral student in data science at New York University and one of Kempe's co-authors, also disagreed with the "Is Model Collapse Inevitable?" paper and its suggestion that model collapse can be discounted.


If the objective is to maintain a good performance, it might be preferable to consistently use the original dataset


"If the objective is to maintain a good performance, it might be preferable to consistently use the original dataset, which is already stored and selected prior to introducing synthetic data," Feng explained.
"Our aim is to keep the scaling benefits," Feng continued. "In the scaling regime, using clean data to increase the dataset size tenfold results in better scaling. Conversely, using synthetic data not only forfeits these benefits but also introduces a performance degradation. Therefore, we disagree with them."
Feng also pointed to another paper - by Dohmatob, Feng, Pu Yang, Francois Charton, and Kempe - titled, "Tale of Tails: Model Collapse as a Change of Scaling Laws," and told The Register: "We argue that model collapse in AI data, from a scaling perspective, is twofold: It involves losing the performance benefits that additional human data would normally provide, and it results in recursive degradation across generations and retraining on AI data."
Feng noted that while there are various strategies that can be implemented to halt recursive degradation, there are performance consequences: "I believe most people do not regard solving only the second issue as sufficient to claim avoidance of model collapse."
Counterpoint
It's worth saying that Shumailov and his colleagues - Zakhar Shumaylov, Yiren Zhao, Yarin Gal, Nicolas Papernot, and the late Ross Anderson - weren't really pitching the idea that AI is doomed to devour itself in their "Curse of Recursion" paper. Their conclusion was more subtle: That the model collapse can be mitigated by spending money to assure data quality - something big companies will find easier than small ones.
Asked about the findings from Gerstgrasser et al, Shumailov replied, "In principle it does not really invalidate anything we showed. With simple models, they show they can attenuate some effects. Do note that this comes with ever increasing cost and doesn't solve any of the problems for common users, who will have no ability to keep data long term."
AI collapse isn't inevitable - but neither is model performance. (r)
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Intel and pals automate manufacturing in Japan while AWS pledges billions to Singapore    
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Tech giants including Intel and AWS joined Microsoft and others this week in announcing investments in the Asia Pacific (APAC) region to build out infrastructure - cloud services, datacenters, and chipmaking facilities - in anticipation of growing AI demand.
Intel and 14 others to automate chipmaking processes in Japan
Intel is hooking up with 14 Japanese companies to develop automated manufacturing tech and associated standards for the backend of some chipmaking processes, according to a statement from one participating company.
Among the companies involved are electronics maker Omron, Yamaha Motor, Sharp, Fuji, Mitsubishi Research Institute, Murata Machinery, materials suppliers Resonac and Shin-Etsu Polymer, and more.
The endeavor is known as the Semiconductor Assembly Test Automation and Standardization Research Association (SATAS).
"SATAS aims to establish technologies for automation of backend processes and standard specifications for back-end processes, develop equipment for backend processes, and verify pilot lines. SATAS's final goal is to put fully automated system for backend processes into practical use by 2028," reads the statement.
Automating such processes is expected to allow countries with higher labor costs to host chipmaking facilities. Japan is in the midst of a population decline and subsequent labor shortage, a problem automation is expected to help solve.
The effort is reportedly set to cost about Y=10 billion ($65 million).
AWS doubles down on Singapore
AWS announced it would spend 12 billion Singaporean dollars ($9 billion) over four years to support and expand its existing cloud infrastructure and operations in the city-state.
The investment was announced at AWS Summit and builds on existing funding of 11.5 billion Singaporean dollars ($8.5 billion) that Amazon poured into the region prior to 2023. The money will reportedly go toward salaries for Amazon staff and costs of importing more specialized equipment and software, construction and datacenter operations, and prepares AWS for the impending additional computational power needed for generative AI tools.
"Besides growing its cloud infrastructure and services in Singapore, AWS will also contribute to the vibrancy of the broader cloud services ecosystem, especially in getting more organizations to adopt cloud services and AI capabilities," boasted senior minister of state Tan Kiat How during the summit keynote. The minister detailed that AWS will also assist in upskilling the local workforce and collaborate with the nation's infocomm authority "to help local enterprises leverage GenAI."
According to documents provided to The Register, AWS reckons the investment will equate to more than 12,300 jobs and provide $13.8 billion of economic value.
So far this year, AWS has already committed to spending $15 billion to expand its cloud empire in Japan. The company is also setting up datacenters in Malaysia and Thailand.
Princeton Digital to build a Malaysia campus on green loans
Datacenter developer Princeton Digital Group (PDG) announced it had secured a $280 million green loan for its 150 MW campus known as JH1 in the Malaysian state of Johor.


	TSMC fully booked on advanced packaging until 2025


	Japan will use AI to find out what bears do in the woods


	Japanese and Singaporean devs battle over gamified crowdsourced telco maintenance app


	OpenAI launches Asian operations in Tokyo to avoid being lost in translation


"JH1 is one of largest AI-ready campuses in Asia and is designed to cater to the infrastructure demands of some of the world's most pre-eminent AI and cloud companies. The 150 MW hyperscale project is a planned $1.5 billion investment for PDG," the company commented.
The green financing is expected to go toward the first 52 MW phase of JH1, which is slated for service in June 2024.
Nvidia, AirTrunk, GDS International, and YTL Power are among other companies that have set up datacenter operations in Johor.
The state, particularly the southern part and its core city Johor Bahru, is fast becoming a datacenter hotspot, thanks to its proximity to Singapore. The pair are connected by a series of bridges. While Singapore is known as a business hub, it's low on land - a commodity abundant in the Malaysian state.
Speaking at a conference in Singapore on Monday, Kok Chye Ong, managing director for Gaw Capital, described Johor as a "kind of proxy for all the demand coming from Singapore."
"As it relates to risk and all that, I think it's something that we have to capitalize on," he added.
Matthew Benic, head of commercial at Keppel, described the state of energy for datacenters in Johor as "still dirty now."
But while Malaysia may not readily provide renewable energy, said Benic, it does have the right regulatory environment and potential to generate power.
Presumably, if a company can't secure eco-friendly power and is unwilling to relocate, sustainably linked finance will have to do. (r)
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    Asia's hyperscalers hustle for juice as datacenters drain grid

    
Power shortages are driving the industry to once-unthinkable places    
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Southeast Asia's hyperscalers face plenty of challenges - from securing talent, property, and keeping construction costs down - but these hurdles pale in comparison to the task of banking enough power.
"The countries in APAC today are actually power deficient," lamented BDx Data Centers CEO Mayank Srivastava, speaking in Singapore at DataCloud APAC 2024. In his keynote address, he said that a 12 percent energy surplus is needed in a country for it to be considered energy "safe."
He did point out that, according to the International Energy Agency, Malaysia, Indonesia, the Philippines, and Japan are all estimated to have between five and 12 percent energy over-sufficiency, while China, South Korea, Singapore, Taiwan, and Hong Kong have even less of a surplus.
Srivastava deemed the deficit a "scary situation" and suggested that, given enough datacenter deployment, the national grid could "become unstable."
AI boom changed user requirements
Lionel Yeo, CEO of ST Telemedia Global Data Centres, said during a panel session that power remains the most prominent issue.
He noted that ten years ago his company was looking at three megawatt contracts, but now that number was easily ten to 15, with sizable contracts even larger. He called the increase a "testament to the growth of the cloud business."
Overall, the need for power creates a balancing game against factors such as where the talent lies, the space to build and operate a datacenter, and more, he said.
"I think the cost of construction is a key thing, given the inflationary pressure posed forward," commented Digital Realty veep Govind Choudhary. "Data sovereignty is also something which is impacting datacenters."
But it all boils down to demand. "The cloud firms are going where the demand is, and they appreciate the power and the cost availability side of it, but they don't have a choice," said Cushman & Wakefield MD Vivek Dahiya.


	Oracle scores big win with Fujitsu Japan for its Alloy partner cloud


	Microsoft aims to triple datacenter capacity to fuel AI boom


	Vultr Cloud Alliance rises to take on cloud Goliaths


	Dell APJ chief: Industry won't wait for Nvidia H100


National disasters and floating barges no longer a deal breaker
"When there is no power, we need to find solutions to the problem we face - be it onsite power generation, or, you know, I think we're looking at micro nuclear now," added Equinix senior director Gavin O'Reilly.
"This power crisis, I think it's really gonna push us a bit more in terms of our infrastructure," he added.
That means the industry is becoming even less risk averse - looking at building infrastructure in areas prone to natural disasters such as earthquakes and typhoons.
"Back in the old days, we used to be extremely risk averse," recalled O'Reilly. "For example, in Tokyo, one of the main ones [datacenters] is on reclaimed land, and we wouldn't touch it - ignoring that the basement went down 100 meters, and the walls were six feet thick."
According to O'Reilly, historical data now shows it's not the natural disasters that cause problems, but human error.
Matthew Benic, head of commercial for Keppel DC, cited the use of floating datacenters as evidence of risk appetite and pragmatism in the face of capacity challenges. "Five years ago, building a datacenter literally floating on a barge in the water was unthinkable," he mused.
"Technology is changing. Applications are changing. Workloads are much more resilient at an application level now, so it does mean that you can look at areas which once upon a time you didn't want to see," he said. (r)
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    DeepMind spinoff Isomorphic claims AlphaFold 3 predicts bio-matter down to the DNA

    
AI may help drug discovery, but not US drug affordability    
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Google and DeepMind spinoff Isomorphic Labs has developed an AI model called AlphaFold 3 that can, it's claimed, predict the structure of molecules more accurately than existing tools.
According to DeepMind's co-founder, AlphaFold 3 "can predict the structures and interactions of nearly all of life's molecules with state-of-the-art accuracy including proteins, DNA and RNA."
It's hoped the system can be used to design drugs and treatments faster and more accurately than current methods, and research suggests that may be the case. AlphaFold 3 attempts to predict the 3D structures of biomolecular complexes from descriptions of those complexes; this is potentially useful for doing things like developing drugs that are a better fit for a specific application.
"This breakthrough opens up exciting possibilities for drug discovery, allowing us to rationally develop therapeutics against targets that were previously difficult or deemed intractable to modulate," declared Isomorphic Labs, in a blog post.
According to an article in the science journal Nature, AlphaFold 3 is "capable of high accuracy prediction of complexes containing nearly all molecular types present in the Protein Data Bank" - a tool for visualizing molecular structures.
The developers claim their AI model offers a 50 percent improvement over existing prediction methods on the PoseBusters benchmark, and that in certain categories of molecular interactions, it has doubled prediction accuracy.
The AI model improves upon its predecessor, AlphaFold 2, which debuted in 2020 and has been cited in biomedical research work more than 20,000 times. Where AlphaFold 2 was designed to predict protein structure, AlphaFold 3 can be used to explore a broader set of molecular systems - multiple proteins, DNA, RNA, and small molecule ligands, for example.
It's not free from hallucination, though. The paper reveals that about 4.4 percent of the time, AlphaFold 3 will incorrectly predict "chirality" - when a structure is distinct from its mirror image and cannot be superimposed. The model's predictions also sometimes produce overlapping atoms, among other occasional shortcomings.


	DeepMind's latest protein-solving AI AlphaFold a step closer to cracking biology's 50-year conundrum


	AI-predicted protein structures could unlock vaccine for COVID-19 coronavirus... if correct... after clinical trials


	DeepMind quits playing games with AI, ups the protein stakes with machine-learning code


	Dear Stack Overflow denizens, thanks for helping train OpenAI's billion-dollar LLMs


With the debut of AlphaFold 3, Google has released AlphaFold Server - a free platform for biomolecular exploration - as long as the work is non-commercial and abides by the terms of use. Training machine learning models with Server data is not allowed, for example.
AlphaFold Server lets you input data through its web interface for assorted biological molecule types, using a FASTA file. The AI model then processes the job and returns an overview of the structure as a 3D rendering.

Boffins deem Google DeepMind's material discoveries rather shallow

FYI...
Several researchers have complained that Google and Isomorphic Labs have not released relevant code or model weights, which would allow academics to better assess the work.
"Computational papers without code should not be accepted," argued Stephanie Wankowicz, a structural and computational biologist at UCSF's Fraser Lab, in a social media post. "Plus restricted access impedes the advancement of open science."
Google did not immediately respond to a query regarding whether it intends to provide code and model weights at some later time. (r)
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    What do Europeans, Americans and Australians have in common? Scammed $50M by fake e-stores

    
BogusBazaar ripped off shoppers and scraped card details, but not in China    
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A crime ring dubbed BogusBazaar has scammed 850,000 people out of tens of millions of dollars via a network of dodgy shopping websites.
Victims in Western Europe, Australia, and America were tricked by these sham sites into placing orders for goods that either didn't exist or were cheap knock-offs, and had their credit card details harvested for fraud to boot.
The crooks behind the caper bagged roughly $50 million in the past three years from fake online stores spanning 22,500 domains, according to a report by analysts at SRLabs this week.


The fraudsters managed to evade the attention of the law enforcement despite earning millions


"The operation of fraudulent webshops is a seemingly small but well-organized crime," Matthias Marx, a security consultant at SRLabs, told The Register.
"As each fraud case has a relatively low volume, the fraudsters seem to have managed to evade the attention of the law enforcement authorities despite earning millions."
The primary purpose of the fake e-commerce network is to steal credit card data, and BogusBazaar also spoofed payment services like PayPal and Stripe to collect that information. When the crew isn't harvesting credit cards, it sells fake goods that cost real money.
According to the report, most folks who make a purchase on one of the fake stores - usually for discounted luxury items - don't receive anything at all, and the lucky few who do get a delivery are greeted with counterfeit merchandise.
The crooks have also been running both scams against the same person. First, a customer will attempt to complete their purchase via a spoofed payment service, which will collect their credit card details and then throw an error. After that, the victim is brought to the actual payment processor, which makes a real transaction that at best results in fake goods.
E-commerce fraud, powered by US servers and WordPress
The operation is decentralized and optimized to deploy fresh fake sites fairly quickly. The core BogusBazaar crew handles all of the software development and server management.
A single BogusBazaar server, most of which are hosted in the US and use Cloudflare, can usually present 200 shops, with some hosting up to 500 storefronts. These sites use WordPress with the WooCommerce plugin, though in the past Zen Cart and OpenCart were also used.


	FTC: Please stop falling for social media scams, you've given crooks at least $650M so far this year


	Serial extortionist of medical facilities pleads guilty to cybercrime charges


	Ten nations tell social media, banks, and telcos to get better at stopping scams


	US charges 16 over 'depraved' grandparent scams


The spoofed payment pages are decoupled from the actual store fronts, meaning if one bogus payment site is taken down for fraud, another can be rotated in easily to keep on scamming. BogusBazaar has apparently got very good at automating the process for creating new websites, which tend to reuse expired domains, especially those with a good reputation on Google.
The fake shop sites themselves are run by BogusBazaar affiliates, who pay the core team for the software and server access in what the report terms a fraud-as-a-service franchising model. Most franchisees are operating out of China, and their victims are largely in the US, the UK, France, Australia, and other Western nations.
Unfortunately, SRLabs' report isn't an autopsy, and the firm estimates BogusBazaar is still operating tens of thousands of websites. The firm says it has shared its findings with the authorities and relevant internet providers, though didn't mention what actions had been taken so far against the fraud ring. (r)
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    Microsoft builds $3.3B cloud campus on Foxconn's failed Wisconsin LCD plant plot

    
A Pleasant spot to Mount an AI push    
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After Foxconn failed to turn Mount Pleasant, Wisconsin, into an LCD manufacturing mecca as promised, the site is getting a new lease on life: Microsoft will build a $3.3 billion datacenter campus there.
This is the site that was championed by Donald Trump, when he was US president, as an example of America making itself great again with high-tech assembly lines on its home soil. But after years of delays, Foxconn pulled out, and with Florida Man running for the White House again, his rival President Joe Biden just couldn't resist putting the boot in after Microsoft's announcement this week.
"Six years ago, the prior administration touted a $10 billion investment by Foxconn that would purportedly create 13,000 manufacturing jobs in Racine. But after 100 homes and farms were bulldozed to make way for the manufacturing plant and over $500 million in taxpayer dollars were invested to prepare the site, no such investment materialized," the Biden administration said Wednesday.
The much-touted Foxconn project, brokered by former Wisconsin Governor Scott Walker (R), has been a source of controversy going back to 2018. Lured to the Badger State by the promise of a $3 billion tax incentive, Foxconn imagined the site as a massive LCD manufacturing plant. Back then Trump went so far as to declare it the "eighth wonder of the world" -- a title it never lived up to.
Crucially, Foxconn repeatedly failed to meet hiring requirements mandated by the tax breaks. At one point the Taiwanese titan was even caught manipulating its employment figures by bringing on a large number of workers only to lay them off a short time later. By 2021, the state of Wisconsin had negotiated a new pact with Foxconn that pared back the corporation's lofty promise of $10 billion in investment in the region to just $672 million by 2021 and the tax incentives were cut to $80 million.
By the end of 2023, Microsoft had acquired more than 1,000 acres of land set aside for the failed LCD plant program. As with most large datacenter build outs, Microsoft's Mount Pleasant development is accompanied by the usual infrastructure and community improvements aimed at winning goodwill and addressing skills shortages in the area.
This includes creating an "AI Co-Innovation Lab" in collaboration with the University of Wisconsin, helping manufacturers integrate machine learning to automate workflows, and up-skilling 100,000 residents across the state to use generative AI technologies like, er, Microsoft Copilot.
The Windows giant says it'll also train and certify 3,000 local AI software developers and 1,000 cloud datacenter technicians.
In a statement, Microsoft President Brad Smith promoted AI's potential to advance next-gen manufacturing plants, upskill workers, and create jobs in Wisconsin and across the country.
The comments are somewhat antithetical to the very real fears regarding AI's potential to displace workers and automate away jobs -- something execs at Intel and IBM have been keen to point out.


	Google to relocate some US jobs to India and Mexico


	Irish government hands Intel millions to offset energy price hikes


	AI boom is great news for the nuclear power dreamers


	Elon Musk's latest brainfart is to turn Tesla cars into AWS on wheels


According to Redmond's development timeline, executives at the software goliath began meeting local officials and community members early last summer to garner support for the project. Construction on the site's foundations began in earnest in late 2023.
The extent of the datacenter project wasn't disclosed in the announcement, however local media have previously reported that the campus would include at least four datacenters. Redmond did attempt to assuage fears regarding power consumption, a topic that's garnered considerable attention in the wake of the generative AI boom. The cloud biz says it's working with National Grid to build a 250-megawatt solar array in Wisconsin, which is expected to come online in 2027.
Additionally, Microsoft says it will employ a recycled water cooling system across the majority of the facility, which operates in a closed loop and will not require additional water after startup. A "small portion" of the site will however still consume water for cooling, "but only when the temperature outside is very warm," the Azure giant claims.
This suggests that Microsoft is employing dry coolers for the majority of its infrastructure, and has evaporative coolers in reserve, potentially for high-performance compute clusters that may require additional air conditioning on warmer days.
As we've previously reported, Microsoft has run into trouble over its use of water just outside of Phoenix, Arizona, where it was forced to move away from evaporative cooling for future datacenters due to waste water concerns.
In terms of economic impact, Microsoft's hiring claims are nowhere near as bold as Foxconns were. Redmond expects to create 2,300 "union construction jobs" by 2025 and 2,000 permanent jobs over the course of the development. (r)
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    Rivian crawls out covered in $1.5B of red ink, panting that it's still alive

    
Leccy car maker ships bunch of vehicles, losing around $39K on each one    
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Cost-cutting layoffs have had little effect on Rivian's bottom line, as the troubled electric car maker has limped from another quarter with more than a billion dollars in losses. 
Rivian lost $1.45 billion in the first three months of 2024, which was greater than the $1.35 billion hole it fell into Q1 2023, and less than other recent quarters. Rivian vehicles are still costing the manufacturer money hand over fist when sold, with CFO Claire McDonough saying on an earnings call this week that the automaker lost about $39,000 per delivery. 
That said, the biz has retained some degree of optimism, with McDonough saying the second half of 2024 is looking up. And Q1 2024 netted $1.2 billion in revenue, up more than 80 percent from the same quarter last year, after delivering 13,588 vehicles, so it's not totally screwed.
"We continue to move closer to making money on every vehicle we sell," McDonough said. "We expect to see meaningful improvement in our gross profit during the second half of this year and believe we will reach a positive gross profit for the fourth quarter."
Part of the reason for that optimism is the unveiling of the smaller-form Rivian R2 in March, which CEO RJ Scaringe said will be part of a drive towards profitability once the vehicle makes it to market in 2026. 
R2 production will take place at Rivian's Normal, Illinois, factory, which has been offline through most of Q1 to retool for R2 form-factor production that will be the basis for future Rivian vehicles. 
"Starting R2 production in normal is expected to save over $2.25 billion between now and the start of production as compared to the original plan of launching the first line of R2 production at Rivian's Georgia site," Scaringe said on the call with Wall Street analysts. The retooled Normal factory is now back online and still able to produce other models, which Scaringe said will help offset costs further in coming quarters. 
"First-quarter results exceeded our outlook and set a strong foundation for the remainder of the year," Scaringe said, losses aside. 

Daimler says EV freightliner ready for level 4 autonomy


While Rivian struggles to stay afloat, Daimler Truck has unveiled a prototype of its all-electric semi truck called the eCascadia that it claims could be on the road by 2027 and is designed for level 4 driving autonomy. 


SAE level 4, for those unfamiliar, is fully autonomous driving that doesn't require any driver intervention. We're told that the truck has the hardware to achieve L4 autonomy though the software isn't complete yet.


"We are making significant progress towards introducing autonomous trucks in the US by 2027," said Daimler Truck autonomy chief Joanna Buttler. Daimler will test the vehicle by driving it between freight centers on US highways, and has partnered with autonomous driving company Torc to develop software for the project. 


Rivian stock has been on a near-constant downward trajectory, and fell more when the California outfit laid off 10 percent of its staff in February. 


	Rivian bricks infotainment systems in 'fat finger' fiasco


	Rivian abandons electric van partnership with Mercedes-Benz


	Rivian wants out of Amazon electric van lock-in


	Rivian recalls nearly every vehicle it has sold


We note the stock experienced a bit of a bounce this week when rumors emerged the biz was considering a partnership of some sort with Apple. Rivian could do with a cash infusion from Cupertino, considering it's down to less than $10 billion in the bank, though it's unclear whether the whisperings are at all true - neither Apple nor Rivian responded to questions.
As for Rivian's future, it's been tradition for McDonough to share how long the company's lifeline currently is. Back when Rivian reported its year-end 2023 earnings in February, McDonough said the biz was confident it could "fund our operations through 2025." 
McDonough's optimism popped back up here too, with the CFO predicting Rivian could keep the lights on "through the launch of the R2 in the first half of 2026" - with a number of caveats, of course. 
"Starting production of R2 in Normal, driving material costs down, increasing manufacturing and production efficiency, reducing operating and capital expenditures and optimizing working capital" are all essential parts of that operation extension puzzle, McDonough said.
That's a lot to ask for, and Rivian's future could be at stake. (r)
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    Undersea cables must have high-priority protection before they become top targets

    
It's 'essential to national security' ex-Navy intel officer tells us    
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Interview As undersea cables carry increasing amounts of information, cyber and physical attacks against them will cause a greater impact on the wider internet.
Something like 95 percent of international data flows through those submarine cables, at a time when shipping, military exercises, and more threatens those global pathways.
Governments need to step up and do a better job boosting the resiliency of Earth's communications and connectivity systems, including these underwater links, Cailabs US President Jeff Huggins told The Register in an interview you can watch below.

  Youtube Video

"At some point, it moves from stuff that's nice to have to stuff that's essential to have -- and essential to national security and commerce," Huggins said of the submarine cabling. 


	EU wants to make undersea internet cables more resilient


	Underwater cables in Red Sea damaged months after Houthis 'threatened' to do just that


	What's really up with data disconnects in the deep blue sea?


	Clumsy ships, one Chinese, sever submarine cables that connect Taiwanese islands


During his career, first as a US Navy intelligence officer, then his tenure at defense companies including Israel Aerospace Industries North America and Raytheon, and now at the laser communications developer, he's seen undersea and land internet cables become more of a target, and not only during times of international conflict.
One solution might be to make more use of satellite links with ground optical networks. Don't miss his observations and insights; check out the video above for more. (r)
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    America will make at least quarter of advanced chips in 2032, compared to China's 2%

    
Projecting much, US semiconductor industry?    
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By 2032 America is projected to produce 28 percent of the world's most advanced processors while China will be making just two percent, or so the US Semiconductor Industry Association predicts.
Those figures are in a study out this month that primarily focused on the impact of all that CHIPS Act funding and China's efforts to achieve processor independence. Both countries are seeking to bring advanced chip fabrication (defined by the report as smaller than 10nm nodes) to their own turf, and the Semiconductor Industry Association, or SIA, predicts the United States will by far be the biggest winner.
In its report [PDF] titled "Emerging Resilience in the Semiconductor Supply Chain," the SIA predicts the state of the market in 2032 based on international trends and various sources.
According to the trade association, it seems everything's coming up roses for US chip making, in part thanks to billions in CHIPS Act subsidies bankrolling factories and other efforts. As a reminder, this funding is supposed to help America reduce its reliance on foreign semiconductor suppliers and grow its own domestic output.
In 2022, virtually all advanced chips were made in either Taiwan or South Korea, which produced 69 percent and 31 percent of sub-10nm dies respectively. In 2032, the report says, we should expect the US's share to increase to 28 percent, while China's will sit at just a couple of percent, while Europe and Japan projected share is six and five percent respectively. Taiwan is expected to bag 47 percent of sub-10nm capacity, down from 69 percent in 2022.
China is predicted to increase its share of the market for 10nm to 22nm chips from six to 19 percent, plus a slight bump in legacy silicon (28nm or higher) production from 33 percent to 37 percent. However, substantial decreases in DRAM and NAND fabrication in the Middle Kingdom will mean China's overall share of the semiconductor industry will decline from 24 percent to 21, while the US is projected to rise from 10 to 14 percent. See the chart below for the full breakdown.
Here's your usual reminder that most applications do not require cutting-edge chips, and your fridge, car, power supplies, and so on, don't need sub-10nm processors right now - though by 2032, we imagine things may well be different.
[image: SIA]
Projected per-country chip wafer output capacity ... Bear in mind these figures come from the SIA, using various sources. Source: Page 14 of above report


Additionally, the SIA predicts South Korea will see a dramatic drop in advanced chip production from 31 percent to just 9 percent. However, thanks to expansions in DRAM and NAND fabbing, South Korea's overall share of the silicon market will slightly increase from 17 to 19 percent.
Part of China's decline overall is doubtlessly due to how much capacity countries and regions are expected to add. While China saw a massive 365 percent increase in manufacturing capacity from 2012 to 2022, from 2022 to 2032 that growth figure will apparently be just 86 percent. That's below the predicted world average of 108 percent, and significantly behind Europe at 124 percent, South Korea at 129 percent, and the US at 203 percent.
Producing cutting-edge chips from scratch is hard
While going from zero to two percent in advanced semiconductors isn't nothing, it is perhaps much less than hoped for, especially since Chinese tech titans like Huawei and SMIC are already making progress on producing 7nm chips. The report however seems to agree with Commerce Secretary Gina Raimondo, who insisted last year that China couldn't make these kinds of processors at scale.
China's theorized inability to break into the advanced chip scene in a big way might be down to how much money Beijing's predicted to inject into its semiconductor industry, which the SIA says will be $156 billion from today to 2032. That's about equal with Europe's projected $154 billion but nowhere near South Korea's $300 billion budget, the US's $646 billion pile, and Taiwan's hoard of $716 billion.


	Where there's a will, there's Huawei to develop one's own chipmaking kit


	So what if China has 7nm chips now, there's no Huawei it can make them 'at scale'


	Teardown confirms Huawei's Pura 70 contains SMIC 7nm process node


	US commerce department yanks back Huawei export licenses


Even if China was spending more money on its chipmaking industry, it has problems in acquiring production tools such as the extreme ultraviolet (EUV) machines that ASML makes but is not permitted to sell to China. It's a significant issue for the Middle Kingdom as EUV tech is certainly one way to get below 10nm in volume, since older deep ultraviolet (DUV) tools achieve poorer yields at that node. Huawei is attempting to make its own EUV machines, and it's hard to say if it'll work.
That said, Huawei already exceeded expectations by making 7nm chips at all, and now its challenge is just making them in large quantities and of a high enough quality.
Either way, legacy semiconductor fabrication will seemingly continue to be an important part of China's tech industry - and as we said, these older process nodes are still needed for a large part of the chip world - but the report notes that an excess of capacity will probably lead to lower prices, which will in turn make it harder to turn a profit.
On the other hand, it could also push international competitors out of the legacy silicon business, paving the way for Chinese dominance in a part of the market that's still relevant - even if it's not at the cutting edge. (r)
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    SpiNNcloud Systems unveils Arm-based 'neuromorphic supercomputer'

    
Brain-inspired chip folks set to show off hardware at ISC next week    
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SpiNNcloud Systems says it is making commercially available a hybrid AI high performance computer system based on an architecture pioneered by Steve Furber, one of the designers of the original Arm processor.
[image: SpiNNcloud server board]
One of SpiNNcloud's server boards - click to enlarge


SpiNNaker2 is based on the principles of the human brain, the company says, and uses a large number of low-power processors to more efficiently process AI and other workloads.
Specifically, the server board in a system carries 48 SpiNNaker2 chips, each of which has 152 Arm-based cores plus a variety of hardware accelerators, including distributed GPU-like units, all intended to boost neuromorphic, hybrid, and mainstream AI model processing.
The commercial system is designed to be scalable via a multi-rack setup, each composed of 90 SpiNNcloud server boards. According to the company, this configuration is capable of emulating at least 10 billion neurons. As a supercomputer also designed for machine learning workloads, it claims the system is capable of up to 0.3 exaops, where an exaop is 1018 operations per second.
SpiNNaker2 will be initially available as a cloud-hosted platform in the second half of 2024 to enable early customers to get access to the technology as cost efficiently as possible, SpiNNcloud says.
But it also reckons that full production systems will be ready to ship in the first half of 2025, and that institutions such as Sandia National Laboratories in the US, Technical University of Munchen and Universitat Gottingen in Germany, are already in line to receive theirs. No hint on pricing has been offered, but we have asked.
The SpiNNaker1 architecture was developed at the University of Manchester, as part of the EU1 billion EU-funded Human Brain Project. Furber, who had a hand in the design of the BBC Micro and the Arm processor while at Acorn Computers, played a key part in this.
SpiNNaker received an EU8 million (c $8.15 million) grant in 2019 to develop a second-gen chip based on the design.
The company behind the chip, Dresden, Germany-based SpiNNcloud, claims the SpiNNaker2 system has evolved from this predecessor to become an event-based platform for AI while "significantly enhancing all its original features."
The architecture has been developed to try to address the limitations that the developers see with the three main types of AI, comprising Deep Neural Networks, Symbolic AI/Expert Systems and Neuromorphic Models. Not least of these is the "ridiculous amount of energy" required to train current AI models, Furber states in a promo video for the launch of SpiNNaker2.
[image: spinnaker2 chip]
The SpiNNaker2 chip - click to enlarge


SpiNNcloud Systems co-founder and co-CEO Hector Gonzalez says the company's approach to artificial intelligence is via "brain-inspired supercomputer technology."
[image: brain]
Brain-inspired chips promise ultra-efficient AI, so why aren't they everywhere?

READ MORE
He says that a hardware platform enabling rule-based engines highly coupled with machinery to accelerate deep neural networks, plus one capable of operating efficiently like the human brains, would have the potential to revolutionize the large-scale implementation of AI models, and this is what SpiNNaker2 is intended to be.


	Intel's neuromorphic 'owl brain' swoops into Sandia labs


	India seeks Artificial Wisdom and plans city-scale digital twin


	IBM flags up NorthPole chip to scale AI - though it's still far from shipping


	Look to insects if you want to build tiny AI robots that are actually smart


In contrast to GPU-based solutions, SpiNNaker2 uses a large number of asynchronous low-power units to tackle workloads, leading to greater versatility, energy-proportional operation, and lower operational cost, he claims.
SpiNNaker2 sounds impressive, but the proof of the pudding is in the eating, and we await news of how users find it delivers for real applications, especially at those institutions investing in their own units.
SpiNNcloud will be at the ISC High Performance 2024 event in Hamburg next week, where attendees will be able to visit the company's booth. (r)
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    Apple broke the law with anti-union tactics in NYC, labor watchdog barks

    
Interrogations, confiscating flyers, and prohibiting literature is no bueno, board says in final decision of 2022 case    
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Apple tried to protest, but the complaints fell on deaf ears as the US National Labor Relations Board has finally decided the tech giant violated labor laws by interfering with union organizing activities at a New York City location.
NLRB judge Lauren Esposito ruled last year that Apple had suppressed organizing at its World Trade Center location by interrogating employees, confiscating union flyers, and prohibiting union reps from posting union literature in the break room. Apple contested, but on Monday the NLRB issued its own decision confirming Esposito's findings and dismissing Apple's complaints. 
"We have carefully examined the record and find no basis for reversing the findings," the Board said of Apple's objections to "some of [Esposito's] credibility findings," which are a look at court records to determine if they're supported by evidence. 
Of Apple's claim that a subject's subjective mental state must be taken into account when determining whether an interrogation was unlawful, the NLRB similarly decided that "[Apple's] argument is without merit." 
As is usually the case when the NLRB makes a decision, there's no fine because the Board lacks such authority. Instead, Apple was told to stop interrogating workers, post a sign about labor rights in the breakroom, and to stop removing union literature. 
NLRB decisions can be appealed to federal court, but it's not clear if Apple plans to do that. We've reached out with questions, but haven't heard back.
Oh - it's you. Again.
This is hardly Apple's first run-in with the NLRB in recent years. As the retail and tech worker labor movements gain steam, the number of Apple stores and shops seeking to unionize only grows with it.
A number of Apple retail stores have tried to form unions, and several of those workers have alleged Apple attempted to throw a spanner in the works, with NLRB complaints contesting the tech company's behavior towards organizing workers in Atlanta, Kansas, Texas, and elsewhere. The iMaker has even been accused of forming its own decoy union in Ohio, and the board said last year that it "found merit" to allegations that Apple's internal behavior tended toward interfering with protected labor activities.


	Workers win vote to form US Apple Store union


	Apple sued for allegedly firing, threatening union organizers


	Apple pays $500K to make sales bods' complaint about wage theft go away


	Glasgow staff form UK's first Apple union after historic vote


We contacted the NLRB to learn more about the current status of its cases involving Apple, but didn't hear back.
The Board elsewhere said that this week's decision is its first decision against Apple, so other cases are likely still in process. (r)
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    One year on, universities org admits MOVEit attack hit data of 800K people

    
Nearly 95M people in total snagged by flaw in file transfer tool    
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Just short of a year after the initial incident, the state of Georgia's higher education government agency has confirmed that it was the victim of an attack on its systems affecting the data of 800,000 people.
University System of Georgia (USG), which oversees 26 higher education institutions in the USA state, filed a disclosure with the attorney general of Maine on Tuesday - the first time it has publicly explained the incident it detected on May 31, 2023.
In a letter sent to the 800,000 victims, USG explained that the breach was actually one of many from last year linked to the Cl0p gang's exploitation of a since-patched flaw in Progress Software's MOVEit MFT tool.
"The files and information obtained by this cybercriminal group will likely be published on its website," reads the letter, which is dated April 15.
The data accessed by the cybercriminals may include full social security numbers (SSNs), the last four digits of SSNs, dates of birth, bank account numbers, and federal income tax documents with tax ID numbers.
"USG takes protecting personal information seriously and is taking steps to prevent a similar occurrence in the future," the letter adds.
"MOVEit Transfer software operating at USG was immediately blocked upon detection of the breach on May 31, 2023, and has now been fully updated and secured in accordance with guidance from Progress Software and CISA. After updating and securing the system, USG immediately began a lengthy investigation to determine which individuals may have been impacted by the incident."
Not included in the letter are additional details from the filing in Maine, which suggests driving license numbers may also be included.
USG began alerting victims to the incident from April 15, with subsequent letters being sent over the following two days, the filing shows. This was the earliest point at which victims were made aware that their data may be in the hands of criminals. No other data breach notifications were made within the last 12 months, at least in Maine.
Only a small number of states have a public portal to view breach notifications, and California's shows USG reported the same MOVEit breach slightly earlier on March 28 this year.


	MOVEit victim count latest: 2.6K+ orgs hit, 77M+ people's data stolen


	MOVEit cybercriminals unearth fresh zero-day to exploit on-prem SysAid hosts


	Regulator, insurers and customers all coming for Progress after MOVEit breach


	MOVEit breach delivers bundle of 3.4 million baby records


US state law doesn't set a deadline for reporting security breaches in the same way as the GDPR does, for example, so for those wondering what action USG will face for disclosing so late, the answer is probably none.
Most states simply use the wording "without unreasonable delay," or something equally unspecific, when describing the ideal window for disclosing security incidents, which is why these kinds of waits are allowed to happen.
Victims of USG's MOVEit breach have been offered the usual 12 months of credit monitoring from credit reference agency Experian. "USG regrets any inconvenience or concern caused by this incident," is the closest the government department came to an apology.
Security shop Emsisoft has tracked the number of victims and scale of the MOVEit breach since the exploitation of a critical bug in the software (CVE-2023-34362) began in late May 2023.
The current number of organizations that fell victim stands at 2,771, and the total number of affected individuals is just shy of 95 million.
Major organizations such as the BBC and British Airways fell victim to Cl0p's attacks despite the large majority of data breaches targeting North America.
According to Emsisoft's tracker, government contractor Maximus and healthcare SaaS company Welltok are the two organizations hit hardest by the attacks. The businesses lost records belonging to 11.3 million and 10 million people respectively. (r)
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    US commerce department yanks back Huawei export licenses

    
Intel and Qualcomm reportedly among those cut off    
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Updated The US Commerce Department has revoked some of the licenses held by tech companies to supply Chinese megacorp Huawei.
Statements from the department made just hours before this piece was published confirm it stripped away previously granted licenses to export gear to Huawei, but Commerce spokespeople declined to comment on specifics, including names of suppliers.
The move is reported to affect semiconductor sales from Qualcomm and Intel after Intel's new Core Ultra 9 processor was found in Huawei's MateBook X Pro.
It has been noted, though, that Huawei is not a top customer for either company.
Still, the revelation that an Intel chip could be found in a Huawei PC provoked some Republican members of the US Congress. Among those who have advocated for the revoking of licenses to supply Huawei are House Foreign Affairs Committee chairman Michael McCaul, House Republican Conference chairwoman Elise Stefanik (R-NY), and Senator Marco Rubio (R-FL).
"This was the right decision, but the license never should have been granted in the first place," tweet/X'd Rubio on Tuesday.
Meanwhile, Stefanik went as far as to characterize Huawei as a "Communist Chinese spy company." The company has always dismissed such suggestions, and claimed no backdoors are built into its tech.


	Intel fuels Huawei's AI PC ambitions with Meteor Lake CPUs in MateBook X Pro


	Huawei's woes really were just a flesh wound - profits just soared 564 percent


	US sanctions cut Huawei profits by half in first quarter


	Banhammer Republic: Trump declares national emergency, starts ball rolling to boot Huawei out of ALL US networks


Huawei was placed on the US Department of Commerce entity list in 2019 on the grounds of security concerns, meaning licenses are needed to access some US-built tech.
Billions of dollars worth of licenses have been issued to Huawei, and companies in similar situations, like Semiconductor Manufacturing International Corp (SMIC).
Intel has carried a license to ship laptop central processors to Huawei since 2020, while Qualcomm received a license for selling older 4G chips to handsets the same year.
Despite the licenses providing it with some supplies, Huawei has been significantly affected. The company had to terminate some trade agreements, including one with German optics giant Leica. It also sold off both its server hardware company xFusion Digital Technologies and its Honor smartphone brand.
By Q1 2023, profits were nearly half compared to compared to year-end statistics, and year-on-year sales for the quarter were largely stagnant.
However, by Q1 2024, Huawei seemed to have found a way to soar, perhaps a little too close to the Sun and US Congress attention, as it posted a net profit increase of 564 percent year-on-year.
Intel declined to comment.
The Register also asked Qualcomm and Huawei about the reports and will update with any responses. (r)
Updated at 1257 UTC on May 8, 2024, to add
Intel confirmed in an SEC filing that the US Department of Commerce is "revoking certain licenses for exports of consumer-related items to a customer in China, effective immediately.
"As a result, the company expects revenue for the second quarter of 2024 to remain in the original range of $12.5 billion to $13.5 billion, but below the midpoint. For full year 2024, the company continues to expect revenue and earnings per share to grow year-over-year compared to 2023."
Updated at 1845 UTC on May 8, 2024, to add
Qualcomm has been in touch to confirm the news, telling us: "The Commerce Department has revoked certain export licenses for Huawei in our industry, including one of our licenses. We will continue to comply with all applicable export control regulations."

  Updated at 12.37 UTC on May 9, 2024, to add:

Qualcomm has now issued a statement on the move by the Department of Commerce.
"On May 7, 2024, the U.S. Department of Commerce informed QUALCOMM Incorporated that it was revoking the Company's license to export 4G and certain other integrated circuit products, including Wi-Fi products, to Huawei Device Co., Ltd. and its affiliates and subsidiaries, effective immediately.
It added: "we did not expect to receive product revenues from Huawei beyond the current calendar year... This revocation has moved that date to May 7, 2024, as we implemented measures to immediately comply. Despite the revocation, we are not changing our financial guidance for the third quarter of fiscal year 2024 previously provided in our earnings release issued on May 1, 2024."
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    Uni staff fall back on Excel to work around mis-coded transactions in Oracle system

    
Two years after going live, the project that left employees unpaid still needs work    
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Updated The fallout from Edinburgh University's ill-fated Oracle HR and finance implementation continues with one department recording thousands of mis-coded transactions relating to more than PS300,000 in spending.
More than two years after the Fusion HR, payroll, and finance system went live, the Scottish university's Biology Department noted that transactions are still mis-coded. One insider told The Register they were using Excel spreadsheets to get an unofficial ledger of spending to make up for the system's shortcomings.
The Register understands the problems are indicative of ongoing issues with the system, internally called People and Money (P&M), throughout the PS1.3 billion budget institution.
In December, an independent report from PA Consulting showed how before the implementation, senior managers missed warning signs that the project was not ready. The report commissioned by the University Court, an independent governance body, said problems related to change management aspects of the project that were not given sufficient attention before it went live.
"Some users, who tried to provide constructive input and feedback, felt that they were considered disruptive by leadership and not listened to," it said.
An internal email seen by The Register this week said: "The implementation of P&M has been very difficult and resulted in a lot of additional work for colleagues."
It noted that the School of Biological Sciences was not allocating costs to respective research projects. "Currently we have 5,204 transactions totalling PS385,558.14 sitting within a general research fund which should be sitting on individual research grants, and this number is rising all the time," the email said.
An insider told The Register that the P&M software system offered a poor choice of default code, and allowed for confusion between general ledger and project codes, leading to "this particular mess."
"Many of us are flying blind, or keeping our own unofficial ledger in Excel, or having to bother the finance staff regularly to get balances. Finance staff are excellent but working with a weird system that was imposed on them," they said.
The Register has offered the university the opportunity to respond.


	When red flags are just office decoration: Edinburgh Uni's Oracle IT disaster


	Oracle partner gets multimillion top-up after Edinburgh Uni disaster


	Academics have 'no confidence' in Edinburgh University's response to its Oracle disaster


	Edinburgh Uni finds extra PS8M for vendors after troubled ERP go-live


In February, the university awarded systems integrator and support company Inoapps an additional PS3.6 million ($4.5 million) contract fee for "changes in requirements and additional work" on the Oracle implementation that left staff and suppliers paid late in 2022.
The additional fee took the total contract value to PS37 million ($46.4 million) on a deal originally signed for PS25 million ($31.3 million). In March last year, the company got an extra PS8 million ($10 million) for "changes in requirements and additional work."
In May, the university's Senate, a representative body made up of students and academics, said it had no confidence in the institution's management of the Oracle migration. Management failed to answer "vital questions about the payment backlog resulting from the implementation," it said.
Last month, the Court said the university had updated it on the People & Money system improvement plan.
"The University's executive leadership was continuing to work towards full implementation of the recommendations of the independent report on People & Money, and Court would continue to exercise appropriate oversight of this," it said. (r)
Updated to add at 1350 UTC on May 8:
A University of Edinburgh spokesperson said: "Following the implementation of the People and Money system, much progress has been made with our finance service. We know that there is more to do and we are keeping our community updated and continue to listen to their concerns."
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    Ten years since the first corp ransomware, Mikko Hypponen sees no end in sight

    
On the plus side, infosec's a good bet for a long, stable career    
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Interview This year is an unfortunate anniversary for information security: We're told it's a decade since ransomware started infecting corporations.
Extortionists had been hitting normal folk in the early 2010s with file-scrambling malware. Eventually criminals figured out that there was much more money to be made hitting business networks and demanding big bucks. Since then, attacks have soared, show no sign of letting up, and the computer security industry still hasn't found a full and final fix.
Mikko Hypponen, chief research officer at WithSecure and all-round infosec industry veteran, will give a keynote talk at the RSA Conference in San Francisco today on just this topic - and he's not optimistic. Growth in both the number of attacks and the value of Bitcoin has created criminal unicorns with net worth in the billions, as he explains in the video below.

  Youtube Video

He argued that while certain sectors such as government and healthcare are certainly attractive to extortionists, these criminals will go for the lowest-hanging fruit, meaning poorly secured IT environments are just as tempting. And it's increasingly hard for victims not to pay up when they see their stolen corporate data leaking online.
There is one bright light on the horizon, for security folks at least: If you work in the industry, and you're good at it, then it looks like you've got a job for life. (r)
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    Dell to color-code staff based on how hybrid they really are in RTO push

    
Sources slam aggressive 'back to school' grading system as HR vows to track VPN use, badge swipes    
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Exclusive Dell has told workers it will track the onsite presence of hybrid employees - those who work part remotely, part in the office - using electronic badge swipes, VPN monitoring, and a rather creepy color-coding system.
"In the latest Jeff Clarke return-to-grade-school initiative, HR will be keeping an attendance report card on employees, grading them at four levels based on how well they meet the goal of being in the office 39 days a quarter," a source familiar with Dell told The Register, referring to the IT giant's chief operating officer.
"Employees who do not meet the attendance requirement will have their status escalated up the ladder to Jeff Clarke, who apparently believes that being a hall monitor trumps growing revenue."
In a statement, a Dell spokesperson told The Register, "We shared with team members our updated hybrid work policy. Team members in hybrid roles will be onsite at a Dell Technologies office at least 39 days per quarter (on average three days a week). In today's global technology revolution, we believe in-person connections paired with a flexible approach are critical to drive innovation and value differentiation."
Starting next Monday, May 13, the enterprise hardware slinger plans to make weekly site visit data from its badge tracking available to employees through the corporation's human capital management software and to give them color-coded ratings that summarize their status. Those ratings are:

	Blue flag indicates "consistent onsite presence"


	Green flag indicates "regular onsite presence"


	Yellow flag indicates "some onsite presence"


	Red flag indicates "limited onsite presence"


A second Dell source explained managers aren't on the same page about the consequences of the color tiers, with some bosses suggesting employees want to remain Blue at all times and others indicating there's more leeway and they could put up with a few red flags.
"It's a shit show here," we're told.
As The Register reported earlier this year, on February 5 Dell issued a "return to office" policy that required workers who declare themselves hybrid employees - who work from a Dell office at least 39 days per quarter - or remote employees - who work remotely all the time.
The policy, which exempts field employees, is controversial because it states that choosing remote status will hinder career advancement and increase the chance of being selected for a layoff, among other downsides.
Dell on Earth
Those we heard from at the time characterized the policy as a stealth layoff, one that would particularly affect women because they're more likely than male colleagues to elect to work remotely. Thirty-five percent of Dell's global employees self-identify as women, according to a February 10-K filing, and among managers that figure is 29 percent.


Dell is tracking badge-ins and VPN connections to ensure employees are onsite when they claim they are


"Dell is tracking badge-ins and VPN connections to ensure employees are onsite when they claim they are (to deter 'coffee badging' or scanning your badge then going immediately home)," a third source told us. "This is likely in response to the official numbers about how many of our staff members chose to remain remote after the RTO mandate."
The Register understands from our sources that about half of Dell employees in the US are remote workers and that outside the US it's more like two-thirds. Field workers account for maybe three or four percent of the company's workforce in both the US and abroad, with the remainder designated as hybrid employees.
Dell, which laid off at least 13,000 people since the start of 2023, in a recent financial filing said, "As of February 2, 2024, we had approximately 120,000 employees."
The Register however has been made aware of internal workforce figures that exceed 150,000. Absent a clarification from Dell, which we've asked for, we can only speculate about the reason for the discrepancy.


	Global IT spending forecast to reach $5.0T this year


	Dell shaves months off lead times for GPU-powered AI servers


	PC shipments up for first quarter thanks to AI, say analysts


	Dell share price jumps 16% on mention of AI server backlog


We're told that the goal of the worker tracking appears to be workforce attrition. "The problem is the market is soft right now for tech," our second source, pointing to recent AWS job cuts. "Everyone is laying off."
This person anticipates further Dell layoffs over the summer, though no dates have been set.
Our third source indicated that the onsite tracking policy seems unusually aggressive for Dell. "Even pre-pandemic, they never pushed or pressured folks to be in the office," this person said. "A common phrase used to be 'Work happens where you make it,' with the office often being a ghost town multiple times a week, or after lunch, or pre-holidays."
Dell in February reported fiscal year 2024 revenue of $88.4 billion, down 14 percent from 2023, and profits of $3.2 billion. (r)

  Editor's note: Dell after this story was filed wrote to say its publicly reported number of employees, 120,000, is correct. The corporation did not, as requested, explain the 150,000 figure. One of our sources suggested that includes contract workers.
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    CISA's early-warning system helped critical orgs close 852 ransomware holes

    
In the first year alone, that's saved us all a lot of money and woe    
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Interview As ransomware gangs step up their attacks against healthcare, schools, and other US critical infrastructure, CISA is ramping up a program to help these organizations fix flaws exploited by extortionists in the first place.
The US government's cybersecurity nerve center launched its Ransomware Vulnerability Warning Pilot scheme in January 2023, and during its first year the system sent out 1,754 notifications to vital entities operating internet-accessible vulnerable devices. The idea being that those orgs shut the identified holes ASAP to avoid being held to ransom.
"We proactively look for these vulnerabilities, and make notifications to critical infrastructure organizations to let them know that the vulnerabilities in question are being exploited by ransomware threat groups, and that they should remediate those vulnerabilities as soon as possible," Gabe Davis, CISA's acting risk intelligence and operations section chief, told The Register in an interview you can watch below.

  Youtube Video

According to the Homeland Security agency almost half (852, or 49 percent) of these notifications resulted in organizations either patching, taking systems briefly offline to fix the issue, or in some other way mitigating exploitable flaws.
The pilot program came out of the Cyber Incident Reporting for Critical Infrastructure Act (CIRCIA) that President Biden signed into law in March 2022. It's set to launch as a fully automated warning system by the end of next year.
This is one of the many tools CISA offers to Americans to help them combat ransomware and other cyber threats, according to Davis.
"In the spirit of NBA playoff season, I'm going to use the analogy of a full-court press," he said. "We're going to continue doing all the things to try to impact the capability of these threat actors to operate and make it financially and operationally difficult for them to execute on these organizations." (r)
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