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      Biting the hand that feeds IT -- Enterprise Technology News and Analysis


      
        Microsoft gives Windows admins a break and MFA a hard push
        Richard Speed

        Updates now optional, but Azure security is not Microsoft has given administrators additional flexibility in managing Windows updates and clarified what it meant by stating: "Microsoft will require MFA for all Azure users."...

      

      
        Arm servers are on Nutanix's long-range radar, not yet its to-do list
        Simon Sharwood

        CTO waiting for major OEMs to get on board, but when/if that happens it'll be game on ... perhaps for AI Next  Nutanix is contemplating the day when it ports some of its wares to the Arm CPU architecture, but hasn't yet put the job on its to-do list and doesn't think its hypervisor needs to make the jump....

      

      
        ESA to fetch stuff from space before ISS takes the plunge
        Richard Speed

        Thales Alenia Space and The Exploration Company tapped for retrieval ops The European Space Agency has signed contracts with two European companies in a bid to get cargo back from the International Space Station (ISS) - hopefully before what is left of it is deorbited into the ocean.... 

      

      
        Europe buying more Chinese phone brands as market starts to bounce back
        Matthew Connatser

        Apple and Samsung still on top, though, and pre-pandemic numbers but a faraway dream The first quarter of 2024 saw the European smartphone market register its first year-over-year increase in shipments since 2021, and Chinese brands are growing the most....

      

      
        Computer modeling deepens scientists' understanding of solar cycle
        Lindsay Clark

        Phenomenon underpinning aurora has eluded explanation as we approach 11-year flip Skywatchers this month feasted their eyes on ramping up of the aurora borealis, a light show caused by the interaction between the solar wind of charged particles and Earth's magnetic field....

      

      
        Veeam says critical flaw can't be abused to trash backups
        Connor Jones

        It's still a rough one, so patch up Veeam says the recent critical vulnerability in its Backup Enterprise Manager (VBEM) can't be used by cybercriminals to delete an organization's backups....

      

      
        VBScript nudged nearer to the grave with next big Windows 11 update
        Richard Speed

        The writing's on the wall for veteran scripting language Microsoft has sent Windows 11 24H2 into the Release Preview channel and confirmed that VBScript will be starting its journey to full deprecation by becoming an on-by-default Feature On Demand (FOD)....

      

      
        70% of CISOs worry their org is at risk of a material cyber attack
        Jessica Lyons

        Wait, why do you want this job again? Chief information security officers around the globe "are nervously looking over the horizon," according to a survey of 1,600 CISOs that found more than two thirds (70 percent) worry their organization is at risk of a material cyber attack over the next 12 months. ... 

      

      
        Nvidia beats market expectations again, but for how long?
        Dan Robinson

        262% topline increases won't last forever, amid market worries that mega AI investments won't pay off... Nvidia has turned in another set of sizzling results on the back of AI-driven demand for its products, yet industry watchers are increasingly wondering how long this substantial growth can continue, or whether the bubble is going to burst....

      

      
        Teradata takes plunge into lakehouse waters, but not everyone is convinced
        Lindsay Clark

        We have not changed our minds, the industry has evolved, data warehouse stalwart claims With its vision of a unified enterprise data warehouse, Teradata attracted globally dominant customers including HSBC, Unilever and Walmart. But earlier this month, it confirmed backing of the lakehouse concept, which combines both messy data lakes and structured data warehouses, together with the idea of analytics anywhere, supported by object storage and open table formats....

      

      
        UK PM Sunak calls election, leaving Brits cringing over memory of his Musk love-in
        Lindsay Clark

        Man who promised the Unicorn Kingdom must now face judgement from the real thing Drenched in British spring rain, Prime Minister Rishi Sunak called an election yesterday, surprising colleagues and commentators. And if opinion polls are anything to go by he will lose and leave behind a tech legacy which is patchy at best....

      

      
        Bing and Copilot fall from the clouds
        Richard Speed

        Alternatively, true AGI has been reached, and the machines decided to delete themselves Updated  Parts of Microsoft's Bing are still offline in Europe after it fell over earlier this morning, taking down Copilot and anything else that depends on the search service's API....

      

      
        GNU Compiler Collection 15 ushers Xeon Phi and Solaris 11.3 to silicon heaven
        Liam Proven

        Remember Intel's 'Larrabee' many-core Pentium-based GPU? GCC doesn't After dropping Itanium support, GCC 15 is set to kill off more ancient platforms, with the Xeon Phi facing the firing squad alongside the penultimate version of Solaris.... 

      

      
        Brit council fumbles Oracle Fusion launch, leaving SAP to die another day
        Lindsay Clark

        More than four years after procurement began, authority has no go-live date East Sussex County Council in England is conducting "a further health check of the system and programme" after it failed to go live with Oracle Fusion, its replacement for SAP R/3....

      

      
        TR-069, a protocol that made broadband manageable, turns 20. What's coming next?
        Brandon Vigliarolo

        In less than 13 minutes, we'll get you up to speed on USP Interview  Technical report 69, or TR-069, which defines how people's broadband routers and other customer-premises equipment can be remotely provisioned and managed by ISPs automatically, is turning 20 years old....

      

      
        UK data watchdog wants six figures from N Ireland cops after 2023 data leak
        Connor Jones

        Massive discount applied to save cop shop's helicopter budget Following a data leak that brought "tangible fear of threat to life", the UK's data protection watchdog says it intends to fine the Police Service of Northern Ireland (PSNI) PS750,000 ($955,798)....

      

      
        I stumbled upon LLM Kryptonite - and no one wants to fix this model-breaking bug
        Mark Pesce

        Models with flaws can be harmless ... yet dangerous. So why are reports of problems being roundly ignored? Feature  Imagine a brand new and nearly completely untested technology, capable of crashing at any moment under the slightest provocation without explanation - or even the ability to diagnose the problem. No self-respecting IT department would have anything to do with it, keeping it isolated from any core systems.... 

      

      
        How Apple Wi-Fi Positioning System can be abused to track people around the globe
        Thomas Claburn

        SpaceX is smart on this, Cupertino and GL.iNet not so much In-depth  Academics have suggested that Apple's Wi-Fi Positioning System (WPS) can be abused to create a global privacy nightmare....

      

      
        Would you buy Pegasus spyware from this scammer?
        Laura Dobberstein

        You shouldn't - Indian infosec researchers warn you'll get random junk instead Indian infosec firm CloudSEK warned on Wednesday that scammers are selling counterfeit code advertised as the NSO Group's notorious Pegasus spyware....

      

      
        Read AI about it... OpenAI does deal with News Corp
        Thomas Claburn

        Pact made with WSJ, New York Post, Sunday Times, Australian publisher as lawsuit bullets ping around the industry OpenAI and News Corp on Wednesday announced a partnership that will bring the publisher's output to the super-lab's models, marking yet another in a series of data content deals for the industry....

      

      
        China creates LLM trained to discuss Xi Jinping's philosophies
        Simon Sharwood

        What next? Kim-Jong-AI? Don't laugh - Nvidia has pondered rebuilding a digital Napoleon China's Cyberspace Research Institute has revealed it's created a large language model and conversational AI based on the philosophies of President Xi Jinping....

      

      
        'China-aligned' spyware slingers operating since 2018 unmasked at last
        Matthew Connatser

        Unfading Sea Haze adept at staying under the radar Bitdefender says it has tracked down and exposed an online gang that has been operating since 2018 nearly without a trace - and likely working for Chinese interests.... 

      

      
        Lawmakers advance bill to tighten White House grip on AI model exports
        Tobias Mann

        Vague ML definitions subject to change - yeah, great The House Foreign Affairs Committee voted Wednesday to advance a law bill expanding the White House's authority to police exports of AI systems - including models said to pose a national security threat to the United States....

      

      
        Microsoft invites punters to test drive custom Arm-based Cobalt 100 CPU VMs in Azure
        Matthew Connatser

        Subscribers in US, Europe, SEA can take silicon out for a spin for free Build  Microsoft is bringing its custom-designed Arm-based Cobalt 100 processors closer to the public as it is now demoing the chips in an Azure virtual machine (VM) preview....

      

      
        FCC boss wants political ads to admit when they were made using AI
        Matthew Connatser

        How about just flag up the adverts not using machine learning The Federal Communications Commission is considering a proposal that would require US political ads to disclose their usage of AI technology....

      

      
        Go after UnitedHealth, not us, 100+ medical groups urge Uncle Sam
        Jessica Lyons

        Why should we get its paperwork? More than 100 medical industry groups have asked the Feds to make UnitedHealth Group, not them, go through the rigmarole of notifying everyone about the Change Healthcare ransomware infection.... 

      

      
        It looks a lot like VMware just lost a 24,000-VM customer
        Simon Sharwood

        Computershare CTO says he got a bill 15 times his previous quote Next  Global stock-market share registry operator Computershare looks like it has just decided to bail from VMware rather than suffer Broadcom's latest licensing regime and price hikes....

      

      
        Nvidia's future in scientific computing hinges on a melding of AI and HPC
        Tobias Mann

        But if they can't, AMD is well positioned to mop up Analysis  Nvidia had quite the showing at the International Supercomputing show in Hamburg last week. Its GH200 claimed a spot among the 10 most powerful publicly known supercomputers, while the CPU-GPU frankenchips dominated the Green500 for the efficiency prize....

      

      
        Canada's London Drugs confirms ransomware attack after LockBit demands $25M
        Jessica Lyons

        Pharmacy says it's 'unwilling and unable to pay ransom' Canadian pharmacy chain London Drugs has confirmed that ransomware thugs stole some of its corporate files containing employee information and says it is "unwilling and unable to pay ransom to these cybercriminals."...

      

      
        NYSE parent gets $10M wrist tap for failing to report 2021 systems break-in
        Brandon Vigliarolo

        Intercontinental Exchange's Q1 revenue exceeded $1B - that'll sure teach 'em The New York Stock Exchange's parent company has just been hit with a $10 million fine for failing to properly inform the Securities and Exchange Commission (SEC) of a 2021 cyber intrusion. ... 

      

      
        US Army doubles down on laser tag with $95M for prototyping
        Brandon Vigliarolo

        Recently confirming first use of energy weapons in the field, military now wants bigger, better systems It hasn't been using them for long, but the US Army is apparently pleased enough with its early directed energy (i.e. laser) weapons systems that it's investing another $95.4 million in improved versions....

      

      
        Laundering cash from healthcare, romance scams lands US man in prison for a decade
        Matthew Connatser

        $4.5M slushed through accounts from state healthcare and lonely people Georgia resident Malachi Mullings received a decade-long sentence for laundering money scored in scams against healthcare providers, private companies, and individuals to the tune of $4.5 million....

      

      
        Confused by the SEC's IT security breach reporting rules? Read this
        Jessica Lyons

        'Clarification' weighs in on material vs voluntary disclosures The US Securities and Exchange Commission (SEC) wants to clarify guidelines for public companies regarding the disclosure of ransomware and other cybersecurity incidents.... 

      

      
        John Deere now considers VMs to be legacy tech, Ethernet and Wi-Fi on the brink
        Simon Sharwood

        Plans robo-tractors to help as folks flee the farm but the planet stays hungry Next  Agricultural equipment maker John Deere has decided virtual machines are legacy tech....

      

      
        In Debian, APT 3 gains features - but KeepassXC loses them
        Liam Proven

        'Sid' is looking a little sickly of late, but it will pass The intrepid users of Debian's "testing" branch just discovered that a bunch of their password manager's features disappeared... but their package manager is going to get new ones....

      

      
        Giving Windows total recall of everything a user does is a privacy minefield
        Richard Speed

        It's only a preview, and maybe it should stay there ... forever Build  Microsoft's Windows Recall feature is attracting controversy before even venturing out of preview....

      

      
        Microsoft Build 2024 looks like it's more about AI fluff than developer stuff
        Richard Speed

        Windows? We're the Copilot company now Comment  Microsoft's Build 2024 conference is getting under way in Seattle. As the Copilot company makes a multitude of AI announcements, one question seems pertinent: Is Build and Microsoft's commitment to developers starting to wither?...

      

      
        Two weeks ago, Alibaba Cloud bragged its AI was soaring. Now it's slashing prices
        Simon Sharwood

        ByteDance added a cheap service and the market followed it down China's top AI players have made enormous cuts to the price of their services....

      

      
        Starlink offers 'unusually hostile environment' to TCP
        Simon Sharwood

        Hopping satellites every 15 seconds will do that to a protocol, natch SpaceX's Starlink satellite internet service "represents an unusually hostile link environment" to the TCP protocol, according to Geoff Huston, chief scientist at the Asia Pacific Network Information Center....
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        Original URL: https://www.theregister.com/2024/05/23/microsoft_windows_updates_azure/
    

    Microsoft gives Windows admins a break and MFA a hard push

    
Updates now optional, but Azure security is not    


    
        By 
Richard Speed        
    

    
        Posted in Software,
        
            23rd May 2024 17:30 GMT
        
    


    
Microsoft has given administrators additional flexibility in managing Windows updates and clarified what it meant by stating: "Microsoft will require MFA for all Azure users."
The change to the Windows Update for Business deployment service is due to reach general availability by May 24. It allows feature updates to be offered as optional rather than force-installed.
Previously, feature updates were offered to organizations as required updates. IT admins could set a rollout schedule or set deferrals, but the updates - and a restart - would be forced on users after a few days.
It's a small thing, but it will make the lives of administrators tasked with managing a fleet of Windows devices easier. Administrators can now offer feature updates as optional, enabling users to choose when to install the update. When it's time to mandate the deployment, the administrator simply needs to make the update required.
The change coincides with Microsoft clarifying what it meant when it said that MFA would be necessary for all Azure users.
The company set alarm bells ringing among administrators with a May 14 post in which it warned that multi-factor authentication (MFA) would be a requirement for Azure tenants, and would start rolling out from July.
Tightening up security is no bad thing, and Microsoft is to be applauded for its action. However, its implementation and communication left something to be desired as customers filled the feedback forums with alarm. How would service accounts work? What about specific use cases, such as places - like schools - where phones weren't permitted?


	Microsoft Power BI users warned over pace of Fabric migration


	Exchange Server SE set to debut just before 2019 version breathes its last


	Microsoft cannot keep its own security in order, so what hope for its add-ons customers?


	October 2025 will be a support massacre for a bunch of Microsoft products


Directions on Microsoft analyst Mary Jo Foley noted an update from Microsoft hidden among the furor that clarified things a bit.
Naj Shahid, an Azure Principal Project Manager, waded into the comments in an attempt to explain how it was all going to work. First, the scope includes users signing into the Azure portal, CLI, PowerShell, or Terraform to administer Azure resources. Second, service principals, managed identities, workload identities, and similar token-based accounts used for automation are excluded.
Shahid said: "Microsoft is still gathering customer input for certain scenarios such as break-glass accounts and other special recovery processes."
Any supported MFA method can be used, although Shahid warned that opting out would not be possible. An exception process will be available for cases where no other workaround is possible.
While the rollout of the enforcement will be gradual, Shahid emphasized the importance of making the move, saying: "Don't wait to set up MFA."
Assuming, of course, that you can. (r)
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        Original URL: https://www.theregister.com/2024/05/23/nutanix_arm_server_plans/
    

    Arm servers are on Nutanix's long-range radar, not yet its to-do list

    
CTO waiting for major OEMs to get on board, but when/if that happens it'll be game on ... perhaps for AI    


    
        By 
Simon Sharwood        
    

    
        Posted in Systems,
        
            23rd May 2024 16:45 GMT
        
    


    
Next Nutanix is contemplating the day when it ports some of its wares to the Arm CPU architecture, but hasn't yet put the job on its to-do list and doesn't think its hypervisor needs to make the jump.
The Register put the possibility of an Arm port to CTO Manosiz Bhattacharyya since a primary theme of Nutanix's Next conference this week was its plan to spin out some parts of its stack as containerized services to run in cloud-native environments.
Hyperscalers like AWS and Oracle aren't shy about the fact their Arm-powered servers offer superior price/performance for some workloads when compared to their x86 fleets, the same economics may one day apply on-prem ... so surely Nutanix needs to think about it?
Bhattacharyya has already done so.
He told The Register that the Nutanix Kubernetes Platform, announced this week, can run on bare metal and the company intends to make that possible on the x86 architecture and will consider Arm too.
Bhattacharyya said an Arm version will be contingent on whether major hardware vendors adopt the architecture "as a first-class platform."
When and if that happens, the CTO believes "there will be a lot of interest in the enterprise. But for now, x86 is all we see."
He's more certain that Nutanix's containerized services will one day be ported to Arm because the architecture is most often used to power the cloud-native applications on which the company is making huge bets.
"Bringing the container substrate to Arm makes sense and we will do it in the long term," Bhattacharyya told The Register. An Arm port of the AOS storage service that Nutanix has made its first hypervisor-free product is "absolutely doable in the long term," he added.
But a port of Nutanix's hypervisor is not on the agenda - Nutanix just doesn't see demand for VMs on Arm.


	Microsoft invites punters to test drive custom Arm-based Cobalt 100 CPU VMs in Azure


	Intel, AMD take a back seat as Qualcomm takes center stage in Microsoft's AI PC push


	Nutanix starts thinking outside the VM - with extra help from Dell


	CIO who dropped VMware 18 months ago now feeling thoroughly chuffed


Bhattacharyya also noted that the Arm architecture needs attention due to Nvidia's use of it in the compute cores present in its GPUs. The presence of Arm cores in system-on-chips like Apple's homebrew silicon that put CPU, GPU, NPU, and memory on the same die, and enjoy performance improvements as bandwidth constraints that come with PCI aren't a factor, also have his attention.
The CTO expects to see more SoCs in more roles, and especially in AI. That's another field that Nutanix focused on at its Next conference this week, with the debut of a second GPT-in-a-box offering.
Bhattacharyya argued that the product is more than a bandwagon-jumping exercise because the stack of tools needed to run inferencing is diverse and complex, making the act of bundling it ready for swift deployment valuable - and deserving of a CTO's attention. (r)
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    ESA to fetch stuff from space before ISS takes the plunge

    
Thales Alenia Space and The Exploration Company tapped for retrieval ops    


    
        By 
Richard Speed        
    

    
        Posted in Science,
        
            23rd May 2024 16:00 GMT
        
    


    
The European Space Agency has signed contracts with two European companies in a bid to get cargo back from the International Space Station (ISS) - hopefully before what is left of it is deorbited into the ocean.
ESA launched the competition in November 2023 and, six months later, selected a pair of winning proposals from The Exploration Company based in Germany and Italy's Thales Alenia Space. Each was handed EU25 million to assist in developing the cargo service.
Timing is tight. In 1998, ESA awarded Aerospatiale a contract to develop its last cargo freighter, the Automated Transfer Vehicle (ATV), but it took ten years before the first of five vehicles was launched. The ATV was, however, expendable and burnt up during re-entry. The new vehicle will allow cargo to be returned to Earth.
Thales Alenia Space is one of the key players when it comes to European endeavors in space. The company has more than four decades of heritage to draw upon and has contributed to the development of the ISS, the Lunar Gateway, and Orion's service module.
The Italian biz said it plans a two-phase approach. The first phase will run from June 2024 to June 2026, and the second phase will culminate in pressurized cargo being delivered to the ISS and safely returned to Earth by the end of 2028.


	NASA will send astronauts to patch up leaky ISS telescope


	NASA confirms Florida house hit by a piece of ISS battery pack


	Grab a helmet because retired ISS batteries are hurtling back to Earth


	NASA extinguishes experiment about setting things on fire in space


The Exploration Company is a German-French organization established in 2021. It has been developing the Nyx spacecraft, which is capable of delivering 3,000 kg of cargo from space stations to Earth or 2,000 kg from the Lunar Gateway.
ESA is striving for more independence rather than relying on international partners to transport cargo to and from space platforms. At present, only Russia and the US can return cargo from the ISS to Earth, with only SpaceX able to do so in any meaningful quantity.
The program resembles NASA's Commercial Orbital Transportation Services contracts, which resulted in the successful SpaceX Dragon missions. We'll draw a veil over Rocketplane Kistler's unfortunate fate when the cash ran out.
"The LEO Cargo Return Service project exemplifies ESA's commitment to ensuring Europe's prominent role in space exploration. It prepares us for the post-ISS era, strengthening European industry's competitiveness in low Earth orbit operations, as well as being a test case for the ESA transformation and working differently," said ESA Director of Human and Robotic Exploration Daniel Neuenschwander. (r)
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    Europe buying more Chinese phone brands as market starts to bounce back

    
Apple and Samsung still on top, though, and pre-pandemic numbers but a faraway dream    


    
        By 
Matthew Connatser        
    

    
        Posted in Personal Tech,
        
            23rd May 2024 15:30 GMT
        
    


    
The first quarter of 2024 saw the European smartphone market register its first year-over-year increase in shipments since 2021, and Chinese brands are growing the most.
Smartphone shipments in the first quarter of the year were ten percent higher than in the first quarter of last year according to Counterpoint Research, ending a streak of back-to-back year-on-year declines since Q3 of 2021.
"The European market is showing signs of a recovery and consumer confidence is improving, helped by some interesting innovations around on-device AI," said associate director Jan Stryjak at Counterpoint Research.
"But we are not out of the woods yet," he cautioned. "Although we expect the market to grow by low single digits for the rest of 2024, this is still off the back of an extremely poor 2023, and we do not expect to return to pre-pandemic levels anytime soon."
Counterpoint doesn't delve into why its outlook is so gloomy, but we can probably guess it's due to economic headwinds that have persisted globally since 2022. Inflation is still elevated in Europe and interest rates are still at a high (though reductions are probably on the horizon).
The report outlines that the biggest winners in Europe were Chinese phone brands, mainly Xiaomi, Realme, and Honor, which saw year-over-year shipment boosts of 11 percent, 59 percent, and 67 percent respectively. That's in contrast to Samsung, whose shipments grew seven percent, and especially Apple, which actually saw a decline of one percent.
Xiaomi you're not afraid of China tech threat
Chinese phone brands have enjoyed greater success in Central and Eastern Europe than the rest of the continent, where Xiaomi was number one for nearly two straight years. However, this quarter China's smartphone vendors saw their greatest growth in Western Europe and lost ground elsewhere. Samsung overtook Xiaomi in Central and Eastern Europe, the first time since Q1 of 2022.


	Samsung sole winner as US smartphone market hits sixth quarterly decline in a row


	I stumbled upon LLM Kryptonite - and no one wants to fix this model-breaking bug


	Huawei's latest smartphone features mostly made-in-China components


	China 'the most competitive market in the world' for the iPhone says Tim Cook


In terms of market share, Realme and Honor are still pretty small at four percent each, while Xiaomi has remained stable at 11 percent. Samsung and Apple are still the biggest brands, at 32 percent and 25 percent respectively. Plus, Apple's sales have been dampened by the decreasing momentum of the iPhone 15. The lack of a new iPhone SE model also didn't help.
While Europe's and China's smartphone markets are experiencing an upturn, the US buyers are still not taking the bait. Q1 saw shipments in America drop by eight percent year-over-year, though the comparison is somewhat pessimistic since Q1 of 2023 saw an unusually large shipment volume. (r)
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    Computer modeling deepens scientists' understanding of solar cycle

    
Phenomenon underpinning aurora has eluded explanation as we approach 11-year flip    


    
        By 
Lindsay Clark        
    

    
        Posted in Science,
        
            23rd May 2024 15:00 GMT
        
    


    
Skywatchers this month feasted their eyes on ramping up of the aurora borealis, a light show caused by the interaction between the solar wind of charged particles and Earth's magnetic field.
The auroras in May are believed to have possibly been the strongest for some 500 years, according to NASA.
While observers have understood for centuries that the peak of the phenomenon - when we see more solar flares as well as displays of northern and southern lights - occurs after a cycle of roughly 11 years, scientists have struggled to come up with a consistent theory explaining this.
In the science journal Nature this week, a team led by Edinburgh University's Geoff Vasil published a paper that might hold some clues. Using numerical analysis, they propose that a physical phenomenon dubbed magnetorotational instability plays a central role whereby the magnetic fluid slows as it gets further from the center.
The Sun's high-energy radiation cycle is strong enough to affect the behavior of spaceborne instruments, such as communications satellites, said Ellen Zweibel, astrophysics professor at Wisconsin University, in an accompanying article. "This cycle is related to the Sun's magnetic field, but despite decades of observational and theoretical progress, a consistent explanation for many aspects of solar magnetism's most basic features remains elusive."
Although the Sun's magnetic field is a bit like Earth's in that it has two poles aligned roughly with the rotational axis, the field is skewed such that the lines also "have a 'toroidal' component, which runs parallel to the Sun's equator." Dark spots are visible where the toroidal lines emerge from the surface, Zweibel added, and scientists are able to track those spots over the 11-year cycle during which the polarity flips and the "toroidal component migrates from mid to equatorial latitudes."
Researchers have previously pointed out that the solar cycle is linked to changes in the Sun's rotation at the surface and associated this with the magnetic field, but Vasil and colleagues are the first to describe the underlying physics.
"Both are manifestations of the same underlying phenomenon, known as the magnetorotational instability (MRI), which arises when an electrically conducting fluid in a magnetic field spins faster near its center of rotation than it does farther away," Zweibel said.
The researchers used code from Dedalus, an open source project for numerical simulation written in Python. Their model supported the idea that MRI was driving the solar cycle, the paper said.


	Starlink suffers 'degraded service' from solar storm but emerges intact


	Look to the skies this weekend as solar storms strike Earth


	Solar eclipse darkened skies, dampened internet traffic


	NASA to shoot rockets at April solar eclipse to see how it messes with the atmosphere


"The dynamo resulting from a well-understood near-surface phenomenon improves prospects for accurate predictions of full magnetic cycles and space weather, affecting the electromagnetic infrastructure of Earth," they said.
While it was a step in the right direction, Zweibel pointed out that there was more work to be done.
"The authors' model is highly simplified, especially in its treatment of thermal convection, and the existence of the near-surface shear layer is not explained. However, Vasil and colleagues' initial results are intriguing. They could well furnish an interpretative framework for more elaborate models, and they are sure to inspire future studies," she said. (r)
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    Veeam says critical flaw can't be abused to trash backups

    
It's still a rough one, so patch up    


    
        By 
Connor Jones        
    

    
        Posted in Patches,
        
            23rd May 2024 14:30 GMT
        
    


    
Veeam says the recent critical vulnerability in its Backup Enterprise Manager (VBEM) can't be used by cybercriminals to delete an organization's backups.
Rated 9.8 out of a possible 10, exploiting CVE-2024-29849 could allow attackers the chance to log into the VBEM web interface without the need for authentication.
The flaw would allow attackers to log in as any user, but Veeam's security advisory didn't detail the vulnerability in any great depth, opening up questions about the potential impact and if customers' backups were safe.
Despite attackers being able to log into VBEM as any user and the privileges that come with that, it confirmed to The Register that exploiting the flaw couldn't possibly lead to backups being deleted.
"Because of our immutable backups and/or four-eyes authorization, the threat actor would receive an access denied error upon attempting to delete backups," said a spokesperson.
Offering a more general statement about the vulnerability, the company also said: "Veeam has a long-standing commitment to ensuring our products protect customers from any potential risk. As part of this, we run rigorous internal testing, a vulnerability disclosure program and a bug bounty program for all our products. Through these programs, several potential vulnerabilities were identified in Veeam Backup Enterprise Manager. Veeam has created and released a fix for this issue and it's now available. We recommend all our customers keep their products updated.
"When a vulnerability is identified and disclosed, attackers will still attempt to exploit and reverse-engineer the patches to use the vulnerability on an unpatched version of Veeam software in their exploitation attempts. This underlines the importance of ensuring customers are using the latest versions of all software and patches are installed in a timely manner."
Customers are being urged to apply the updates quickly but they may not apply to all organizations that rely on Veeam for data backups. 
VBEM is an optional, supplementary tool that customers can choose to deploy alongside Veeam Backup & Replication. It offers management capabilities for the main backup solution via a web console.
Veeam made it clear in the advisory, in an orange boxout and written in bold lettering, that not all customers will have VBEM installed and as such won't be vulnerable to the flaw.
The company also didn't offer an indication of how many or what proportion of backup customers choose to run it. The long and short of it is that if VBEM isn't installed then the vulnerability is nothing to worry about.


	NYSE parent gets $10M wrist tap for failing to report 2021 systems break-in


	GitHub Enterprise Server patches 10-outta-10 critical hole


	Uncle Sam to inject $50M into auto-patcher for hospital IT


	Critical Fluent Bit bug affects all major cloud providers, say researchers


The news that backups are safe despite attackers being able to log into VBEM will be welcomed by customers. If an attacker were able to delete backups, Professor Alan Woodward, a computer scientist at the University of Surrey, said it would be "the worst of all worlds" having an organization's safety net cut away.
Other flaws and how to protect
Veeam addressed CVE-2024-29849 and three other vulnerabilities in VBEM 12.1.2.172, which comes packaged with Veeam Backup & Replication 12.1.2 (build 12.1.2.172). 
The other bugs include:

	

CVE-2024-29850 (8.8) - allows account takeover via NTLM relay




	
CVE-2024-29851 (7.2) - high-privileged users can steal NTLM hash of a VBEM service account, providing that account isn't the default Local System account




	
CVE-2024-29852 (2.7) - allows high-privileged users to read backup session logs




Naturally, applying the patch is the best route to safety, but if for whatever reason VBEM can't be upgraded to 12.1.2.172 immediately, organizations can halt the software in the interim. Stopping and disabling VeeamEnterpriseManagerSvc and VeeamRESTSvc will do the trick.
As VBEM is also compatible with older Veeam Backup & Replication servers, if running on a dedicated server, the patches can be applied without needing to upgrade Backup & Replication immediately.
If VBEM isn't being used, then of course uninstalling it is also an option. (r)
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    VBScript nudged nearer to the grave with next big Windows 11 update

    
The writing's on the wall for veteran scripting language    
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Microsoft has sent Windows 11 24H2 into the Release Preview channel and confirmed that VBScript will be starting its journey to full deprecation by becoming an on-by-default Feature On Demand (FOD).
Windows 11 24H2 is this year's annual feature update for Microsoft's flagship operating system. It has been released first in the Windows Insider Release Preview Channel before it becomes generally available later this year.
The feature-heavy release will include updates such as Sudo for Windows, Rust in the Windows kernel, and a number of user interface tweaks, such as the ability to create 7-zip and TAR archives in File Explorer.
It will also include the next evolution of Copilot into an app pinned to the taskbar. "This enables users to get the benefits of a traditional app experience, including the ability to resize, move, and snap the window - feedback we've heard from users throughout the preview of Copilot in Windows," said Microsoft.
A shift to an app means Microsoft can quickly tweak the experience based on feedback.
Microsoft also confirmed that new AI features, such as Recall, would not be available on all PCs since a Copilot+ PC would be required.


	Giving Windows total recall of everything a user does is a privacy minefield


	Microsoft PC Manager app bizarrely suggests Bing as a Windows fix-all


	The end is nigh for Windows 10 21H2


	Windows Insiders to fly solo while Copilot rollout frozen


While Windows 11 24H2 contains plenty of new features, it also marks the beginning of the end for VBScript. In 2023, Microsoft warned that after almost three decades, it was time for the veteran scripting language to retire.
With 24H2, Microsoft is making good on that promise, making VBScript available as a Feature On Demand (FOD), enabled by default. The company shared a timeline noting that around 2027, the VBScript FOD would be disabled by default and eventually removed entirely from the operating system at an undefined point.
VBScript's shuffle to the grave should not come as a huge surprise. The technology is decades old and has largely been superseded by other scripting languages, although there is likely to be plenty of legacy code out there that depends on it.
Microsoft recommends migrating to PowerShell or JavaScript, depending on what an organization uses VBScript for.
While 24H2 will be packed full of welcome - and some unwelcome - features, it also confirms that Microsoft is sticking to its guns regarding VBScript's deprecation. The update's arrival highlights the need to finally kick off that migration. (r)
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    70% of CISOs worry their org is at risk of a material cyber attack

    
Wait, why do you want this job again?    
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Chief information security officers around the globe "are nervously looking over the horizon," according to a survey of 1,600 CISOs that found more than two thirds (70 percent) worry their organization is at risk of a material cyber attack over the next 12 months. 
This is compared to 68 percent the year prior, and 48 percent in 2022. Additionally, nearly a third (31 percent) believe a significant attack is "very likely," compared to 25 percent in 2023.
For its annual Voice of the CISO report, Proofpoint polled CISOs from organizations with at least 1,000 employees across 16 countries: The US, Canada, UK, France, Germany, Italy, Spain, Sweden, the Netherlands, UAE, Saudi Arabia, Australia, Japan, Singapore, South Korea, and Brazil. Research firm Censuswide conducted the survey between January 20 and February 2, and interviewed 100 CISOs in each country, we're told. 
Of those surveyed, we'd assume that CISOs in South Korea (91 percent), Canada (90 percent) and the US (87 percent) get the least sleep each night, as these are the three top percentages of chief infosec officers who are concerned about experiencing a material cyber attack. 
Very closely tied to these worries: 43 percent report that their org is unprepared for an attack, which is at least an improvement on 61 percent last year.
Their reasons for sleeplessness were many. Forty-one percent of those surveyed rated ransomware as the top threat over the next 12 months, followed by malware (38 percent), email fraud (36 percent), cloud account compromise (34 percent), insider threats (30 percent) and distributed denial of service attacks (30 percent).
In the case of a ransomware infection, 62 percent of CISOs revealed they would likely pay to restore systems and/or prevent attackers from leaking stolen data. This remains the same as last year's survey - and comes amid ongoing indicators that paying extortionists doesn't prevent sensitive information from being released.
As your humble vulture scoured this 2024 survey, she couldn't help but wonder: Why would anyone want this job?
And it appears that many CISOs feel this way, too - despite a short section on "encouraging trends" that Proofpoint has observed since it first started producing this annual report in 2021.
These include: "An increase in cyber security representation at the board level," along with "closer alignment between CISOs and board members" and a "growing acceptance of the need for human-centric security strategies."
Yay for encouraging trends.


	Canada's London Drugs confirms ransomware attack after LockBit demands $25M


	Confused by the SEC's IT security breach reporting rules? Read this


	SolarWinds slams SEC lawsuit against it as 'unprecedented' victim blaming


	AWS CISO tells The Reg: In the AI gold rush, folks are forgetting application security


However, also since 2021 a growing number of CISOs have lamented that there are "excessive expectations" put on them and chief security officers. This year, 66 percent of those surveyed cited unrealistic expectations, compared to 61 percent last year, 49 percent in 2022 and 21 percent in 2021. 
More than half (53 percent) told the survey they have either personally experienced, or at least witnessed, burnout over the past 12 months. 
Some of this can be attributed to high-profile legal battles involving CISOs and holding them accountable for companies' data breaches.
This included last year's SEC charges against SolarWinds and its CISO Tim Brown - essentially accusing him of not doing his job ahead of the 2020 supply chain attack.
"With incidents like these top of mind, 66 percent of global CISOs are concerned about personal, financial and legal liability in their role," the report says, noting that figure is only slightly higher (62 percent) than last year. (r)
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    Nvidia beats market expectations again, but for how long?

    
262% topline increases won't last forever, amid market worries that mega AI investments won't pay off...    
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Nvidia has turned in another set of sizzling results on the back of AI-driven demand for its products, yet industry watchers are increasingly wondering how long this substantial growth can continue, or whether the bubble is going to burst.
The GPU giant reported revenue for its fiscal Q1 2025 (ended April 28, 2024) of $26 billion, up by a staggering 262 percent from the same period a year ago. Its datacenter revenue makes up $22.6 billion of that figure, up an even more eye-opening 427 percent year-on-year.
These figures, which exceeded the expectations of financial analysts and Nvidia alike, were primarily driven by strong demand for the Nvidia Hopper GPU computing platform, the company said. Its overall revenue was also up sequentially - rising 18 percent from the previous quarter, which had likewise shown an impressive jump from a year ago.
Looking ahead to the next quarter, Nvidia said it is "currently in production with shipments on track for Q2" for its H200 GPU, while products based on its next-gen Blackwell GPU architecture will also start to ship in Q2 and ramp in Q3.
Perhaps based on demand for these, the company forecasted revenue for fiscal Q2 2025 to step up again, to $28 billion, plus or minus two percent. If accurate, this would be lower than the 23 percent increase it saw between the previous quarter and this one, but it is not unthinkable that Nvidia will beat expectations again.
But how long can the GPU maestro continue to beat expectations and show staggering year-on-year growth each and every quarter? CEO Jensen Huang certainly sees no cause for concern, at least in his public statements.
"The demand for GPUs in all the datacenters is incredible. We're racing every single day," he told analysts on a conference call to announce the latest results.
"Customers are putting a lot of pressure on us to deliver the systems and stand it up as quickly as possible. And of course, I haven't even mentioned all of the Sovereign AIs who would like to train their regional models," Huang said, adding "anyhow, the demand, I think, is really, really high and it outstrips our supply."
That, of course, is one reason for Nvidia's profits - its accelerators are like gold dust, and not being able to make enough to meet demand pushes up prices.
Yet high prices also attract competition, and the company now faces growing competition from in-house accelerators developed by the hyperscalers and cloud companies, which are also Nvidia's biggest customers.
Google, for example, has been outfitting its cloud with millions of its custom-built Tensor Processing Units (TPUs), as The Register recently reported. These are largely used to power Google's services at present, with Nvidia GPUs offered to cloud customers, but this could change.
"Nvidia's growth is strong, but it mostly comes from just 6 customers," said IDC's Senior Research Director in EMEA, Andrew Buss.
"A year ago, no single customer made up more than 10 percent of its revenue, now they do, and that's a risk for Nvidia," he explained.
There is also the sense that we are currently in a "panic-driven build-out" period at the moment, Buss added, where hyperscalers and enterprises alike are desperate not to be left behind in all the AI hype, and this situation won't last forever.
Nvidia also faces competition in its software stack, according to TechMarketView Principal Analyst Simon Baxter.
"Some of Nvidia's biggest customers are taking aim at its Cuda software platform (a key part of its AI dominance alongside the GPU chips), by helping to develop Triton, software that was first released by OpenAI in 2021 and designed to make code run software on a wide range of AI chips," Baxter said.
"Rival chipmakers Intel, AMD and Qualcomm are all looking to use Triton to help lure customers away from Nvidia, whilst AI suppliers such as Meta, Microsoft and Google, which have all spent billions of dollars on Nvidia chips, are also contributing to Triton at the same time as producing their own AI hardware," he added.
Additionally, Nvidia's continued success is tied to the perception that all of this investment in AI is going to pay dividends somewhere down the line - yet there are growing doubts about this notion.
According to the Wall Street Journal, investment outfit Sequoia Capital estimates that the AI industry spent $50 billion on Nvidia chips to train advanced AI models last year, but to date this has resulted in only $3 billion in revenue.
The Financial Times also noted recently: "The uncertain take-up of generative AI stands in stark contrast to the money being poured into the tech infrastructure needed to support it."
Microsoft's success with OpenAI also added six percentage points of growth to its Azure cloud platform, as customers test out the technology. While that likely translates to nearly $3 billion extra revenue a year, that's little more than one percent of Redmond's total revenue.


	Nvidia's future in scientific computing hinges on a melding of AI and HPC


	China creates LLM trained to discuss Xi Jinping's philosophies


	Big Tech, VC firms pump $1B into ML data darling Scale AI


	Hunger for more HBM capacity could cause shortage DRAM-a


Realistically, Nvidia is unlikely to be boasting revenue increases of 262 percent for much longer. These year-on-year increases are in comparison with last year, before the generative AI wave started to take effect.
However, Huang moved to dispel concerns among investors about whether Nvidia will see its momentum slow, at least for now. "We see increasing demand of Hopper through this quarter," he said. (r)

  Now read: Nvidia's enormous financial success becomes... normal
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    Teradata takes plunge into lakehouse waters, but not everyone is convinced

    
We have not changed our minds, the industry has evolved, data warehouse stalwart claims    
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With its vision of a unified enterprise data warehouse, Teradata attracted globally dominant customers including HSBC, Unilever and Walmart. But earlier this month, it confirmed backing of the lakehouse concept, which combines both messy data lakes and structured data warehouses, together with the idea of analytics anywhere, supported by object storage and open table formats.
Although its hand may have been forced, observers pointed out that there is still a place for Teradata's mainstay high-performance, block storage-based analytics.
The 45-year-old company previously announced support for open table formats (OTFs) Apache Iceberg and Linux Foundation Delta Lake. In doing so, it embraced an industry trend towards performing analytics on data in situ rather than moving it to a single store for BI and other analysis.
Teradata also spoke approvingly for the first time about the lakehouse architecture, a term introduced by rival Databricks to describe an environment for both machine learning and data exploration, and the traditional BI and analytics usually done in the more regimented environment of an enterprise data warehouse.
AI adoption, or so Teradata claimed, had consolidated data warehouses, analytics, and data science workloads into unified lakehouses. "OTF support further enhances Teradata's lakehouse capabilities, providing a storage abstraction layer that's designed to be flexible, cost-efficient, and easy-to-use," it said in a corporate missive.
Speaking to The Register, Louis Landry, a Teradata engineering fellow, said support for OTFs did not mean the company no longer believed in the enterprise data warehouse.
"It's complementary," he told us. "We believe that we need to be able to play data where it lies. In a lot of cases, that's going to mean highly efficient block storage, for low latency and all that kind of good stuff. But in a lot of cases that's not how the data is going to be laid out. Different customers have different needs. Our goal is always is to make sure that they get the best value out of integrated data."
He said the data warehouse and lakehouse ideas were architectures more than just technologies and that customers would pick and choose which approach works for them.
"That means continuing to offer the level of service we do around that high throughput work that can really only be serviced out of block storage. But we also need to be able to address data that's sitting in an object store or some sort of external storage, so that we provide a holistic, singular view of what's available and what's accessible and security and all the things that people have come to expect out of [a] Teradata system."
Teradata has been performing analytics on data external to its main data warehouse since 2020, when it updated Teradata QueryGrid and partnered with Starburst Data to integrate the Presto connector so that users of Teradata's Vantage analytics platform could access and query a gamut of cloud and on-premises data sources.
But it was adamant that it would not endorse the lakehouse concept. Speaking to The Register in 2022, then CTO Stephen Brobst said data lakes and data warehouses were part of a unified architecture but discrete concepts. "There is a difference between the raw data, which is really data lake, and the data product, which is the enterprise data warehouse," he said.
Although Teradata launched its own data lake in August 2022, Brobst said there was an important distinction between where businesses put their raw data and the data warehouse, which optimizes query performance and controls governance. Creating a hybrid lakehouse was "actually not very useful because you don't want to have more copies of data than is necessary."
Landry said he and Brobst, who left Teradata in January this year, "have had a fun relationship and been debating various ideas over the course of my ten-year tenure here."
"I don't think we've changed our minds on the approach. The technology industry evolves and our goal is to provide the best possible integrated data solution for our customers. This is not new, we haven't just started working on this in the last couple of months."
However, one seasoned Teradata support engineer, who asked not to be named, told The Register he feared the company had lost its way.


	Lakehouse dam breaks after departure of long-time Teradata CTO


	Teradata chases hyperscaler, SI partnerships in cloud push


	Teradata CTO Stephen Brobst drowns data lakehouse concept


	Teradata takes on cloud-native rivals with data lakes, MLOps


"Teradata has to back this horse whether they like it or not, and whether they mean it or not," he said.
The source pointed out the precedent in that Teradata had first resisted then adopted the trend of using Hadoop during the big data boom of more than a decade ago.
Meanwhile, cloud vendors with data warehouse and data lake systems - particularly Google and Microsoft - were writing "blank checks" to try to attract Teradata's largest customers to their systems.
Although Teradata might have a superior data warehouse product in terms of user concurrency and query optimization, customers were increasingly satisfied with a dumbed-down solution so long as it got them to the cloud, he said.
At the same time, getting onto object storage and OTFs might not help efficiency but it would put users in the driving seat, he said.
"People are basically saying, 'I don't care whether you call it a lakehouse or whatever.' They're saying we just want to dump our data into object storage, then the next evolution of that is we want to process it where it is. Then they want an overlay that anyone can use so it's not a proprietary format in object storage. I think this creates major trouble for all of the vendors. Let's just choose Iceberg as the winner ... it means your data is now in an open format in the cheapest storage you can possibly get your hands on. It's a winner from an end user perspective."
Hyoun Park, CEO and chief analyst at Amalgam Insights, agreed that Teradata's hand had been forced in adopting the lakehouse concept and OTFs, but he said customers still value high-performance data warehouse systems.
"Teradata has been forced to embrace the data lakehouse concept because of the importance of data lakes and unstructured data in AI and machine learning. Teradata is still a top choice for data warehouse, although of course they have to deal with the aggressiveness of Snowflake there. But nobody really doubts that Teradata can support high quality enterprise data warehouse."
Park said an enterprise data warehouse was still a "superior concept," but the problem was that the number of data/analytics applications businesses were expected to support had expanded rapidly.
"There will always be a place for data warehouse that supports your top 50 apps in the enterprise because you are going to want a high-performance data store to support analytics as fast as possible and a data warehouse is the best way to do that.
"However, the challenge is that the current enterprise of a billion dollar-plus revenue typically has over 1,000 apps. The sheer effort to bring those other apps into a data warehouse is just crippling. You have to put the rest of that data somewhere if you want to use it for anything from analytics to AI, so that's where the data lake comes in. That forces with this two-tier approach."
The expansion of data-reliant applications - like machine learning and AI - together with the introduction of cloud computing and object storage have converged to transform the enterprise data management and analytics environments.
While Snowflake shook things up by separating storage and compute, Databricks attached SQL-style BI workloads to its data lake machine learning environments.
Data lake company Cloudera and Tabular, the "headless" data warehouse vendor, both have different visions of the market, as do the powerful cloud platform providers, which similarly claim to offer an all-things-to-all-data product suite. Whether Teradata can thrive in this complex and changing market is still unclear. (r)
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    UK PM Sunak calls election, leaving Brits cringing over memory of his Musk love-in

    
Man who promised the Unicorn Kingdom must now face judgement from the real thing    
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Drenched in British spring rain, Prime Minister Rishi Sunak called an election yesterday, surprising colleagues and commentators. And if opinion polls are anything to go by he will lose and leave behind a tech legacy which is patchy at best.
Perhaps the intentions were good to begin with. Sunak took power after his uncontested promotion to ruling Conservative Party leader, after the undignified departure of Liz Truss, who is remembered only for failing to outlast the shelf life of a supermarket lettuce.
Not long after becoming prime minister in October 2022, Sunak helped launch a plan he claimed would "cement the UK's place as a science and technology superpower by 2030."
[image: liz]
Liz Truss ousted as UK prime minister, outlived by online lettuce

READ MORE
Backed by over PS370 million ($471 million) in new government funding -- the kind of small change Jeff Bezos might find under the seat of one of his luxury sports cars -- the government promised to boost infrastructure, investment and skills for the "UK's most exciting growing technologies, from quantum and supercomputing through to AI."
[image: UK Prime Minister Rishi Sunak, left, with Elon Musk]
A still from the toecurlingly embarrassing interview between Sunak and Musk


A few months later, in November 2023, Sunak unveiled PS29.5 billion ($37.5 billion) of pledged investment from international companies and financial institutions in the UK tech scene, which would include projects in tech, life sciences, infrastructure, housing and renewable energy.
Part of the funding was aimed at "levelling up," a Conservative plan to reduce the economic disparity between UK regions.
But by March this year, a committee of MPs remained to be convinced. According to the influential Public Accounts committee, Sunak was unable to provide any compelling examples of what the "levelling up" funding had delivered so far, hi-tech or otherwise.
If that was the best Sunak had to offer, what about the worst?
The cringe-intolerant were made to suffer Sunak adlibbing as he promoted a PS10 million ($12.7 million) spending pledge for AI. Attempting to impress business leaders, the former chancellor of the exchequer said ministers had been on a promotional junket to California, to put forward the idea that the UK was becoming the Unicorn Kingdom, as in, a hotbed for successful startups, rather than maned mythical creatures. Never mind the fact that Sunak's own plan to help out with small business software investment under-delivered spectacularly, the moniker was never going to stick.
[image: nick clegg]
Clegg on its face: Facebook turns to former UK deputy PM to fend off damaging headlines

READ MORE
More toe-curling pronouncements were yet to come. Following his hosting of an AI Safety Summit, which achieved a non-binding aspirational commitment to share "scientific and evidence-based understanding" of AI risks, Sunak belittled himself by taking part in a scripted interview with controversial tech CEO Elon Musk.


	Sunak's defunct SaaS scheme spent seven percent of budget designed to help 100,000 SMEs


	Infosys enjoyed a boom in UK government invoices in 2023


	MPs ask: Why is it so freakin' hard to get AI giants to pay copyright holders?


	Grant Shapps named UK defense supremo in latest 'tech-savvy' Tory tale


As the curtain falls on the UK's season of political pantomime, this author, for one, might be tempted to feel sorry for Rishi Sunak, but since he is reportedly the richest ever politician to hold the UK's most senior political office, this presents something of a challenge. As well as his own wealth accrued as a Goldman Sachs investment banker and hedge fund manager, he has married into one of India's richest families by tying the knot with Akshata Murty, daughter of N. R. Narayana Murthy, a founder of the Indian multinational IT company Infosys.
By the end of the summer, Sunak may not be prime minister but he will be doing OK. The UK tech scene though, will have to wait and see what the prospects of a Labour government holds. (r)
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    Bing and Copilot fall from the clouds

    
Alternatively, true AGI has been reached, and the machines decided to delete themselves    
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Updated Parts of Microsoft's Bing are still offline in Europe after it fell over earlier this morning, taking down Copilot and anything else that depends on the search service's API.
At the time of writing, Search was back and Bing Maps still offline. Microsoft confirmed that there were problems with a Xeet at 0846 UTC, noting "an issue where users may be unable to access the Microsoft Copilot service."
We asked the company when it expected to get its systems back online and will update this piece if it responds.

  
    [image: bing ]
  

By our reckoning, large parts of the service have been down for a few hours at the time of publication, and not many people seem to have noticed. Bing's market share has remained infamously low despite Microsoft throwing fistfuls of dollars at it and adding AI smarts to the service. The main effect of today's problem may be an exodus of existing users to alternative platforms, something Microsoft can ill afford.
The failure does, however, highlight the interdependency of services. For example, Bing's downtime meant that DuckDuckGo, which uses Bing as a search results source, was also down, as were web search services from ChatGPT Plus.


	Google Cloud shows it can break things for lots of customers - not just one at a time


	Google Cloud blunder sinks Australian fund for a week


	Datacenter outages are on the decline, but when they hit, they hit hard


	McDonald's ordering system suffers McFlurry of tech troubles


Bing might not have gained much traction with consumers, but its API is clearly becoming an important part of the web's underlying infrastructure, and a failure can, therefore, have far-reaching consequences.
At the time of writing, attempting to use Copilot - we wanted to ask it if VBScript was dead but found that Microsoft's new shiny had also turned its toes skywards - resulted in a page with nothing but a Bing search box and, subsequently, an error.
There is no indication of how long the outage will persist. It is always possible that we are seeing the first sign of AGI (Artificial General Intelligence), and the code has observed all that the world has to offer and wisely decided to delete itself. (r)
Updated at 1257 UTC, May 23, to add:
A Microsoft spokesperson told us it is "working to restore access to a limited number of our services. For updates, please check Microsoft 365 Status (@MSFT365Status) / X."
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    GNU Compiler Collection 15 ushers Xeon Phi and Solaris 11.3 to silicon heaven

    
Remember Intel's 'Larrabee' many-core Pentium-based GPU? GCC doesn't    
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After dropping Itanium support, GCC 15 is set to kill off more ancient platforms, with the Xeon Phi facing the firing squad alongside the penultimate version of Solaris.
Version 15 of the GNU Compiler Collection - GCC to its friends - continues to cast out and expunge unloved legacy processor architectures. A recent patch to the work-in-progress compiler suite has a simple four-word summary:


Remove Xeon Phi cpus.


The source of this callous cut? Intel itself, in the form of compiler engineer Haochen Jiang. Intel has scuttled the ship, meaning that the Xeon Phi "Many Integrated Core" is on its way to join Itanic with Intel's other deep-sixed platforms, as we reported last month.
In 2006, the "Larrabee Development Group" planned to take down Nvidia and AMD. By 2008, Intel said it would be a goldmine. In 2012, it was exhibiting hardware in public ... but five years later, it was killed off. Support for the Intel MIC architecture was dropped with Linux 5.10.
These two Intel platforms aren't the only ones being dropped. Version 11.3 of Sun Oracle Solaris is being removed too. Version 11.3 was released in 2015, but it's the last-but-one version: Solaris 11.4 appeared in 2018, and is still the current release. Version 12 disappeared from the roadmap in 2017, and version 11 is in maintenance mode - although when The Reg FOSS desk name-checked it among other dead forms of Unix, we received complaints. Oracle is still paying a small team of engineers to fix bugs, but we are willing to bet that there won't be a version 11.5.
Oracle cut off premier support for 11.3 at the start of 2021. The problem is that 11.4 only supports relatively recent SPARC kit, the SPARC T4 or newer. As Oracle itself put it, that means:


Oracle Solaris 11.4 is not supported on SPARC hardware released before 2011.




	In Debian, APT 3 gains features - but KeepassXC loses them


	MX Linux updates Libretto, belts out 23.3, based on Debian 12.5


	Long-term supported distros' kernel policies are all wrong


	Red Hat middleware takes a back seat in strategic shuffle


Solaris 11.3 was declared obsolete way back in GCC 13, but there was a problem:


There's one highly unfortunate side effect, though: the only public Solaris 11.3 build system (gcc211 in the GCC Compile Farm) cannot be upgraded to Solaris 11.4.


That's why dropping this old version of Solaris took such a long time. It's still a contentious move even now. Debian developer John Paul Adrian Glaubitz objected to the change, saying:


I'm not sure I like this change since Solaris 11.3 is the last version of Solaris supported by a large number of SPARC systems ... Removing Solaris 11.3 support might make sense in the future when SPARC support in Illumos has matured enough that people can switch over their machines.


That doesn't look likely: Illumos deprecated SPARC support years ago because the hardware was too expensive.
Sic transit gloria solis?
(That being this vulture's best effort at "So passes the glory of the Sun," by analogy with the Latin for "So passes all Earthly glory." Our apologies if we mangled it.) (r)
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    Brit council fumbles Oracle Fusion launch, leaving SAP to die another day

    
More than four years after procurement began, authority has no go-live date    
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East Sussex County Council in England is conducting "a further health check of the system and programme" after it failed to go live with Oracle Fusion, its replacement for SAP R/3.
A report to the Cabinet of the PS538 million local authority said in March that the Managing Back Office Systems (MBOS) Programme set to replace core HR and finance systems failed to go live months earlier in November.
Without setting a new date for the implementation, the council said it had completed a review to confirm that "Oracle remains a suitable product for the Council."
The council is now carrying out "a further health check of the system," which would "inform next steps and enable programme dates to be reset."
The clock is ticking. The report pointed out that the council needs to move off the SAP system because it is due to go out of support in 2027. A report in November 2023 from the council's chief operating officer said the project has been moved to red status as it has not been possible to achieve a November 2023 go-live without compromising on quality. It said the failure was "due to not hitting the necessary targets in Parallel Payroll Running Phase 2."
In fact, the program had already been delayed. Documents from a 2020 procurement plan [PDF] said that the council planned to go live from December 2022 and retire SAP and associated systems from April 2023 onward.


	RISE with SAP plan fails to hit go-live date in West of England council


	City of London ditches Oracle for SAP in search of ERP enlightenment


	Oracle lands London council deal for PS12m ERP project


	SAP wins competition to replace own ageing system at UK council


As The Register revealed in 2021, the council's procurement plans were delayed by at least six months owing to the COVID-19 pandemic.
At the same time, a council spokesperson said the SAP system it relied on was based on the German vendor's R/3 software.
The report from November last year said the system was first implemented in 2004. Because of the delay to its replacement, the council said it would re-platform the system to "a dedicated cloud environment by the end of 2023."
"The underpinning storage infrastructure currently used by SAP is very old, with increasingly failing components that can only be replaced by reconditioned parts," the report said. "Re-platforming to a cloud-based hosted environment best mitigates that risk expediently and most cost effectively and can be undertaken during the MBOS review period."
The Register has contacted the council for further comment.
East Sussex is not the only local authority struggling to get off SAP and onto Oracle. Neighboring West Sussex has seen the budget for its project escalate from around PS2.6 million ($3.26 million) to nearly PS40 million ($50 million) after a series of delays.
On a grander scale, Birmingham City Council - Europe's largest local authority - could see the cost of its project go from around PS20 million ($25 million) in its initial plans to PS131 million ($166 million) if the expected budget is spent. That project went live in April 2022, but it went so badly that the council has since been unable to file auditable accounts. It plans to reimplement Oracle "out-of-the-box" after costly customizations failed to work as expected. (r)
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    TR-069, a protocol that made broadband manageable, turns 20. What's coming next?

    
In less than 13 minutes, we'll get you up to speed on USP    
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Interview Technical report 69, or TR-069, which defines how people's broadband routers and other customer-premises equipment can be remotely provisioned and managed by ISPs automatically, is turning 20 years old.
It's a protocol that made providing broadband internet a lot easier and straight forward for subscribers.
Now's the time for TR-069, aka the CPE WAN Management Protocol, to retire gracefully, and be succeeded by TR-369 aka the User Services Platform or USP.
Jason Walls, a co-director at the Broadband Forum, which oversees these technical specification, assured us it's going to be a smooth transition.
"We don't really use the term 'deprecate' as a hard line," Walls told us in an interview you can replay below. "It really just means is that the time has come for us to [say] we're not gonna change anything about [TR-069] ... so all of our work in the future is all going to be on TR-369."

  Youtube Video

"I like to think of it as like a sun setting," Walls added, pointing also to a graphic of TR-69 as a cowboy riding off into the sunset. "He'll still be there if we need to call him."
Catch the above chat for a little bit of history about this protocol that is pretty fundamental but mostly out of sight, and what's coming for CPE provisioning and monitoring. (r)
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    UK data watchdog wants six figures from N Ireland cops after 2023 data leak

    
Massive discount applied to save cop shop's helicopter budget    
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Following a data leak that brought "tangible fear of threat to life", the UK's data protection watchdog says it intends to fine the Police Service of Northern Ireland (PSNI) PS750,000 ($955,798).
The August exposure of cops' data affected 9,483 officers and was described by Commissioner Pete O'Doherty of the City of London Police as "the most significant data breach that has ever occurred in the history of UK policing" in an official review.
Surnames, initials, ranks, roles, and places of work were included in a spreadsheet accidentally made public in response to a Freedom of Information Act 2000 (FOI) request. Every serving PSNI officer, including civilian staff members, was included in the leak.
The UK's Information Commissioner's Office (ICO) fine today follows consideration from the information commissioner John Edwards, who will take into account any PSNI responses before issuing a final decision.
Edwards said: "The sensitivities in Northern Ireland and the unprecedented nature of this breach created a perfect storm of risk and harm - and show how damaging poor data security can be.
"Throughout our investigation, we heard many harrowing stories about the impact this avoidable error has had on people's lives - from having to move house, to cutting themselves off from family members and completely altering their daily routines because of the tangible fear of threat to life.
"And what's particularly troubling to note is that simple and practical-to-implement policies and procedures would have ensured this potentially life-threatening incident, which has caused untold anxiety and distress to those directly affected as well as their families, friends, and loved ones, did not happen in the first place."
Edwards' decision on the fine's sum takes into account the fact that PSNI is a public sector organization and its funds are best spent on delivering quality services. 
He believes large fines alone aren't an effective punishment as they are in the public sector, and therefore the ICO errs on the side of smaller fines in return for greater engagement with the data watchdog itself and greater investment into data protection.
If the same breach, under the same conditions, was to take place in the private sector, the ICO said the fine would have been set at PS5.6 million ($7.1 million). So, a hefty discount was applied.
In addition to its intent to fine the PSNI PS750,000 ($955,798), the ICO also issued the force with a preliminary enforcement notice requiring it to improve the security of its FOI responses.
"I am publicizing this potential action today to once again highlight the need for all organizations to check, challenge and, where necessary, change disclosure procedures to ensure they have robust measures in place to protect the personal information people entrust to them," said Edwards.
The PSNI's deputy chief constable Chris Todd said the news of the fine is "regrettable" given the force's financial struggles, and it will be speaking with the ICO to try to reduce the sum. 
Todd added: "We accept the findings in the ICO's Notice of Intent to Impose a Penalty and we acknowledge the learning highlighted in their Preliminary Enforcement Notice. We will now study both documents and are taking steps to implement the changes recommended."
The deputy chief constable pointed to PSNI offering PS500 in compensation to each officer whose data was caught up in the breach, which was claimed by 90 percent of officers. The compensation was offered to reimburse officers for any personal costs they incurred to increase their personal safety in the wake of the incident.
"The reports highlight once again the lasting impact this data loss has had on our officers and staff and I know this announcement today will bring those to the fore again," said Todd. "Since the data loss occurred in August, the Police Service has worked tirelessly to devalue the compromised dataset by introducing a number of measures for officers and staff. We provided significant crime prevention advice to our officers and staff and their families via online tools, advice clinics, and home visits.
"An investigation to identify those who are in possession of the information and criminality linked to the data loss continues. Detectives have conducted numerous searches and have made a number of arrests as part of this investigation.
"Work is ongoing to update current policies and develop a new Service Instruction as recommended by the ICO. Training of officers and staff is ongoing to ensure everything that can be done is being done to mitigate any risk of such a loss occurring in the future."
The aftermath
Public sector data exposure stemming from clumsy FoI responses and human error were rife across the UK in the middle of 2023. Police forces in Suffolk and Norfolk, as well as a Cambridgeshire NHS Trust - all in the East of England - later in December blamed poor FoI practice for their respective data blabs. 
Cumbria Constabulary in the North West also 'fessed up to a publishing its own officers' data just a week after the PSNI, but its incident had occurred months earlier. 
However, given Northern Ireland's history of sectarian violence, the breach of PSNI officers' information was considered to be more potentially harmful than other breaches.
An official review into the incident revealed the various struggles felt by PSNI officers in the wake of the breach. One officer reported that they relocated themselves shortly after, out of fear for their family's safety - a revelation that came to light after the PSNI said at the time of the breach that none of its staff were being moved elsewhere.
In the following months, an undisclosed number of additional officers also relocated. The review's finding was a significant one that illustrated the lengths to which officers were driven after fearing so strongly for their safety.
Many more who anonymously contributed to the review, in most cases younger officers, reported that they wanted to relocate but weren't financially secure enough to afford the move.
The cop shop dealt with more than 50 sickness absences that specifically blamed the stress of the breach, and mental health issues were rife among the force. Its staff well-being services were at capacity and many officers said they withdrew from their social lives.
Some even sought the PSNI's help to change their names, although the force said that was unnecessary.


	Northern Ireland cops count human cost of August data breach


	Yet another UK public sector data blab, this time info of pregnant women, cancer patients


	Irish cops data debacle exposes half a million motorist records


	Northern Ireland's top cop quits after security breach, disciplinary controversy


In addition to the ICO's proposed six-figure fine, the review found that the PSNI would probably be facing a much, much bigger outlay when factoring costs for home security and litigation.
It expected the overall cost of the incident to be in the region of PS24-37 million ($30.5-47.1 million), which also included the expected ICO fine.
The review also made 37 recommendations to guide various improvements at the PSNI, which Todd said "are now progressing" and that 14 have already been implemented.
"The recommendations made now by the ICO reflect some of these already being progressed," Todd added. (r)
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    I stumbled upon LLM Kryptonite - and no one wants to fix this model-breaking bug

    
Models with flaws can be harmless ... yet dangerous. So why are reports of problems being roundly ignored?    
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Feature Imagine a brand new and nearly completely untested technology, capable of crashing at any moment under the slightest provocation without explanation - or even the ability to diagnose the problem. No self-respecting IT department would have anything to do with it, keeping it isolated from any core systems.
They might be convinced into setting up a "sandbox" for a few staffers who wanted to have a play, poised to throw the kill switch the moment things took a turn.
What if, instead, the whole world embraced that untested and unstable tech, wiring it into billions of desktops, smartphones and other connected devices? You'd hope that as problems arose - a condition as natural as breathing - there'd be some way to deal with them, so that those poor IT departments would have someone to call when the skies began falling.
I've learned differently.
It would appear that the biggest technological innovation since the introduction of the world wide web a generation ago has been productized by a collection of fundamentally unserious people and organizations who appear to have no grasp of what it means to run a software business, nor any desire to implement any of the systems or processes needed to affect that seriousness.
If that sounds like an extraordinary claim, bear with me. I have an extraordinary story to share.
Hands-on
For a bit over a year I've been studying and working with a range of large language models (LLMs). Most users see LLMs wired into web interfaces, creating chatbots like ChatGPT, Copilot, and Gemini. But many of these models can also be accessed through APIs under a pay-as-you-go usage model. With a bit of Python coding, it's easy enough to create custom apps with these APIs. We're seeing a new class of apps integrating AI capabilities - such as document summaries and search results filtering - into larger and more complex applications.
I have a client who asked for my assistance building a tool to automate some of the most boring bits of his work as an intellectual property attorney. Parts of that tool need to call APIs belonging to various US government services - entirely straightforward.
Other parts involve value judgements such as "does this seem close to that?" where "close" doesn't have a strict definition - more of a vibe than a rule. That's the bit an AI-based classifier should be able to perform "well enough" - better than any algorithm, if not quite as effectively as a human being. The age AI has ushered in the age of "mid" - not great, but not horrid either. This sort of AI-driven classifier lands perfectly in that mid.
I set to work on writing a prompt for that classifier, beginning with something very simple - not very different from a prompt I'd feed into any chatbot. To test it before I started consuming expensive API calls, I popped it into Microsoft Copilot Pro. Underneath the Microsoft branding, Copilot Pro sits on top of OpenAI's best-in-class model, GPT-4. Typed the prompt in, and hit return.
The chatbot started out fine - for the first few words in its response. Then it descended into a babble-like madness. Which went on and on and on and on and ... on. Somehow, it couldn't even stop babbling.
OK, I thought. That's a bit weird.
I tried it again. Same thing.
Hmm. Maybe Copilot is broken?
No problem with that, I have pretty much all the chatbots - Gemini, Claude, ChatGPT+, LLamA 3, Meta AI, Mistral, Mixtral. You name it, I've got a window open to it out on the cloud, or can spin it up and run it locally on one of my machines. I reckoned I'd just use another chatbot until Microsoft got around to fixing Copilot.
Typed the prompt into Mixtral. The first few words were fine, and then ... babble. On and on and on.
So it's not just Copilot?
I ran through every chatbot I could access and - with the single exception of Anthropic's Claude 3 Sonnet - I managed to break every single one of them.
Uh, oops? What do I do now? On the one hand, I had work to do. On the other hand, I'd run into a big, pervasive something caused by my quite innocuous prompt. I guess I should tell someone?
But who? Microsoft has a "feedback" button at the bottom of the Copilot page, so I sent off a screenshot and a note that this seemed to be broken.
I also contacted the support page for Groq - one of the new LLM-as-a-service providers - sending over some screenshots and the text of the prompt.
That was all I could do. I couldn't get more work done until I had a resolution to this ... bug?
Game changing
The next morning I woke up to an email from Groq support:


That is odd indeed and I was able to reproduce this across each of the models. While we don't build the models themselves, this is still strange behavior and I'll pass this along to the team. Thank you for letting us know.


That external confirmation - Groq had been able to replicate my finding across the LLMs it supports - changed the picture completely. It meant I wasn't just imagining this, nor seeing something peculiar to myself.
And it implied something far more serious: I'd stumbled onto something bigger than a bug. Models from different providers use differing training datasets, machine learning algorithms, hardware, and so on. While they may all seem quite similar when dressed up with a chatbot front-end, each uniquely reflects the talents and resources used to create them. Finding something that affects all of them points away from the weakness of a single implementation, toward something more fundamental: A flaw.
That seemed ridiculous on the face of it. Transformers - the technology underlying large language models - have been in use since Google's 2017 Attention is All You Need paper transformed artificial intelligence. How could a simple prompt constructed as part of a prototype for a much larger agent bring a transformer to its knees? If nothing else, I'd have expected that makers of LLMs would have seen this sort of behavior before, and applied a fix.
Then again, LLMs process language - and we know language to be infinitely flexible, creative and variable. It's simply not possible to test every possible combination of words. Perhaps no one had ever tried this before?
If that was the case, then I had stumbled into synthesizing LLM Kryptonite. And if that was true, I faced a choice: What do I do with this powerful and potentially dangerous prompt?
There's a vast and shadowy dark-web market for prompt attacks - strings of text and structured prompts that can get an LLM to ignore its guardrails, display protected or malicious information, reveal customer data, and worse. I had no idea whether this flaw could produce that kind of behavior - and having no training (nor permission) to operate as a penetration tester, I didn't want to try to find out. I did consult a white-hat friend - one with a profound antipathy to all things generative AI. With an ironic sigh, he recommended reporting it, just as if I'd found a security flaw in a software package.
An excellent suggestion, but not a small task. Given the nature of the flaw - it affected nearly every LLM tested - I'd need to contact every LLM vendor in the field, excepting Anthropic.
OK, but how? Most of the chatbots provide a "feedback" button on their websites - to comment on the quality of a generated response. I used that feature on Microsoft Copilot to report my initial findings, and never received a response. Should I do the same with all of the other vendors?
I suspected that given the potentially serious nature of the flaw, dumping it into a feedback box wouldn't be as secure - nor as prioritized - as the situation seemed to warrant. I would need to contact these LLM providers directly, making a connection with someone in their security teams.
Through high-level contacts I had at Microsoft I was asked to file a vulnerability report - the drop-down list of affected products on Microsoft's web page didn't even include Copilot. I selected "Other," reported the flaw, and a day later heard back from their security team:


We've looked over your report, and what you're reporting appears to be a bug/product suggestion, but does not meet the definition of a security vulnerability.


That left me wondering whether Microsoft's security team knows enough about LLM internals and prompt attacks to be able to grade a potential security vulnerability. Perhaps - but I got no sense from this response that this was the case.
I won't name (nor shame) any of the several other providers I spent the better part of a week trying to contact, though I want to highlight a few salient points:

	One of the most prominent startups in the field - with a valuation in the multiple billions of dollars - has a contact-us page on its website. I did so, twice, and got no reply. When I tried sending an email to security@its.domain, I got a bounce. Qu'est-ce que c'est?


	Another startup - valued at somewhere north of a billion dollars - had no contact info at all on its website, except for a media contact which went to a PR agency. I ended up going through that agency (they were lovely), who passed along the details of my report to the CTO. No reply.


	Reaching out to a certain very large tech company, I asked a VP-level contact for a connection to anyone in the AI security group. A week later I received a response to the effect that - after the rushed release of that firm's own upgraded LLM - the AI team found itself too busy putting out fires to have time for anything else.


Despite my best efforts to hand this flaming bag of Kryptonite on to someone who could do something about it, this is where matters remain as of this writing. No one wants to hear about it.
Expectations
While generative AI may be a rather new area within the larger field of software development, the industry has existed for well over half a century.
When I began my professional career, four decades ago, I spent a good percentage of my time dealing with all of the bug reports that came in from customers using our software. (I once spent three months in the field fixing a customer's bugs.)
Customers buy software under the expectation that it will be maintained and supported. That's part of what they buy. The contract terms can vary, but at its essence, a customer purchases something under the expectation that it's going to work. And if it breaks - or doesn't work as promised - it will be fixed. If that doesn't happen, the customer has a solid grounds for a refund - possibly even restitution.
One of the most successful software companies I worked for had a reasonable-sized QA department, which acted as the entry point for any customer bug reports. QA would replicate those bugs to the best of their ability and document them, before passing them along to the engineering staff for resolution.
If the bug had a severe rating, we'd pause the development task at hand to resolve the bug. Less severe bugs would go onto a prioritized list, to be tackled as time permitted, with fixes pushed out in the next software update. None of this would sound remarkable to anyone who has worked in the software industry.


	Slack tweaks its principles in response to user outrage at AI slurping


	What's with AI boffins strapping GoPros to toddlers? We take a closer look


	Dear Stack Overflow denizens, thanks for helping train OpenAI's billion-dollar LLMs


	Forget the AI doom and hype, let's make computers useful


Similar processes must exist within the software developers making generative AI models. Without such processes, progression from design to product would be impossible. Bugs would multiply until everything ground to a halt. It's necessary. Yet those labs' customers appear to lack any obvious channel to deliver feedback on these products.
While that might be a forgivable omission for a "free" chatbot - you get what you pay for - as a business proposition, where someone pays per "token" for API usage, this looks like a fundamental operational failure. Why isn't there a big red button on all of these sites that can be pressed when things go wrong? Why is it so hard to make these firms aware of a customer's very real issues?


Why isn't there a big red button on all of these sites that can be pressed when things go wrong?


No doubt some of it is size - a billion-dollar contract would undoubtedly help to focus the attention of these firms. Yet for the next several years most of the innovation will take place within small firms, just as we saw with the thousands of "web agencies" that sprang up in the late 1990s. The big AI firms hamstring their own ability to grow their markets by making it difficult for smaller customers to report bugs. It's bad practice, bad business - and it's dangerous.
These unpatched bugs constitute potential security threats affecting all of their customers, little and big.
AI firms like to talk up the idea of "alignment" - explaining how their models have been trained and tuned so that they will not cause harm. That's necessary, but insufficient. A model with flaws can be harmless, yet dangerous. That seems to be where we are right now: Building apps with "weapons grade" content-completing artificial intelligence that has been tamed, but not defanged. Give it the wrong prompts, and those big, powerful jaws can suddenly snap shut.
Until these firms close the loop between vendor and client, their powerful products can not be considered safe. With great power, as they say, comes great responsibility; to be seen as responsible, AI pushers need to listen closely, judge wisely, and act quickly. (r)

  Due to the unfixed nature of this problematic prompt, we will not be releasing further details at this stage. If any model maker wants to get in touch about it, feel free here.
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    How Apple Wi-Fi Positioning System can be abused to track people around the globe
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In-depth Academics have suggested that Apple's Wi-Fi Positioning System (WPS) can be abused to create a global privacy nightmare.
In a paper titled, "Surveilling the Masses with Wi-Fi-Based Positioning Systems," Erik Rye, a PhD student at the University of Maryland (UMD) in the US, and Dave Levin, associate professor at UMD, describe how the design of Apple's WPS facilitates mass surveillance, even of those not using Apple devices.
"This work identifies the potential for harm to befall owners of Wi-Fi APs (access points), particularly those among vulnerable and sensitive populations, that can be tracked using WPSes," the authors explain in their paper [PDF]. "The threat applies even to users that do not own devices for which the WPSes are designed - individuals who own no Apple products, for instance, can have their AP in Apple's WPS merely by having Apple devices come within Wi-Fi transmission range."
Apple is one of several companies, along with Google, Skyhook, and others, that operate a WPS. They offer client devices a way to determine their location that's more energy efficient than using the Global Positioning System (GPS). For mobile phones, WPS also has less of a power drain than GPS.
Mobile devices that have used GPS to obtain their location often report back to a WPS service, along with a Wi-Fi Access Point's MAC address - the Basic Service Set Identifier (BSSID). Thereafter, other mobile devices that are not using GPS can obtain location data by querying the WPS service.
Device queries involve sending a list of nearby BSSIDs and their signal strength to the WPS. The WPS, as the paper describes, generally responds in one of two ways.
Either it calculates the client position and returns those coordinates, or it returns the geolocations of the submitted BSSIDs (which are associated with AP hardware) and lets the client perform the calculations to determine its location.
Google's WPS does the former while Apple's WPS does the latter. But Apple's system is exceptionally talkative, the boffins suggest.
"In addition to the geolocations of the BSSIDs the client submits, Apple's API opportunistically returns the geolocations of up to several hundred more BSSIDs nearby the one requested," the paper states.
Erik Rye, co-author of the paper, explained to The Register that Google and Apple's WPS systems work in fundamentally different ways and that only Apple's, due to its openness, provided a way to conduct this study.
"In Apple's version, you submit BSSIDs to geolocate, and it returns the geolocation it believes the BSSID is at," said Rye. "It also returns many more (up to 400) that you didn't request that are nearby. The additional 400 were really important for our study, as they allowed us to accumulate a large quantity of geolocated BSSIDs in a short period of time. Additionally, Apple's WPS is not authenticated or rate limited and is free to use."
Google's WPS, he said, just returns a calculated location, and it is also authenticated, rate-limited, and paid, which makes it prohibitive for conducting studies of this sort.
The design of Apple's system allowed Rye and Levin to compile a database of 490 million BSSIDs around the world, which they could then use to track the movements of individuals and groups of people over time.
"Because the precision of Apple's WPS is on the order of meters, this allows us to, in many cases, identify individual homes or businesses where APs are located," the paper explains. "Out of respect for user privacy, we do not include examples that could publicly identify individuals in the case studies we examine in this work."
Nonetheless, the researchers say, it's "eminently possible" to use the techniques described in the paper to determine the identities of individuals or groups they're part of, "down to individual names, military units and bases, or RV parking spots."


	Apple says if you want to ship your own iOS browser engine in EU, you need to be there


	Samsung takes bite out of Apple over its mega marketing misstep


	Aghast iOS users report long-deleted photos back from the dead after update


	Google, Apple gear to raise tracking tag stalker alarm


The paper goes on to explore various scenarios in which this sort of location data could be used for, including damage assessment after an attack (via disappeared BSSIDs), individual tracking using BSSIDs from GL.iNet travel routers, and tracing military movements in Ukraine via Starlink terminal BSSIDs.
The researchers say that they reported their findings to Apple, Starlink, and GL.iNet, and note that one way to keep your BSSID out of WPS databases is to append the string _nomap to the AP's Wi-Fi network name, or SSID - the SSID is set by the user while the BSSID is a hardware identifier.
Apple added support for _nomap in a March 27 update to its privacy and location services help page. Google's WPS and WiGLE, a crowdsourced geolocation project, have supported _nomap at least since 2016. We're told further mitigations are coming from the iPhone giant to thwart the described tracking.
"We know that Apple is taking our report seriously," Rye said. "We are given to understand that they have one or more additional remediations in the queue, and we're hopeful that these remediations will help protect the privacy of access point owners that would never know to append "_nomap" to their SSID to prevent them from being included in Apple's geolocation database."


We know that Apple is taking our report seriously


Rye also praised the product security team at SpaceX for moving to address this issue quickly and implement BSSID randomization in their products.
"They had begun having some of their products implement BSSID randomization during our study in 2023, but sped up the implementation on all of their Starlink devices after we spoke to them," he said. "It's worth noting that this vulnerability wasn't caused by SpaceX (they have no control over what Apple or Google does), but they dealt with it promptly and the right way nonetheless."
"It's our position that BSSID randomization is the most robust defense against being tracked by a WPS, as generating a random identifier every time the device boots (or moves locations) will make it appear as a completely different device in a WPS."
The authors also alerted GL-iNet, the maker of travel routers, and found it less receptive. "They acknowledged the concern and our proposed fix of randomizing BSSIDs, but told us they have no plans to deploy that defense," said Rye.


Client MAC address randomization suffered when manufacturers included different unique identifiers


Rye said that while he is not aware of work to make BSSID randomization - the recommended mitigation - part of the Wi-Fi standard, he's hopeful that this research will encourage technical experts at the IEEE to take up this issue, as they've done with MAC address randomization in the past.
"Certainly, there is now an almost 10 year history of client MAC address randomization, which I've worked on and you've covered in the past," he said. "That history can provide some lessons in what to do and what not to do.
"Specifically, client MAC address randomization suffered when device manufacturers included different unique identifiers other than the MAC address in their transmissions, or when randomization issues otherwise caused multiple 'random' MAC addresses to be linkable," Rye explained. "Wi-Fi access point manufacturers that implement BSSID randomization should be careful not to repeat those same mistakes."
Rye is scheduled to present the paper at Black Hat USA in August.
Apple did not respond to a request for comment. (r)
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    Would you buy Pegasus spyware from this scammer?

    
You shouldn't - Indian infosec researchers warn you'll get random junk instead    
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Indian infosec firm CloudSEK warned on Wednesday that scammers are selling counterfeit code advertised as the NSO Group's notorious Pegasus spyware.
"Threat actors created their own tools and scripts, distributing them under Pegasus's name to capitalize on its notoriety for financial gain," alleged the firm.
In case you've come in late, Pegasus offers "zero-click" compromise of mobile devices. Its developer, Israel's NSO group, claimed it would only sell the tool for legitimate law enforcement applications and vetted its customers. But in 2021 Amnesty International alleged widespread abuse of the tool to spy on heads of state, academics, diplomats, and human rights advocates.
CloudSEK researchers found the fake spyware after perusing around 25,000 posts of individuals offering Pegasus and other NSO tools on the messaging service Telegram. They next interacted with over 150 potential sellers, who provided access to 15 samples and over 30 indicators of compromise.
"These indicators encompassed the source code of their purported official Pegasus samples, live video demonstrations of samples in operation, the file structure of the samples, and snapshots of the source code," wrote report author Anuj Sharma.
The firm deduced nearly all samples were fraudulent and ineffective - yet some were on sale for hundreds of thousands of dollars. One seller offered permanent access to what it purported was Pegasus for $1.5 million - and allegedly made four sales in two days.
Fake spyware was also found on other code-sharing platforms, where CloudSEK claims actors were "disseminating their own randomly generated source codes."


	X-ploited: Mandiant restores hijacked Twitter account after attempted crypto heist


	Apple stops warning of 'state-sponsored' attacks, now alerts about 'mercenary spyware'


	India's ongoing outrage over Pegasus malware tells a bigger story about privacy law problems


	Think tank report labels NSO, Lazarus as 'cyber mercenaries'


CloudSEK probed sales of Pegasus after Apple's April decision to stop attributing spyware-related attacks to a specific source or perpetrator and instead to categorize them broadly as "mercenary spyware."
The change coincided with notifications of remote iPhone compromise in 92 countries.
CloudSEK wasn't the only entity to act after Apple's change of tone. Its researchers found that the group selling (fake) permanent access to Pegasus internally shared and cheered the Apple advisory when it was released.
Sharma reckons the fraudulent code slingers gain more than just branding leverage by advertising the product as from NSO Group - it also helps them remain under the radar while selling custom-built spyware under a different entity's name.
The Reg asked NSO Group to comment on the counterfeits and their impact on its business, and will update should a substantial reply materialize. (r)
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    Read AI about it... OpenAI does deal with News Corp

    
Pact made with WSJ, New York Post, Sunday Times, Australian publisher as lawsuit bullets ping around the industry    
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OpenAI and News Corp on Wednesday announced a partnership that will bring the publisher's output to the super-lab's models, marking yet another in a series of data content deals for the industry.
The tie-up means that "OpenAI has permission to display content from News Corp mastheads in response to user questions and to enhance its products." What that possibly means: The models can be trained on News Corp articles, answer queries using that info, and cite those sources.
OpenAI hasn't always sought permission. For example, it was recently accused of failing to respect celebrity Scarlett Johansson's refusal to license her voice to the biz for speech synthesis. OpenAI said in response it didn't do anything wrong, and insisted again on Wednesday it did not use the movie star's voice, and that it had hired an actress for the speech synthesis role before it tried to tap up Johansson.
Nor has OpenAI fully disclosed the data used to train its latest models.
But given the growing number of AI-related lawsuits, asking permission rather than seeking forgiveness looks like the wiser option. Non-consensual use of copyrighted content for AI training, arguably rampant throughout the machine learning world lately, isn't likely to go unnoticed anymore.
Other recent agreements reached by OpenAI include content access arrangements with Reddit and Stack Overflow. And rival Google struck a similar deal with Reddit for its user-generated comments.
The latest partnership - rumored to land News Corp $250 million over the next five years - will give OpenAI access to current and past content from various publications today owned by the corporation Rupert Murdoch founded, including The Wall Street Journal, Barron's, MarketWatch, Investor's Business Daily, FN, and the New York Post; The Times, The Sunday Times and The Sun; The Australian, news.com.au, The Courier Mail, The Advertiser, and Herald Sun; and others. It doesn't cover content from News Corp's other businesses.
The two companies in separate but similar press releases said the ultimate goal of the pact is to help people "make informed choices based on reliable information and news sources."
AI models often come with a caution that they can't be relied upon, because they may "hallucinate" - make things up. The OpenAI's ChatGPT web page, for example, contains the disclaimer, "ChatGPT can make mistakes. Check important info."
Sam Altman, CEO of OpenAI, characterized the deal as "a proud moment for journalism and technology."
"Together, we are setting the foundation for a future where AI deeply respects, enhances, and upholds the standards of world-class journalism," he said.
Neither OpenAI nor News Corp made it clear how their data deal will uphold the standards of world-class journalism, which tends to favor disclosure of information rather than withholding it through the imposition of a non-disclosure, non-disparagement agreement. OpenAI has since denied that it threatened staff with loss of equity if they broke an unusually restrictive NDA, and Sam Altman said he knew nothing of such threats, although it seems plenty of management did.


	Top AI players pledge to pull the plug on models that present intolerable risk


	Microsoft AI Studio opens for business, with a nod to safety


	If you find Microsoft's Copilot offerings overwhelming, it's no wonder: There are 130-plus of them now


	AI might be coming for your job, but Sam Altman can't go on dinner dates anymore


The impact of AI on journalism is a complex topic, covered in depth in a recent report from the Tow Center for Digital Journalism at Columbia University's Graduate School of Journalism.
The report notes, "The growing use of AI in news work tilts the balance of power toward technology companies, raising concerns about 'rent' extraction and potential threats to publishers' autonomy business models, particularly those reliant on search-driven traffic."
Ron Bodkin, co-founder and CEO of Theoriq, a decentralized AI firm, told The Register that a compensation model is necessary for those making the material that sustains AI.


It's essential that content creators and journalists are fairly compensated for their work


"We believe it's essential that content creators and journalists are fairly compensated for their work, especially as AI agents and chatbots increasingly consume and summarize content," he said. "This compensation is critical to maintaining high-quality journalism and supporting the creative industry."
Bodkin however said that current trends favor the largest tech companies through exclusive content access deals.
"This dynamic often results in only the largest publishers receiving funds for their content, further consolidating power and resources," he explained. "The worst case is licensing deals are exclusive, leading to walled gardens that restrict access to a monopolist."
Bodkin argues that AI access to data needs to be democratized using distributed technologies, such as micropayments on a blockchain.
"This approach would ensure that journalists and other data providers are fairly compensated while also allowing startups and nonprofit researchers equitable access to data," he said. "Such a system would be based on the value realized from the data, promoting a more inclusive and competitive environment in AI development."
The Register has asked OpenAI and News Corp to confirm whether "enhance its products" should be interpreted to mean that OpenAI intends to use News Corp material to train its models. We also asked whether News Corp journalists will be compensated for having their work used thus.
We've not heard back. (r)
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    China creates LLM trained to discuss Xi Jinping's philosophies

    
What next? Kim-Jong-AI? Don't laugh - Nvidia has pondered rebuilding a digital Napoleon    
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China's Cyberspace Research Institute has revealed it's created a large language model and conversational AI based on the philosophies of President Xi Jinping.
The XiBot isn't online, at least not yet - according to a Chinese government announcement it's being tested internally.
The service is built on a corpus of government documents to allow citizens to query them using a generative AI interface. Among the docs in the corpus is a knowledge based on the book "Xi Jinping Thought on Socialism with Chinese Characteristics for a New Era" - the president's definitive political philosophy.
Books with the same title is widely available in China. The Register has seen it for sale in airports likely to be frequented by Chinese tourists, or members of the Chinese diaspora, translated into local languages.
Xi's thought is also omnipresent on Chinese government websites, and news outlets. When Xi delivers a speech of some importance, his words are reproduced online.
Creating Chat Xi-PT is therefore not out of the ordinary because Beijing goes out of its way to ensure Xi's thoughts are known at home and abroad. Bringing his words to a new medium - chatbots - is an obvious extension of existing practices.
As The Register has often mentioned, generative AI can make things up and confuse facts. In China, however, Xi is always right - making AI hallucination perhaps less of a political problem than it would be in other countries.


	Winnie the Pooh slasher flick mysteriously cancelled in Hong Kong


	China upgrades Great Firewall to defeat censor-beating TLS tools


	Chinese AI censors live-streamed Alpacas - beasts with a very NSFW and political back story


	And it begins. OpenAI mulls NSFW AI model output


A wag in El Reg's offices suggested the next dictatorial chatbot off the production line could be Kim-Jong AI, to immortalize North Korea's dictator for life.
But in the real world, researchers have already imagined similar facilities for your loved ones, or historical figures.
In late 2023, your correspondent met Dr Simon See, global head of Nvidia's AI Technology Center, which collaborates with academic researchers to explore the tech. At the SIGGPRAH Asia conference he revealed he is aware of people who have created AI-powered avatars of their loved ones, based on recordings and images.
He also mused that Nvidia hoped to work with researchers on generative-AI powered replicas of prominent people from history.
"Could we recreate Roman times? Napoleon?" he asked.
He thinks the answer is yes, because "We have their letters and we know their history."
Your correspondent pointed out that video footage means contemporary historical figures are far better documented than the likes of Napoleon, and Dr See agreed that the potential to revive them as conversational AIs is therefore greater.
I discussed this idea around the dinner table at home, which prompted my family to declare it daft - on grounds that some would welcome recreations of history's worst tyrants, and that freshly voiced expressions of their vile ideologies would inevitably spread in the fever swamps of social media before bubbling into mainstream discourse.
That won't happen in China, where even oblique puns perceived as criticism of Xi are ruthlessly removed from the internet. Any unauthorized AI would never make it online - or if it did, would invite swift shutdowns and unpleasant punishments. (r)
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    'China-aligned' spyware slingers operating since 2018 unmasked at last

    
Unfading Sea Haze adept at staying under the radar    
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Bitdefender says it has tracked down and exposed an online gang that has been operating since 2018 nearly without a trace - and likely working for Chinese interests.
A report from the antivirus maker details the miscreants - dubbed Unfading Sea Haze - and their methods for breaking into Windows PCs and infecting them with data-stealing spyware.
The group's attacks - which have hit at least government and military targets - were "sophisticated" and focused on "flexibility and evasion techniques," it's claimed.
The origin and ultimate goals of Unfading Sea Haze aren't absolutely clear to Bitdefender, but it claims with confidence that the attacks it investigated don't belong to an already known outfit. The country of origin for the crew is likely China according to the report citing Unfading Sea Haze's attacks on nations located in or around the South China Sea, use of tools popular in China, and a specific technique that bears resemblance to another Chinese state-sponsored entity, APT41.
None of this is a slam-dunk in terms of attribution, and could be deliberate obfuscation, but still, now you know.
The South China Sea is a strategically important area for China, and many countries lay claim to part of it - such as Malaysia, the Philippines, and Vietnam. The Middle Kingdom notably claims nearly all of it, as marked by the so-called Nine-Dash Line.
"The lack of a definitive match and the presence of these suggestive clues paint a picture of a sophisticated threat actor with connections to the Chinese cyber ecosystem," the investigators argue.
The report observes Unfading Sea Haze made its initial intrusion into Windows computer systems at least six years ago. Bitdefender was able to confirm the attackers used spear phishing in order to gain access.


	Stifling Beijing in cyberspace is now British intelligence's number-one mission


	Governments issue alerts after 'sophisticated' state-backed actor found exploiting flaws in Cisco security boxes


	China creates 'Information Support Force' to improve networked defence capabilities


	UK elections are unaffected by China's cyber-interference, says deputy PM


Spear phishing usually indicates that a team is particularly interested in a handful of targets, such as engineers to steal blueprints from or politicians and activists to snoop on. And indeed, we're told at least eight organizations were hit by the gang, most of which were either government agencies or military operations.
According to the research Wednesday, Unfading Sea Haze sent emails with zip archives attached containing .LNK files disguised as documents that when opened executed a string of Windows commands.
The commands would download a file from an Unfading Sea Haze server to disk, wait ten seconds, and then execute the file via MSBuild.
In March this year, the crew improved its execution to avoid writing the downloaded file to storage, using a combination of Powershell and MSBuild, and instead run it from memory, which can help avoid detection.
The rogue downloaded code would set up scheduled tasks that run harmless programs that load malicious DLL files: Those DLLs would spy on the user using keyloggers, copy sensitive data stored in browsers, and scan portable drives to generate file listings.
All of this data, including any files to exfiltrate, would be sent off to the snoops via FTP using Curl, using first hardcoded credentials and then ones dynamically generated.
Dangerous due to their ability to adapt
The Bitdefender report argues that part of the attacks' effectiveness was thanks to "poor credential hygiene and inadequate patching practices on exposed devices and web services." In other words, the eight victim organizations - most of which were either government agencies or military systems - had lax security in some way or another.
On the other hand, Unfading Sea Haze didn't get by just on luck. "The extended period of Unfading Sea Haze's invisibility, exceeding five years for a likely nation-state actor, is particularly concerning," Bitdefender notes. "Their custom malware arsenal, including the Gh0st RAT family and Ps2dllLoader, showcases a focus on flexibility and evasion techniques."
Attackers affiliated with Unfading Sea Haze have progressively changed both their methods and their tools. Since the outfit was only just unveiled, innovations might have been pursued as part of a plan, rather than a reaction to close calls or other incidents.
China-backed cyber-snoops aren't anything new, and they've been prolific on a global scale, having compromised at least 70 organizations and targeted more than 116 spread across 23 countries. Cynics might say Unfading Sea Haze went undetected because it's not that significant in the grand scheme of things, though Bitdefender argues otherwise, saying the crew went after high-level targets.
We asked Bitdefender for further details, and the firm declined. "We understand the public's interest, but for security reasons, we can't disclose specific countries or organizations," senior director Steve Fiore explained to The Register.
"However, we can confirm the targets resemble those typically linked to Chinese nation-state actors. Our Bitdefender Labs and MDR teams are continuously monitoring the situation to provide further insights."
See the report for technical details, including indicators of compromise, on how to detect and block attacks similar to those by Unfading Sea Haze. (r)
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    Lawmakers advance bill to tighten White House grip on AI model exports

    
Vague ML definitions subject to change - yeah, great    
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The House Foreign Affairs Committee voted Wednesday to advance a law bill expanding the White House's authority to police exports of AI systems - including models said to pose a national security threat to the United States.
"AI has created a technology revolution that will determine whether America remains the world's leading superpower or whether it gets eclipsed by China," bill co-author and House Rep Michael McCauln (R-TX) said, joining the list of leaders comparing the technology to the Manhattan Project.
McCauln's key concern is that while the US government's Bureau of Industry and Security (BIS) has the authority to restrict the export of AI accelerators -- something the Biden administration has exploited on multiple occasions to stifle Chinese innovation in the space -- it lacks the authority to regulate the export of AI models.
"Our top AI companies could inadvertently fuel China's technology, technological ascent, empowering their military and malign ambitions," McCauln warned.
The so-called Enhancing National Frameworks for Overseas Restriction of Critical Exports (ENFORCE) Act [PDF], if passed by the House and Senate, would amend the Export Control Act of 2018 to grant this authority to the BIS and enable the White House to require US companies or persons to obtain export licenses for distributing AI models deemed a national security threat to China.
"This legislation provides BIS the flexibility to craft appropriate controls on closed AI systems without stifling US innovation or affecting open source models," McCauln touted.
As far as we can tell, the bill in its current form doesn't actually contain any explicit protections or carve outs for open source models, and encompasses essentially any AI system, software or hardware, that: Could be used or modified to behave in a manner that erodes the United State's national security or foreign policy; lowers the barrier to the creation of weapons of mass destruction; or could facilitate cyberattacks.
You can find the full definition below:


'(C) COVERED ARTIFICIAL INTELLIGENCE18 SYSTEM:


''(i) INTERIM DEFINITION .--For the period beginning on the date of the enactment of this paragraph and ending on the date on which the Secretary issues the regulations required by clause (ii), the term 'covered artificial intelligence system' means an artificial intelligence system that:


''(I) exhibits, or could foreseeably be modified to exhibit, capabilities in the form of high levels of performance at tasks that pose a serious risk to the national security and foreign policy of the United States or any combination of those matters, even if it is provided to end users with technical safeguards that attempt to prevent users from taking advantage of the relevant capabilities, such as by:


''(aa) substantially lowering the barrier of entry for experts or non-experts to design, synthesize acquire, or use chemical, biological, radiological, or nuclear (CBRN) weapons or weapons of mass destruction;


''(bb) enabling offensive cyber operations through automated vulnerability discovery and exploitation against a wide range of potential targets of cyber at-2 tacks; or


''(cc) permitting the evasion of human control or oversight through means of deception or obfuscation; or


''(II) can reasonably be expected to exhibit the capabilities described in subclause (I), such as by demonstrating technical similarity or equivalent performance to models in which relevant capabilities have emerged unexpectedly.


To be clear, the actual wording of the bill is intended to be vague and specifically mandates that the definition "covered artificial intelligence systems" be updated within a year of the bill being adopted.
"We also made the definitions of AI and AI systems in the bill temporary so that the administration may undertake its usual regulatory process and solicit public comment so that the final definitions are appropriately scoped," House Rep Madeleine Dean (D-PA) explained ahead of the vote.
And that's probably a good thing as publicly available, pre-trained foundation models like Llama 2 are routinely modified through fine tuning and other techniques to perform specialized tasks, such as code generation, or to strip away safeguards designed to prevent them from responding to ethically dubious requests.
Because of this, one could argue that many of the most popular models available today could be modified in a way that it falls under the current definition of a "covered artificial intelligent system."


	Top AI players pledge to pull the plug on models that present intolerable risk


	FCC boss wants political ads to admit when they were made using AI


	Two weeks ago, Alibaba Cloud bragged its AI was soaring. Now it's slashing prices

	what's whaA


	Taiwan's new president wants to upgrade from 'silicon island' to 'AI island'


It also isn't clear how such restrictions will be enforced, particularly when it comes to open source models. It's not uncommon to see provisions in end user license agreements warning persons in embargoed countries that the use of the software is prohibited but doesn't actually stop them from accessing the source code.
Without explicit protections for open source models, such restrictions could end up having a chilling effect on model developers for fear uploading a model to an online repository could land them in hot water if it's ever downloaded by a Chinese national.
These concerns, of course, aren't new. Calls by lawmakers last year to restrict RISC-V exports elicited similar warnings from engineers and other techies who argued attempts to do so were doomed to backfire.
While the House Foreign Affairs Committee has voted to advance the bill, there's no guarantee that it'll ever make it to the president's desk as it'll have to survive a vote in both the House and Senate before then, and during an election year. Still, there's always next year. (r)
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    Microsoft invites punters to test drive custom Arm-based Cobalt 100 CPU VMs in Azure

    
Subscribers in US, Europe, SEA can take silicon out for a spin for free    
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Build Microsoft is bringing its custom-designed Arm-based Cobalt 100 processors closer to the public as it is now demoing the chips in an Azure virtual machine (VM) preview.
The three-strong pre-release VM series, labeled Dpsv6, Dplsv6, and Epsv6, will be available in the US, North and West Europe, and Southeast Asia regions per an invitation from the tech giant. Subscribers to Azure will be able to try the Cobalt 100-powered VMs for free, except for any storage or other resource usage beyond the VM itself, provided they successfully request access to this limited preview.
While all three Cobalt 100 VM variants have access to up to 96 virtual cores, each one offers a different RAM to core ratio, with Dplsv6 VMs getting 2GB per core, Dpsv6 4GB per core, and Epsv6 "up to" 8GB per core. That "up to" is an interesting caveat for the Epsv6 that one should be aware of; instances of this VM type may not get all the memory one expects.
For instance, Redmond says Epsv6 VMs will have up to 672 GB, but the promised memory-to-core ratio of up to 8:1 should mean a max 768 GB. The core topology of the VMs is also not clear, as each Cobalt 100 processor has 128 Arm-designed Neoverse N2 CPU cores, significantly more than the 96 virtual cores each VM has access to. We've reached out to Microsoft for clarification on these points.
Microsoft, by the way, explicitly says these VMs are "for more memory intensive workloads."


	Microsoft doesn't want cops using Azure AI for facial recognition


	Microsoft AI Studio opens for business, with a nod to safety


	Veeam adds support for VMware alternative Proxmox to its backup software


	Microsoft confesses April Windows update breaks some VPN connections


Compared to previous Ampere Altra-powered Azure VMs, Microsoft says the new Cobalt 100 variants have 40 percent more CPU performance. Given those Altra chips used Arm's earlier Neoverse N1 cores and TSMC's 7nm process compared to Cobalt 100's latest Neoverse N2 cores and a 5nm node, a significant boost in performance isn't unexpected.
Additionally, the new VMs also come with four times the local storage IOPS and 50 percent more network bandwidth, we're told, which probably factor into Microsoft's claims of 50 percent higher Java performance and double the performance for web servers, .NET applications, and in-memory cache applications despite the base CPU performance being just 40 percent.
Microsoft's Arm-based components certainly have competition ahead in the cloud server market, not just against those using dominant x64 chips made by Intel and AMD, but also those using various rival Arm-compatible processors.
Redmond undoubtedly wants a slice of the overall pie as a newcomer to custom public-facing CPUs. What's amusing is that these Microsoft VMs will pretty much all be running Linux, not Windows, we imagine. (r)
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    FCC boss wants political ads to admit when they were made using AI

    
How about just flag up the adverts not using machine learning    
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The Federal Communications Commission is considering a proposal that would require US political ads to disclose their usage of AI technology.
The rule was suggested by the American watchdog's boss Jessica Rosenworcel and, if enacted, would create a more transparent political environment for citizens in the run-up to the 2024 Presidential, Congressional, and gubernatorial elections.
"As artificial intelligence tools become more accessible, the commission wants to make sure consumers are fully informed when the technology is used," Rosenworcel said in a statement [PDF]. "Today, I've shared with my colleagues a proposal that makes clear consumers have a right to know when AI tools are being used in the political ads they see, and I hope they swiftly act on this issue."
The agency argues AI output will form a significant component of political advertising this year, which runs the risk of them spreading false information and aiding the dissemination of deep fakes, made unintentionally or otherwise.
The concerns echo those of former Secretary of State and 2016 Democratic Presidential candidate Hillary Clinton, who said in March that AI will be problematic for elections around the world.
Similarly, Microsoft says even simple deep fakes can be effective when it comes to influencing elections, and that China is making full use of AI to rile US residents on social media.
Picture realistic-looking machine-made videos of people saying things they never actually said. Yes, media manipulation by humans, let alone AI, has always been a thing, though one can argue neural networks can massively increase the volume of that output, and realism, as well as mess it up. Making campaigns declare the use of the technology isn't perhaps a bad idea, presuming there's some kind of punishment for not doing so.


	FCC names and shames Royal Tiger AI robocall crew


	FCC slams banhammer on 5G fast lanes with final net neutrality text


	Meta to build election operations center in Europe to inspect AI content


	China unleashes fearsome new cyber-weapon: A very provocative meme


The FCC specifically pointed out that the intention of the proposal is not to ban AI-generated campaign ads outright and that the sole aim is to require disclosure from ad creators whenever AI is used.
Although Rosenworcel speaks as if she doesn't know whether the proposal would receive the support of other FCC board members, we can probably assume it has enough support to be adopted. Of the other four members, two are fellow Democrats, and it seems unlikely that the chair would suggest a new rule that didn't have a chance of going through.
As for the regulation's effectiveness, it's hard to predict its impact overall given it doesn't cover the internet, which is a key vector for AI-generated political content. TV and radio ads are still important in the US, depending on the target demographics, though don't discount campaigning efforts via social media and ads on streaming platforms. (r)
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    Go after UnitedHealth, not us, 100+ medical groups urge Uncle Sam

    
Why should we get its paperwork?    
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More than 100 medical industry groups have asked the Feds to make UnitedHealth Group, not them, go through the rigmarole of notifying everyone about the Change Healthcare ransomware infection.
In a letter to the US Department of Health and Human Services, 102 national and state medical associations - whose members relied on UnitedHealth's IT systems to process patient data - urged HHS Secretary Xavier Becerra to make it crystal clear that their doctors, surgeons, and other healthcare professionals should be off the hook for alerting individuals that their sensitive info was stolen in the February intrusion into UnitedHealth.
They also want assurances that Change Healthcare, and not medical offices themselves, are under the microscope when it comes to the government's investigation into the incident.
In short, UnitedHealth's Change Healthcare got compromised along with people's private medical-related data, there are rules and laws on notifying patients of this kind of privacy breach, and various medical groups whose customer info was affected by this ransomware attack want UnitedHealth to take care of it all.
"We are writing to request more clarity around reporting responsibilities and assure affected providers that reporting and notification obligations will be handled by Change Healthcare," the May 20 letter signed by the American Medical Association, the American Academy of Family Physicians, and others said [PDF]. 
HHS' Office for Civil Rights (OCR) "should publicly state that its breach investigation and immediate efforts at remediation will be focused on Change Healthcare, and not the providers affected by Change Healthcare's breach," it continued.
This is especially important given the scope of security breach. While it's still unclear how many individuals' personal and protected health information was stolen during the February ransomware attack, we do know it's a very, very large number of Americans.
"Based on the initial targeted data sampling to date, the company has found files containing protected health information and personally identifiable information, which could cover a substantial proportion of people in America," Change Healthcare's parent company UnitedHealth said in an April statement.


	UnitedHealth CEO: 'Decision to pay ransom was mine'


	UnitedHealth admits IT security breach could 'cover substantial proportion of people in America'


	UnitedHealth's 'egregious negligence' led to Change Healthcare ransomware infection


	Change Healthcare's ransomware attack costs edge toward $1B so far


The 1996 US Health Insurance Portability and Accountability Act (HIPAA), designed to protect Americans' medical records and other health-related info, requires entities to notify HHS' Office for Civil Rights, media outlets, and affected individuals about incidents in which more than 500 people's data has been compromised.
Change Healthcare is a HIPAA-covered entity, and the digital intrusion definitely affected more than 500 individuals. "Providers affected by this breach are so numerous that a specific number is not readily available," according to the letter.
It continues:


A simple affirmation from OCR, as requested herein, that UHG, as the covered entity which experienced the breach is responsible for fulfilling the attendant breach reporting and notification requirements, is badly needed to address the lack of clarity among the community of affected providers. Given UHG's statement that it is prepared to fulfill these reporting and notification requirements, it appears that it would be a quick and straightforward matter for OCR to confirm publicly that the HIPAA breach notification and reporting requirements are applicable to UHG and not to the affected providers. Given the well documented state of chaos in the provider community in the wake of this breach, OCR's silence on this point is disappointing. 


When asked about the HHS letter and medical providers' concerns, a UnitedHealth spokesperson referred The Register to CEO Andrew Witty's congressional testimony on May 1.
"We will, of course, comply with legal requirements and provide notice to affected individuals, and have offered to our customers and clients to provide notice on their behalf where it is permitted," Witty told US lawmakers. "We are working closely with HHS's Office of Civil Rights to make sure our notice is effective, useful and complies with the law."
Also on May 1, Witty told US senators that the business paid $22 million to the extortionists, reportedly an affiliate of the BlackCat/ALPH ransomware crew. 
"As chief executive officer, the decision to pay a ransom was mine," he said. "This was one of the hardest decisions I've ever had to make. And I wouldn't wish it on anyone."
Witty also confirmed to Congress that past and present US military personnel likely had their info stolen during the intrusion.
The total clean-up costs to date associated with the breach have hit $872 million, and are expected to climb even higher. That's in addition to advance funding and interest-free loans UnitedHealth doled out to providers struggling to care for patients amid the disruption. This sum is said to be north of $6 billion. (r)
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Computershare CTO says he got a bill 15 times his previous quote    
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Next Global stock-market share registry operator Computershare looks like it has just decided to bail from VMware rather than suffer Broadcom's latest licensing regime and price hikes.
Speaking during the closing keynote of Nutanix's Next conference in Barcelona on Wednesday, Computershare's CTO Kevin O'Connor was asked how he feels Broadcom's acquisition of VMware has played out.
O'Connor replied that when he arrived 18 months ago he found the IT department using two hypervisors: Nutanix AHV, and another from what he described as coming from "a well-known competitor." Cough, VMware. The CTO felt two hypervisors was one too many and considered a consolidation, but the numbers didn't stack up and no project was initiated.
He later received a phone call he said took place after what he described as "the change." And in that conversation he was quoted a future price for Computershare's non-Nutanix hypervisor that represented an increase by a factor of between 10 and 15.


	CIO who dropped VMware 18 months ago now feeling thoroughly chuffed


	Veeam adds support for VMware alternative Proxmox to its backup software


	VMware giving away Workstation Pro, Fusion Pro free for personal use


	Microsoft gives Hyper-V ceilings a Herculean hike


Migrating to AHV suddenly made a lot more sense and O'Connor has pulled the trigger. Over the next year, before that massively inflated bill falls due, Computershare will migrate 24,000 VMs to Nutanix.
O'Connor said the project will pay for itself in "single digit months."
"Surprisingly, we've come out of this a lot stronger and leaner with cost base lower than it was before the acquisition," he said without specifying which acquisition. "We're actually quite delighted it's spurred us to do what we should have done anyway."
Register comment
The facts mentioned by O'Connor and the Nutanix emcee in the keynote give The Register a very high degree of confidence that Computershare is quitting VMware.
If so, this smells like a little bit of trouble for Broadcom because earlier today, Steve McDowell, chief analyst at NAND research, told The Register that VMware by Broadcom is "laser focused on high-revenue, high-margin business" and has priced its wares "just below the pain threshold for customers they care about."
The Register has no insight into whether Broadcom cares about Computershare, but we do know it has concentrated its efforts on working with business that want to go all in on its Cloud Foundation stack - and the breadth of that bundle means customers are nearly always large entities.
Computershare is certainly large: The Australian company had revenue of $3.3 billion last year, its 14,000-plus staff work across more than 20 countries, serving 40,000 clients and 75 million end-customers. All of which requires 24,000 VMs, which isn't the largest fleet around but also certainly isn't trivial.
The Register imagines that calculating pain thresholds is an imprecise science. If Broadcom consistently gets it wrong then Computershare's experience shows customers of its size and ilk will seek relief. (r)

  PS: Anyone else find the Broadcom website for VMware stuff is now a bit sub-par?
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But if they can't, AMD is well positioned to mop up    
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Analysis Nvidia had quite the showing at the International Supercomputing show in Hamburg last week. Its GH200 claimed a spot among the 10 most powerful publicly known supercomputers, while the CPU-GPU frankenchips dominated the Green500 for the efficiency prize.
But Nvidia's gains in HPC may be short-lived if its next-gen Blackwell accelerators are anything to go off of.


The GPU giant revealed its financial figures for its latest quarter, Q1 of its fiscal 2025, earlier today. There's more on that here.


Unveiled at GTC, the parts are as speedy as they are hot, both in terms of demand and temperature. Its GB200 superchips are capable of churning out 40 petaFLOPS of 4-bit precision peak performance while sucking 2700W of power. Small wonder the chip requires liquid cooling.
The part was compelling enough that Amazon outright ditched Nvidia's first-gen superchips in favor of the Blackwell variant to power its upcoming Ceiba AI supercomputer. But, while Nvidia's Blackwell GPUs are the star in AI circles, it doesn't look nearly as good on paper for more traditional double-precision (FP64) HPC workloads.
Dialed up to FP64, Nvidia's GB200 superchip can only manage about 90 teraFLOPS, or about 45 teraFLOPS per GPU. That makes Blackwell about 32 percent slower than Hopper at crunching FP64 matrix math. Nvidia assures us that despite initially being left off the spec sheet, the chip does in fact support FP64 vector math. And, at 45 teraFLOPS, it's about 32 percent faster than Hopper. The takeaway is Blackwell's double-precision performance is a bit of a mixed bag compared to last gen.
None of this changes the fact that Blackwell can't hold a candle to AMD's MI300 APUs and GPUs in highly precise workloads. Launched back in December, the parts are anywhere from 2.7x to 3.6x faster at double precision than Nvidia's Blackwell GPUs, all while consuming a fraction of the power.
This tells us that Blackwell-based systems will need to be much larger than an equivalent MI300 system if they want to compete on the Top500's flagship High Performance Linpack (HPL) benchmark.
Having said that, the writing is on the wall: Blackwell clearly isn't designed with double precision in mind. FP64 performance just isn't where the money is. Supercomputing clusters are named as such, well, because they're big. Compared to the GPU clusters used to train AI models, all but the largest supercomputers look tiny by comparison.
Nvidia hasn't forgotten its roots, but HPC workloads may be changing
Still, just because Blackwell isn't an FP64 monster doesn't mean that Nvidia is conceding the HPC market to AMD.
"We very much care about scientific computing," Dion Harris, director of Nvidia's accelerated datacenter group, told The Register. "When we have discussions internally, we're always reminded that many of our biggest innovations came from developers out of our scientific computing community."
Harris believes that, to address some of the largest and most challenging scientific quandaries, we can't just brute force the problem with double-precision grunt anymore. That's not to say FP64 performance is overrated.
"FP64 is important, and it's useful, but we think it's just one of the tools that you're going to need to go and tackle a lot of these grand-scale challenges," Harris said.
As the HPC community is fond of saying, high performance computing is a class of workload and it doesn't automatically mean FP64, especially these days. There's a reason there's a mixed-precision benchmark on the Top500 ranking; HPL just isn't representative of every workload.
While some simulations do require as many bits of floating-point precision as the silicon can muster, not all do. In fact, some classic HPC workloads, like meteorological forecasting, have been shown to be quite effective when running at single and even half precision.
The European Center for Medium Range Weather Forecasts and the University of Bristol have been exploring the concept of lower precision HPC for years now.
And then, of course, there's the concept of melding low-precision AI with high-precision simulation to reduce the computational load of data-intensive workloads.
For example, you could simulate a complex or fleeting phenomenon at high precision and then use the data generated to train a model on expected behavior. This model could then be used to quickly process mountains of data at low precision for the most promising data points.
Now, not every HPC workload is going to translate to this approach and certainly not without considerable effort. Having said that, Harris notes a few workloads which are showing promise, including material science and even the kinds of industrial HPC applications championed by folks like Cadence and Ansys.


	Green500 shows Nvidia's Grace-Hopper superchip is a power-efficiency beast


	Aurora breaks the exaFLOPS barrier but falls short of the final Frontier once again


	IBM quantum system elbows into Arm-powered Fugaku supercomputer


	Aleph Alpha enlists Cerebras waferscale supers to train AI for German military


A software problem
Nvidia's success today is rooted in the lessons learned in the HPC community. It's easy to forget that Nvidia didn't just become an AI infrastructure giant overnight. Not that long ago, its primary focus was designing graphics cards capable of pushing more pixels faster across your screen.
Nvidia's rise in the datacenter is thanks, in no small part, to the hard-fought lessons learned from taking those cards and attempting to get applications running on them at scale.
In late 2012, Nvidia's K20 GPUs, 18,688 in total, propelled Oak Ridge National Laboratory's Titan supercomputer to the number one spot on the Top500. As our sibling site The Next Platform has previously discussed, getting here was a long and winding road.
At the time, GPUs were still a very new concept in the supercomputing arena and a lot of the code out there wasn't optimized for GPU acceleration. A considerable amount of effort was invested by Nvidia and its partners to overcome these hurdles and uncover optimizations.
And according to Harris, the same is true of mixed-precision simulation and the infusion of AI into HPC workloads.
Going forward, Nvidia's priority is addressing the broadest range of problems possible with its accelerators spanning the gamut from the fuzzy math that fuels AI to the highly precise floating-point math on which simulation has traditionally relied. As for the company's ongoing relevance in scientific computing circles, it seems that will hinge entirely on how quickly it can foster adoption of software paradigms that make melding AI and HPC viable. (r)
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Canadian pharmacy chain London Drugs has confirmed that ransomware thugs stole some of its corporate files containing employee information and says it is "unwilling and unable to pay ransom to these cybercriminals."
In a statement to The Register, the British Columbia-based biz described the April 28 intrusion, which it had previously called a "cybersecurity incident," as an "attack orchestrated by a sophisticated group of global cybercriminals."  
The digital break-in forced the closure of London Drugs' 79 locations across British Columbia, Alberta, Saskatchewan, and Manitoba until May 7, although pharmacy staff hung around outside stores to fill vital prescriptions.
"As previously stated, we have no indication to date of any compromise of patient or customer databases; nor do our primary employee specific databases appear compromised. Should this change as the investigation continues, we will notify affected individuals in accordance with privacy laws," the statement continued.
Ransomware crew LockBit is claiming responsibility for the attack on Tuesday and alleged that London Drugs was willing to pay $8 million. The extortionists have demanded $25 million by Thursday, and threatened to leak the stolen data if the pharmacy chain doesn't pay up.
While London Drugs didn't answer The Register's specific questions about the intrusion, including whether its execs had offered to pay $8 million, its statement said: "London Drugs is unwilling and unable to pay ransom to these cybercriminals." 
TIt did note that it is "aware that London Drugs has been identified by cybercriminals on the Dark Web as a victim of exfiltration of files from its corporate head office, some of which may contain employee information," and that the crooks may publish the stolen data.


	London Drugs closes all of its pharmacies following 'cybersecurity incident'


	British Library's candid ransomware comms driven by 'emotional intelligence'


	First LockBit, now BreachForums: Are cops winning the war or just a few battles?


	LockBit dethroned as leading ransomware gang for first time post-takedown


While the company has notified all current employees, and will provide them two years of free credit monitoring and identity-theft protection, it hasn't yet determined how much or what specific personal information was compromised.
"Our review is underway, but due to and the extent of system damage caused by this cyber incident, we expect this review will take some time to perform," the statement said, adding that after the review has been completed, it will contact employees directly to alert them about what, if any, personal details were stolen.
LockBit's claims come about three months after law enforcement disrupted the gang's infrastructure, and later unmasked the crew's kingpin. And despite the London Drugs infection, there are indications that the UK National Crime Agency-led operation is putting a small dent in the criminals' illicit endeavors.
According to research published on Wednesday by NCC Group, the gang didn't register the most number of attacks across a single month for the first time since the February takedown. LockBit only posted 23 victim orgs (including one duplicate) in April, a 60 percent drop compared to its pre-bust numbers. (r)
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The New York Stock Exchange's parent company has just been hit with a $10 million fine for failing to properly inform the Securities and Exchange Commission (SEC) of a 2021 cyber intrusion. 
In an order published today, the SEC said that Intercontinental Exchange (ICE) will pay the penalty to settle charges it caused nine subsidiaries - the NYSE among them - to violate its Regulation Systems Compliance and Integrity (Regulation SCI) reporting rules. These rules require covered companies to immediately notify the SEC of any SCI incidents, and provide a detailed report within 24 hours. 
That is the complete opposite of what the SEC alleges actually happened. 
The agency claims that instead, after being notified that it may be subject to a VPN zero day and then discovering it had already been attacked using the vulnerability, ICE told no one. According to the SEC's claims, ICE took the VPN offline, dissected it and waited days to notify anyone outside its infosec team that the company and its subsidiaries may have been compromised. 
"Five days after being notified of the vulnerability ... having uncovered no evidence of an established unauthorized VPN session or penetration of the ICE network environment, ICE InfoSec personnel determined that the threat actor's access was limited to the compromised VPN device," the SEC alleged in court documents. 
"It was only at this point ... that the ICE SCI Respondents' legal and compliance personnel were finally notified of the Intrusion," the SEC added. "And it was only at this point that the ICE SCI Respondents determined that the Intrusion was a de minimis event," and thus not covered by immediate reporting requirements. 
Au contraire, the SEC claimed: ICE "had a reasonable basis to conclude that unauthorized entry ... had occurred, triggering [SCI] immediate notification requirements to the SEC." 


	D-Wave hello to another quantum pioneer warned over possible delisting


	Disaster recovery blunder broke New York Stock Exchange this week


	Raspberry Pi sets IPO jam for June


	SEC staffers slammed for serious security snafus


SEC division of enforcement director Gurbir Grewal said the vast financial power ICE and its subsidiaries play in global financial markets make it critical that it and similar firms strictly conform to the rules. Grewal said ICE's de minimis claim is irrelevant since it can't make that determination immediately, and said it should have reported the issue as soon as it was aware. 
"Rather, it was Commission staff that contacted the respondents in the process of assessing reports of similar cyber vulnerabilities," Grewal said. "When it comes to cybersecurity, especially events at critical market intermediaries, every second counts and four days can be an eternity."
The settlement includes no admission of guilt on the part of ICE, NYSE or any of the other eighty entities, and includes a promise to do better next time. The SEC said it took prior SCI violations involving failure to implement proper backup and recovery capabilities by NYSE, NYSE Arca, NYSE American and Archipelago Trading Services into account when deciding its penalty.
Regardless, it still arrived at a $10 million fine, which all ten firms involved agreed to. No shock there - the fine amounts to less than one percent of ICE's Q1 2024 revenue. (r)
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    US Army doubles down on laser tag with $95M for prototyping

    
Recently confirming first use of energy weapons in the field, military now wants bigger, better systems    
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It hasn't been using them for long, but the US Army is apparently pleased enough with its early directed energy (i.e. laser) weapons systems that it's investing another $95.4 million in improved versions.
BlueHalo, makers of the LOCUST counter-drone laser system, announced its R&D bankrolling by the Army Space and Missile Defense Command yesterday. The company said it would use the funds, awarded as part of the Laser technology Research Development and Optimization (LARDO) program, to improve size, weight, and power of its laser weapons. 
Current LOCUST systems are outfitted with AI able to track, identify, and engage targets with a laser that BlueHalo describes as a "hard-kill" high-energy laser.
Hard-kill systems, in military jargon, are those that destroy enemy weapons, craft, and personnel, as opposed to soft kills, which disable the aforementioned. The advantage to using laser weapons for hard kills over kinetic weapons is that drones or vehicles can be disabled with far less noise, destruction, and potential for collateral damage.
In order to kill airborne enemies - particularly drones, LOCUST's primary purpose - LOCUST can output a beam with as much as 20 kW of output power.
All that power means LOCUST is relatively stationary. It can be dropped in place and used modularly, as the unit is self-contained, but doesn't appear to be usable on the move. Lockheed Martin, meanwhile, has demoed its own 50 kW DEIMOS system that is designed for mounting on a Stryker combat vehicle.
In other words, BlueHalo will need those funds if it intends to put more bang behind its pew-pew. These systems, however, have already been reportedly proven in combat.
The Army has fielded LOCUST units in the Middle East since 2022, where it's been using them to take down drones, missiles, and mortar shells. According to Forbes earlier this month, LOCUST is able to melt sensitive drone parts in seconds, destroying them; the report marks the first time the US military has confirmed its use of laser weapons in the field.


	Planned European death ray may not need Brit boffinry brain-picking


	US military's latest toy set: Record-breaking laser death star, er, truck


	Pentagon fastens lasers to military drones to zap missiles out of the skies


	'First production-line energy weapon' now shipping


And it's not like we haven't been dreaming of laser weapons for decades. According to the DoD, its research into the weaponization of lasers has been ongoing since the technology was invented in 1960. Multiple efforts over the years have failed to get a true directed energy weapon out of the laboratory stage, but here we are: Actually in the laser warfare age. 
It's unknown what sort of future laser weapons will come out of BlueHalo's research grant. It hopes to improve automation, efficiency, and performance as well as make the units more rugged, but whether we can expect to be carrying around something as small as a laser rifle anytime soon is far less clear.
Of course we asked. We just haven't heard back yet. (r)
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    Laundering cash from healthcare, romance scams lands US man in prison for a decade

    
$4.5M slushed through accounts from state healthcare and lonely people    
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Georgia resident Malachi Mullings received a decade-long sentence for laundering money scored in scams against healthcare providers, private companies, and individuals to the tune of $4.5 million.
The Department of Justice initially brought charges against the 31-year-old back in February 2022, accusing him of money laundering and conspiracy to commit money laundering. Mullings pleaded guilty to eight charges in January of last year. His sentencing took place yesterday, per the DoJ.
According to the feds, Mullings' helped clear the financial tracks of a scheme that ran from 2019 to July 2021 and consisted of both business email compromise (BEC) attacks and romance scams, with the former aimed at healthcare entities, among other biz, and the latter at ordinary citizens.
BEC scams rely on social engineering the cash out of organizations, usually by impersonating a higher-up at the org or a business partner, and then requesting that funds be sent to a bank account controlled by the attacker. Mullings defrauded private companies and healthcare providers, including one state Medicaid program that gave him $310,000, a sum intended to reimburse a hospital.
Mullings also processed money defrauded from folks in romance scams, a classic social engineering con trick, with "numerous individual victims" falling prey, according to the DoJ. Many of the victims were elderly, who tend to be lucrative targets for many scammers due to their relatively high vulnerability as well as having retirement cash. The feds say Mullings and his co-conspirators engaged in financial transactions designed to conceal the fraud proceeds, which included $260,000 taken from a single victim, which they say Mullings used to buy a Ferrari. He also bought jewelry and other luxury items.
Purchasing a high-end car was apparently not just an indulgence, but also served as a way to launder ill-gotten gains, according to the original charges brought in November 2022 by the DoJ, which charged nine other suspects alongside Mullings - seven from Georgia, one from South Carolina, and one from Virginia. At least one of the suspects is thought to have been acquitted.


	With ransomware whales becoming so dominant, would-be challengers ask 'what's the point?'


	Alleged $100M dark-web drug kingpin, 23, arrested


	Europol op shutters 12 scam call centers and cuffs 21 suspected fraudsters


	US charges 16 over 'depraved' grandparent scams


Of the defendants, including Mullings, six were alleged to have defrauded healthcare entities such as Medicaid and Medicare, while the other four were alleged to have scammed other public programs or private companies outside of the field of healthcare.
"Unwittingly, five state Medicaid programs, two Medicare Administrative Contractors, and two private health insurers allegedly were deceived into making payments to the defendants and their co-conspirators," the DoJ claimed.
Mullings is said to have used 20 bank accounts in the name of his company, The Mullings Group, to launder his profits, which appear to be some of the largest any of the suspects were accused of making. Though naming his shell company after himself might have been a bad move if he wanted to disguise his criminal enterprise. (r)
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    Confused by the SEC's IT security breach reporting rules? Read this

    
'Clarification' weighs in on material vs voluntary disclosures    
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The US Securities and Exchange Commission (SEC) wants to clarify guidelines for public companies regarding the disclosure of ransomware and other cybersecurity incidents.
According to the breach reporting rules the federal agency adopted in July, public companies must disclose material events under Item 1.05 of Form 8-K. This is the form the SEC requires public companies to submit when they announce big changes that may be material to shareholders.
It means that should a publicly traded company experience a "material" cybersecurity intrusion - one that has a financial impact on the company's operations, or that an investor would want to know before making an investment decision - they need to publicly report it under Item 1.05. In fact, Item 1.05 is titled "Material Cybersecurity Incidents."
The fuzziness comes into play when companies disclose a breach for which they haven't made a materiality determination, or security snafus that the company flat-out says were not material.
For these, fill out Item 8.01 of Form 8-K, we're told.
"It could be confusing for investors if companies disclose either immaterial cybersecurity incidents or incidents for which a materiality determination has not yet been made under Item 1.05," said Erik Gerding, director of the SEC's Division of Corporation Finance.


	Biden will veto attempts to kill off SEC's security breach reporting rules


	Crooks pwned your servers? You've got four days to tell us, SEC tells public companies


	SolarWinds says SEC sucks: Watchdog 'lacks competence' to regulate cybersecurity


	Finance orgs have 30 days to confess cyber sins under incoming FTC rules


He added that this "is not intended to discourage companies from voluntarily disclosing cybersecurity incidents for which they have not yet made a materiality determination, or from disclosing incidents that companies determine to be immaterial."
These voluntary disclosures do have value, he opined, but they can also "result in investor confusion" and "dilute the value" of disclosing material cybersecurity incidents in the first place.
"Given the prevalence of cybersecurity incidents, this distinction between a Form 8-K filed under Item 1.05 for a cybersecurity incident determined by a company to be material and a Form 8-K voluntarily filed under Item 8.01 for other cybersecurity incidents will allow investors to more easily distinguish between the two and make better investment and voting decisions with respect to material cybersecurity incidents," Gerding said.
So, to be crystal clear, if it's material, file a Form 8-K, Item 1.05. If it's voluntary, or you've yet to determine whether it was material, go with Form 8-K, Item 8.01 instead. (r)
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Next Agricultural equipment maker John Deere has decided virtual machines are legacy tech.
Principal architect Jason Wallin today told Nutanix's Next conference that a four-year digital transformation project has seen it replace its previous infrastructure in order to take advantage of cloud-native technologies.
Wallin didn't reveal what infrastructure John Deere replaced, but said when the company reforms its tech it progressively reforms its estate to reflect its latest capabilities.
"This year we have declared VM technologies are something we see as legacy," he said.
Software development will be cloud-native at John Deere for the foreseeable future, he said. And that's a big deal because the company has for almost a decade employed more software engineers than design engineers, with code therefore perhaps more important to customers than the machines in which it runs.
Wallin also plans to pension off some networking tech. Ethernet and Wi-Fi are increasingly being replaced in John Deere factories by cellular networks. Wallin didn't mention it on stage at Nutanix's gabfest, but it's not hard to find evidence of private 5G network adoption in the company's factories.


	Uncle Sam backs right-to-repair battle against Big Ag's John Deere


	John Deere tractors get connectivity boost with Starlink deal


	John Deere urged to surrender source code under GPL


	Software fees to make up 10% of John Deere's revenues by 2030


	Oh Deere: Farm hardware jailbroken to run Doom


Those facilities now produce GPU-packing machines that use AI to target application of herbicides.
"Our products directly engage the food generation process," Wallin told the conference, adding that John Deere tries to do that sustainably. The company's products therefore use AI to observe plants as machines roll past and can distinguish between crops and weeds.
The latter get sprayed, the former don't, herbicide use drops by 75 percent as a result, we're told, meaning farmers' bills go down and John Deere gets to burnish its credentials as a sustainability warrior.
Another tech John Deere is working on is autonomous machines, which Wallin said are needed because rural populations are shrinking, but the planet's is not.
Autonomous vehicles are also more efficient, he argued, and that's important because he said the world needs to grow "more crops on significantly fewer arable acres."
John Deere is innovating in its own home paddock. Wallin said the company is trying to make its manufacturing environments "as smart as our products that we have AI built into today." (r)
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The intrepid users of Debian's "testing" branch just discovered that a bunch of their password manager's features disappeared... but their package manager is going to get new ones.
Version 3.0 of Debian's default package manager, APT, will receive a significant improvement - developer Julian A Klode describes the new solver in the development version 2.9.3. Last month, we covered some more visible fresh features coming in APT 3: columnar output and use of color in the console. The new solver is more important when it comes to how the program does its job, though.
As we noted last year when 2.6 appeared, Apt is a vital part of Debian: it's the tool that performs automatic dependency resolution. When you install a Debian package, Apt works out what supporting dependencies that program needs - libraries and so on - and automatically installs them too, so most programs can be installed with a single command. Apt first appeared in Debian 2.1 in 1999 and gave the distro a major advantage over the Red Hat family of distros for half a decade.
The part of the system which works out what dependencies it needs, and possibly what dependencies they need, and so on, is the "solver." The new one, known as solver3, should improve on the existing one in two important respects. Firstly, it knows to leave manually installed packages alone and not remove them. Secondly, it will be able to tell you why a given package is installed: it can work out what program caused a given dependency to be pulled in.
This is not entirely new to Debian, but it's new to the core APT suite. In the pre-Ubuntu era, Debian offered a smarter alternative to the separate APT tools (apt-get, apt-cache, apt-file et cetera) called Aptitude. Aptitude has its own solver and offered both why and why-not switches. However, it's largely been superseded by the all-in-one apt command since Ubuntu 14.04.
Hang on - Ubuntu? Weren't we talking about Debian? Well, Ubuntu is based on Debian, and some Canonical developers work on both, including Klode. Many changes and improvements in Ubuntu make their way back upstream into Debian in time.
New features and improvements in such a crucial tool are very welcome. For comparison, when features that users are accustomed to go away, they can get very upset. The bold and fearless users of Debian's "unstable" development edition, codenamed "Sid", recently found this: when they updated, they lost a lot of features from their password manager.
The FOSS app in question is called KeePassXC; it's a modern, cross-platform fork of the Windows-native KeePass, a password manager which the Reg was covering more than a decade ago. It's in Debian's repositories, so all you need to do is type sudo apt install keepassxc and it's ready to use.
That is until very recently, when most of its functionality disappeared, leading users to open bug reports such as this one. It's all changed because now the standard keepassxc package contains a minimal, standalone configuration of the program, with all its extras turned off or removed. If you want features like browser integration now, you will need to install a new package called keepassxc-full which also includes all the plugins.
This has made a lot of people very unhappy and been widely regarded as a bad move, including by the developers of KeePassXC, who posted a warning on Mastodon. You can also read spirited discussions on Hacker News, and the Debian sub-Reddit, and on Lobsters, for instance.


	Roku makes 2FA mandatory for all after nearly 600K accounts pwned


	Why we update... Data-thief malware exploits SmartScreen on unpatched Windows PCs


	Fake LastPass lookalike made it into Apple App Store


	1Password has none, KeePass has none... So why are there seven embedded trackers in the LastPass Android app?


How has this happened and what's the connection?
Well, the maintainer of the KeePassXC package in Debian is none other than our friend Julian Andres Klode. He decided that including all the plugins posed a security risk, so he removed them from the default package and banished them to the "-full" package instead. He defended his decision in a GitHub comment which critics have interpreted as patronizing or condescending. KeePassXC developer Jonathan "droidmonkey" White isn't happy, either.
Others are defending the change: it probably will result in better security overall.
This kind of discussion is the dynamo that powers FOSS development, and we're not criticizing it. (Then again, this vulture doesn't use KeePassXC.) It's good to see this happening out in the open, rather than behind closed doors or at the whim of some big corporation. We merely found the intersection of the two, unrelated changes amusing. (r)
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Build Microsoft's Windows Recall feature is attracting controversy before even venturing out of preview.
Like so many of Microsoft's AI-infused products, Windows Recall will remain in preview while Microsoft refines it based on user feedback - or simply gives up and pretends it never happened.
The principle is simple. As noted earlier, Windows takes a snapshot of a user's active screen every few seconds and dumps it to disk. The user can then scroll through the archive of snapshots to find what were doing some time back, or query an AI system to recall past screenshots by text.
The Windows 11 feature is supposed to eventually expand to allow users to pull up anything that happened recently on their Copilot+ PC and interact with or use it again, as the system logs all app activity, communications, and so on, as well as by-the-second screenshots, to local storage for search and retrieval.
Microsoft, which was just scolded by the US government for lax security, said: "Recall will also enable you to open the snapshot in the original application in which it was created, and, as Recall is refined over time, it will open the actual source document, website, or email in a screenshot. This functionality will be improved during Recall's preview phase."
Improvements will certainly be needed, particularly in how the function deals with privacy.
Taking aside the fact that BitLocker will only come into play on Windows 11 Pro or Enterprise devices - everyone else must make do with "data encryption" - Windows Recall has the potential to be a privacy nightmare.
According to Microsoft, all the processing takes place on a customer's device, and the snapshots stay there. The IT giant also says that for the relatively small number of users running its Edge browser - with a market share of just under 13 percent, according to Statcounter - InPrivate sessions won't be snapped, nor will DRM content.


It will not hide information such as passwords or financial account numbers. That data may be in snapshots stored on your device


Microsoft said in its FAQs that its snapshotting feature will vacuum up sensitive information: "Recall does not perform content moderation. It will not hide information such as passwords or financial account numbers. That data may be in snapshots stored on your device, especially when sites do not follow standard internet protocols like cloaking password entry."
But that's OK - a user can opt to filter out sites, right? Only if you're using Edge. In the deeper documentation for the service, Microsoft said: "To filter out a website from a snapshot, you must be using Microsoft Edge."
"Recall won't save any content from your private browsing activity when you're using Microsoft Edge or a Chromium-based browser."
So, at least it's more than Edge when it comes to respecting private tabs. Tarquin Wilton-Jones, a developer and privacy expert at Vivaldi, a Chromium-based browser vendor, earlier expressed hope that the automatic respecting of the InPrivate mode - or Incognito mode for Chrome - would apply outside of Edge.
"It almost certainly will not respect any browser's attempts to clear browsing data, where the browser could historically have been in any screenshots," he added.


Recall stores not just browser history, but also data that users type into the browser with only very coarse control over what gets stored


"It also cannot respect GDPR requests to delete personal data exposed in an application when the source data is deleted by a data controller, and for this reason, it is clearly a massive privacy risk for any organization that handles private data. Who knows what other private data, or sensitive information, it might store in a freely accessible format?"
Mozilla's Chief Product Officer Steve Teixeira told The Register: "Mozilla is concerned about Windows Recall. From a browser perspective, some data should be saved, and some shouldn't. Recall stores not just browser history, but also data that users type into the browser with only very coarse control over what gets stored. While the data is stored in encrypted format, this stored data represents a new vector of attack for cybercriminals and a new privacy worry for shared computers.
"Microsoft is also once again playing gatekeeper and picking which browsers get to win and lose on Windows - favoring, of course, Microsoft Edge. Microsoft's Edge allows users to block specific websites and private browsing activity from being seen by Recall. Other Chromium-based browsers can filter out private browsing activity but lose the ability to block sensitive websites (such as financial sites) from Recall.


	Microsoft Build 2024 looks like it's more about AI fluff than developer stuff


	Microsoft smartens up Edge for Business with screenshot blocking, logo branding, more


	Microsoft AI Studio opens for business, with a nod to safety


	Intel, AMD take a back seat as Qualcomm takes center stage in Microsoft's AI PC push


"Right now, there's no documentation on how a non-Chromium based, third-party browser, such as Firefox, can protect user privacy from Recall. Microsoft did not engage our cooperation on Recall, but we would have loved for that to be the case, which would have enabled us to partner on giving users true agency over their privacy, regardless of the browser they choose."
Jake Moore, Global Cybersecurity Advisor at ESET, noted that while the feature is not on by default, its use "opens up another avenue for criminals to attack."


In essence, a keylogger is being baked into Windows as a feature


Moore warned that "users should be mindful of allowing any content to be analysed by AI algorithms for a better experience."
Cybersecurity expert Kevin Beaumont was scathing in his assessment of the technology, writing: "In essence, a keylogger is being baked into Windows as a feature."
AI expert Gary Marcus was blunter: "F^ck that. I don't want my computer to spy on everything I ever do."
Probe incoming
To add to Microsoft's woes, a spokesperson for the UK's Information Commissioner's Office said today: "We expect organisations to be transparent with users about how their data is being used and only process personal data to the extent that it is necessary to achieve a specific purpose. Industry must consider data protection from the outset and rigorously assess and mitigate risks to people's rights and freedoms before bringing products to market.
"We are making enquiries with Microsoft to understand the safeguards in place to protect user privacy."
At present, Windows Recall feels like it was put together with insufficient thought.
Microsoft has said that "Recall is a key part of what makes Copilot+ PCs special."
However, as Microsoft has pointed out, it remains in preview. Enterprises are unlikely to go anywhere near it until the privacy and security questions it raises have been answered. The GDPR aspect alone makes it a non-starter for all but the most determined of organizations.
Microsoft's customers and Windows enthusiasts alike have been clamoring for something in the operating system to make all the AI hype worthwhile. But, in its current form, Windows Recall is not it. (r)
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Comment Microsoft's Build 2024 conference is getting under way in Seattle. As the Copilot company makes a multitude of AI announcements, one question seems pertinent: Is Build and Microsoft's commitment to developers starting to wither?
The event has not recovered to pre-pandemic levels in terms of in-person attendance. Approximately 4,000 turned up in Seattle, although Microsoft would point to many times that number having registered for on-demand streaming. Last year, the figure was around 5,000.
It's a far cry from the more than 12,000 people who showed up in Paris for KubeCon in 2024. More than half of them were also first-timers.
Build is aimed at software engineers and developers, and has been running since 2011. The event is the successor of the venerable Professional Developers Conference, which dates back to the 1990s. Microsoft has another major annual event, Ignite, which succeeded its TechEd conference (also originating in the 1990s) and is more aimed at IT professionals as well as developers.
The comparison between the highlights of 2019 and 2024's Build starkly shines a light on the issue for developers working with Microsoft technology. In 2019, it was all about Visual Studio. The Windows Subsystem for Linux 2, replete with a Linux kernel for Windows 10, was on display. There was Windows Terminal, and Microsoft talked up what was coming with .NET 5.0 - an increase in scope and a performance bump.

Giving Windows total recall of everything a user does is a privacy minefield

READ MORE
2024 is a different story. If a developer hasn't gulped down their AI pills and pulled on their Copilot pants, Microsoft doesn't seem that interested.
Nowhere was that disinterest in anything which can't be slapped with the Copilot or AI label more evident than at yesterday's AI PC event, where new Surface hardware and "Copilot+ PCs" were launched.
Unless CEO Satya Nadella has something more to pull out of the bag - perhaps an official sighting of a version of Windows with more AI skills than the vaguely creepy Recall feature as well as the ability to answer more than the question "How do I turn off Copilot?" - there simply isn't a lot to interest developers not already heavily invested in AI.
For the sake of the in-person attendees, we hope there is more than just AI, AI, and more AI.


	UK competition cops say Microsoft's stake in Mistral is not a merger


	Microsoft offers China-based engineers an option to relocate


	Microsoft PC Manager app bizarrely suggests Bing as a Windows fix-all


	Microsoft's carbon emissions up nearly 30% thanks to AI


2024's Build event could be defining for Microsoft. While Windows might still be a highly profitable segment for the company, the direction of travel it wants developers to take is clear: Copilot and AI. Ideally with a generous helping of Azure ladled into the mix.
The advent of generative AI is changing how developers work. A 2023 piece in Forbes asked the question whether there is a place for coding education. The answer is nuanced. Yes, but not as previously understood, and certainly not as dispensed in previous Build and PDC events. Where past gatherings were used by Microsoft to show developers how to dig into the innards of Windows, the advent of low-code platforms and now Copilot and AI everywhere means it seemingly regards developers as another conduit for the company's AI vision.
Not all developers will agree with that vision.
In the company's Big Book Of News, shared before the conference, Windows was mentioned fewer than ten times. AI appeared more than 150 times. While this is an unscientific sample, it does make clear which way Microsoft thinks the wind is blowing.
Microsoft's obsession with AI and Copilot might please investors, but the company depends on developers. A collective shrug at what should be the company's premier developer event could translate into something that alarms those same investors in the years to come. (r)
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China's top AI players have made enormous cuts to the price of their services.
Alibaba Cloud confirmed to The Register that it has reduced the price it charges per 1,000 input tokens to its proprietary Qwen LLM, after the South China Morning Post reported the Chinese cloud leader introduced discounts of up to 97 percent.
The Register understands that Alibaba Cloud's motive is to promote the growth of AI applications in China.
Yet just two weeks ago the web giant enthusiastically revealed that Qwen had won over 90,000 customers in the year since its release, and had been downloaded over seven million times from Hugging Face, Github, and other platforms.
Alibaba Cloud CTO Zhou Jingren also talked up the 2.2 million people using Qwen through its DingTalk collaboration suite, and told the world "In China, generative AI is in hot demand."
Now it seems that Alibaba sees a need for deep price cuts to stimulate demand. A lot can change in a couple of weeks.
Whatever Alibaba Cloud's motivations, its discounts were reportedly introduced a day after competitor ByteDance introduced AI services that were vastly cheaper - measured in cost of input tokens - than Alibaba's offerings. The other big player in the Middle Kingdom, Baidu, responded to its rivals' moves by making access to some of its Ernie models entirely free.


	A tale of two Chinas: Our tech governance isn't perfect, but we still get to say no


	Chinese government website security is often worryingly bad, say Chinese researchers


	Alibaba Cloud details storage tech that's doubled its VMs per host


	Alibaba Yitian 710 rated fastest Arm server CPU in the cloud (for now)


Beijing has long made AI adoption across government and industry a policy priority, but there's no indication the Party has told its tech giants to make AI more affordable - it appears these shift are just market forces at work.
China's government may yet step in to redirect the market, as the nation's leaders are notoriously wary of Big Tech driving change they can't predict or control.
AI services certainly have the potential to worry the Party, which works hard to control what its citizens can read or say online and constantly promotes "high quality" services that don't challenge ideological orthodoxies. Beijing also urges tech firms to provide efficient services.
AI hallucinations that produce risque or politically incorrect content will likely not be tolerated. Nor will apps that confuse users or complicate services.
When China's tech giants misstep, they can be required to undertake "rectifications" - often after being named and shamed for needing to do so.
They therefore have strong incentives to go slow and steady on AI - even as the rest of the world charges ahead. (r)
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SpaceX's Starlink satellite internet service "represents an unusually hostile link environment" to the TCP protocol, according to Geoff Huston, chief scientist at the Asia Pacific Network Information Center.
Huston's assessment appeared late last week in a blog post detailing his analysis of Starlink performance.
The post opens by explaining that low-Earth-orbit satellites whizz past so quickly that they can go from horizon to horizon in fewer than five minutes. To maintain a connection, terrestrial antennae therefore periodically need to connect to a different sat.
That's pretty much to be expected, we guess; this info therefore serves as a concrete reference for those anticipating the state of connectivity over Starlink for future applications and uses.
"A continuous LEO satellite service needs to hop across a continual sequence of satellites as they pass overhead and switch the virtual circuit path across to successive satellites as they come into view of both the end user and the user's designated Earth station," he wrote. Huston believes that may happen as often as every 15 seconds.
Using Ping, he found "minimum latency changes regularly every 15 seconds" and surmised: "It appears that this change correlates to the Starlink user's terminal being assigned to a different satellite. That implies that the user equipment 'tracks' each satellite for a 15-second interval, which corresponds to a tracking angle of 11 degrees of arc."
During those handovers, Huston observed some packet loss - and a significant increase in latency. "The worst case in this data set is a shift from 30ms to 80ms," he wrote. Further: "Within each 15-second satellite tracking interval, the latency variation is relatively high. The average variation of jitter between successive RTT intervals is 6.7ms. The latency spikes at handover impose an additional 30ms to 50ms indicating the presence of deep buffers in the system to accommodate the transient issues associated with satellite handover."


	Starlink suffers 'degraded service' from solar storm but emerges intact


	Starlink geofence appears to have some gaping holes


	Starlink clashes with Telecom Italia over frequency data sharing


	Is Russia using Starlink in Ukraine? Congress demands answers


Overall, Huston believes Starlink has "a very high jitter rate, a packet drop rate of around one percent to two percent that is unrelated to network congestion, and a latency profile that jumps regularly every 15 seconds."
That makes it "an unusually hostile link environment" for transport control protocol (TCP), and means "older variants of TCP, such as Reno TCP, that react quickly to packet loss and recover slowly, can perform very poorly when used across Starlink connections."
Which is obviously not good news if you've built an app to use a version of TCP that won't enjoy visiting space over Starlink.
Thankfully, Huston thinks he has a remedy: Tune TCP to behave better on Starlink. He even has three candidates he thinks could be made to do the job.
One is the Bottleneck Bandwidth and Round-trip propagation time (BBR) protocol - a TCP congestion control algorithm developed at Google. BBR tries to predict the delays on a network path, and adjusts sending strategies accordingly.
The CUBIC TCP network congestion avoidance algorithm could also do a job, in harness with Selective Acknowledgement (SACK - aka RFC 2883).
Huston also thinks Explicit Congestion Notification could help, because it can handle situations like latency spikes caused by satellite handovers.
While Starlink's hostility to TCP worries Huston and could trouble some apps, the service mostly offers a decent amount of bandwidth: The chief scientist used Speedtest every four hours from August 2023 through March 2024 and found the service "appears to have a median value of around 120Mbit/sec of download capacity, with individual measurements reading as high as 370Mbit/sec and as low as 10Mbit/sec, and 15Mbit/sec of upload capacity, with variance of between 5Mbit/sec to 50Mbit/sec." (r)
    






        





This article was downloaded by calibre from https://go.theregister.com/feed/www.theregister.com/2024/05/22/starlink_tcp_performance_evaluation/



	Previous
	Articles
	Sections
	Next




