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      Latest Science News

      Breaking science news and articles on global warming, extrasolar planets, stem cells, bird flu, autism, nanotechnology, dinosaurs, evolution -- the latest discoveries in astronomy, anthropology, biology, chemistry, climate and environment, computers, engineering, health and medicine, math, physics, psychology, technology, and more -- from the world's leading universities and research organizations.


      
        Tiny roundworms carve out unique parasitic niche inside pseudoscorpion's protective covering
        In a parasitic first, a Baltic amber specimen has revealed that millions of years ago tiny worms known as nematodes were living inside of and feeding on the outer protective layer of pseudoscorpions.

      

      
        Could taking certain drugs reduce risk of ruptured brain aneurysm?
        A new study suggests that people who take a few common drugs may have a decreased risk of having a bleeding stroke due to a ruptured brain aneurysm. The results do not prove that these drugs reduce the risk of this type of aneurysm; they only show an association.

      

      
        Researchers solve 2,000-year-old mystery of the shipworm
        They bedeviled ancient Greek navies, helped shipwreck Christopher Columbus, aided in the sinking of the Spanish Armada and caused the wharves in San Francisco Bay to collapse into the sea, but until now, scientists have been unable to pinpoint exactly how shipworms -- a family of mollusks -- are able to cause such damage. A team of researchers has discovered that a population of symbiotic microbes, living in an overlooked sub-organ of the gut called the 'typhlosole,' have the ability to secrete t...

      

      
        Experts alert doctors and the public to the arrival of hard-to-treat fungal skin infections in the United States
        Healthcare providers should watch out for new and highly contagious forms of ringworm or jock itch, which are emerging as a potential public health threat, according to a pair of reports.

      

      
        Oral insulin drops offer relief for diabetes patients
        Diabetes rates continue to rise. Scientists have now created a pain-free drug delivery method to help people with diabetes manage the disease and maintain their health more easily. Researchers have developed oral insulin drops that when placed under the tongue are quickly and efficiently absorbed by the body, potentially replacing the need for insulin injections.

      

      
        Scientists identify 'missing piece' required for blood stem cell self-renewal
        Blood stem cells -- key to transplants that are used as life-saving treatments for blood cancers and blood and immune disorders -- have the capacity to self-renew, but quickly lose their ability to do so in a lab dish. Scientists have identified a protein that not only enables blood stem cells to self-renew in a lab dish, but also allows these expanded cells to function effectively after being transplanted into mouse models. The findings could help make blood stem cell transplants available to mo...

      

      
        Universal bitter blocker could help patients take their medicines as prescribed
        Strong bitterness is the main reason why people all over the world, especially children, avoid taking their medicines, putting their health, and sometimes, their lives at risk. Now, a group of scientists has identified the first temporary, universal taste blocker that works in people.

      

      
        US public opinion on social media is warming to nuclear energy, but concerns remain
        The U.S. public displays more positive than negative sentiment toward nuclear energy but concerns remain about waste, cost and safety, according to an analysis of 300,000 posts on social media.

      

      
        New understanding of how antidepressants work
        Researchers have established a new framework for understanding how classic antidepressants work in treating major depressive disorder (MDD), reemphasizing their importance and aiming to reframe clinical conversation around their role in treatment.

      

      
        AIs are irrational, but not in the same way that humans are
        Large Language Models behind popular generative AI platforms like ChatGPT gave different answers when asked to respond to the same reasoning test and didn't improve when given additional context, finds a new study.

      

      
        Fighting fires from space in record time: How AI could prevent devastating wildfires
        Scientists are getting closer to detecting bushfires in record time, thanks to cube satellites with onboard AI now able to detect fires from space 500 times faster than traditional on-ground processing of imagery.

      

      
        Novel method of detecting high-frequency gravitational waves in planetary magnetospheres
        A groundbreaking method of detecting high-frequency gravitational waves (HFGWs) has been proposed. The team's innovative approach may enable the successful detection of HFGWs by utilizing existing and technologically feasible astronomical telescopes in planetary magnetosphere, opening up new possibilities for studying the early universe and violent cosmic events in an effective and technically viable way.

      

      
        Prostate cancer: Protein identified to reduce tumor growth
        As prostate cancer progresses, it becomes increasingly aggressive and can metastasize. In this form, the tumor is difficult to treat, which is reflected in high mortality rates: Worldwide, the malignant disease of the prostate is the second most common cause of cancer death in men.

      

      
        Fishy mystery of marine reptile solved
        The identity of a prehistoric marine reptile has finally been revealed after experts discovered that some of its remains actually belonged to fish.

      

      
        Diverse friend groups promote better social cohesion and wellbeing
        New research featuring more than 24,000 people has found that having diverse groups of friends improves wellbeing and social cohesion, despite people's tendency to gravitate towards people more similar to them.

      

      
        Blood sausages and yak milk: Bronze Age cuisine of Mongolian nomads unveiled
        Bronze cauldrons were used by the inhabitants of the Mongolian steppe around 2,700 years ago to process animal blood and milk. This is shown by a protein analysis of archaeological finds from this period.

      

      
        New Gene therapy trial shows restored hearing and speech in children born deaf, treated in both ears
        A new clinical trial of five children with inherited deafness found administering gene therapy in both ears led to restored hearing and speech, and additional gains including sound source localization, ability to hear in noisy environments, and for two children, abillity to appreciate music. This is the first trial in the world to treat children with hereditary deafness in both ears with gene therapy. The investigators say their findings warrant larger international trials, and suggest this appro...

      

      
        Genetics study points to potential treatments for restless leg syndrome
        Scientists have discovered genetic clues to the cause of restless leg syndrome, a condition common among older adults. The discovery could help identify those individuals at greatest risk of the condition and point to potential ways to treat it.

      

      
        Scientists detect slowest-spinning radio emitting neutron star ever recorded
        Scientists have detected what they believe to be a neutron star spinning at an unprecedentedly slow rate -- slower than any of the more than 3,000 radio emitting neutron stars measured to date.

      

      
        'Painting with light' illuminates photo evidence of air pollution
        Photographs making invisible air pollution visible have sparked discussion around the impact of air pollution on communities ascross the globe.

      

      
        Uptake of tire wear additives by vegetables grown for human consumption
        Car tires contain hundreds of chemical additives that can leach out of them. This is how they end up in crops and subsequently in the food chain. Researchers have now detected these chemical residues in leafy vegetables for the first time. Although the concentrations were low, the evidence was clear, a finding that is also known for drug residues in plant-based foods.

      

      
        'Open gates' in warming Arctic are expanding salmon range
        New research has connected warming ocean temperatures to higher Pacific salmon abundance in the Canadian Arctic, an indicator that climate change is creating new corridors for the fish to expand their range. Salmon haven't historically been seen in large numbers in the Arctic Ocean and its watersheds, but in recent years incidental catches by subsistence fishermen have occasionally surged. Researchers working together with communities in the western Canadian Arctic, connected those salmon booms w...

      

      
        Babies use 'helpless' infant period to learn powerful foundation models, just like ChatGPT
        Babies' brains are not as immature as previously thought, rather they are using the period of postnatal 'helplessness' to learn powerful foundation models similar to those underpinning generative Artificial Intelligence, according to a new study.

      

      
        Poor quality diet makes our brains sad
        Eating a poor quality diet might lead to brain changes that are associated with depression and anxiety. This is according to a first-of-its-kind study into the brain chemistry and structure, and diet quality of 30 volunteers.

      

      
        Early summer fishing can have an evolutionary impact, resulting in smaller salmon
        A new genetic study found that heavy fishing in the early part of the fishing season may result in younger and smaller Atlantic salmon. This information can help to conserve large fish essential for the diversity and viability of salmon populations.

      

      
        A cracking discovery -- eggshell waste can recover rare earth elements needed for green energy
        A collaborative team of researchers has made a cracking discovery with the potential to make a significant impact in the sustainable recovery of rare earth elements (REEs), which are in increasing demand for use in green energy technologies. The team found that humble eggshell waste could recover REES from water, offering a new, environmentally friendly method for their extraction.

      

      
        Training cognitive control in children does not change brain or behavior
        Training exercises designed to improve cognitive control in children do not make a significant difference to their ability to delay gratification or to their academic achievement, nor do they lead to any brain changes.

      

      
        Top IT industry managers are divided on the need for face-to-face communication in the workplace
        Many managers are currently seeking a balance between digital and face-to-face communication. A recent study shows that top IT industry managers have different views on when and for what purposes face-to-face communication in the workplace is needed.

      

      
        New method of DNA testing: Expanding scientific innovation
        A team of researchers has developed a new method for target DNA sequence amplification, testing and analysis.

      

      
        Higher blood pressure is associated with poorer cognition in adolescence
        Adolescents with elevated blood pressure and arterial stiffness may experience poorer cognitive functions, according to a recent study. Young people with higher blood pressure performed worse, especially in tasks that measured attention and learning. In addition, arterial stiffness was reflected in weaker working memory. In view of the findings, the importance of preventing high blood pressure and arterial stiffness in childhood and adolescence is emphasized.

      

      
        Climate change will make ozone pollution worse: Here's how
        A new study finds climate change is likely to make upward spikes of ozone at ground level worse by 2050, which could result in many parts of the United States falling out of compliance with air quality standards and increasing risks to public health.

      

      
        Great news, parents: You do have power over your tweens' screen use
        For many parents, it can feel like curbing kids' screen use is a losing battle. But new research has found the parenting practices that work best to curb screen time and addictive screen behavior: restricting screens in bedrooms and at mealtimes and modeling healthy practices at home.

      

      
        AI approach elevates plasma performance and stability across fusion devices
        Fusion researchers have successfully deployed machine learning methods to suppress harmful plasma edge instabilities without sacrificing plasma performance.

      

      
        Unlocking the world around us for next-gen antibiotics
        An international research team has found almost a million potential sources of antibiotics in the natural world.

      

      
        Largest-ever antibiotic discovery effort uses AI to uncover potential cures in microbial dark matter
        Almost a century ago, the discovery of antibiotics like penicillin revolutionized medicine by harnessing the natural bacteria-killing abilities of microbes. A study suggests that natural-product antibiotic discovery is about to accelerate into a new era, powered by artificial intelligence (AI).

      

      
        Breaking ground: Could geometry offer a new explanation for why earthquakes happen?
        Researchers are adding a new wrinkle to a long-held belief about what causes earthquakes in the first place.

      

      
        Myelination in the brain may be key to 'learning' opioid addiction
        Scientists have found that the process of adaptive myelination, which helps the brain learn new skills, can also promote addiction to opioids.

      

      
        Electrified charcoal 'sponge' can soak up CO2 directly from the air
        Researchers have developed a low-cost, energy-efficient method for making materials that can capture carbon dioxide directly from the air. Researchers used a method similar to charging a battery to instead charge activated charcoal, which is often used in household water filters.

      

      
        New technique reveals how gene transcription is coordinated in cells
        Researchers invented a technique that allows them to observe which genes and enhancers are active in a cell at the same time. This could help them determine which enhancers control which genes and may reveal potential new drug targets for genetic disorders.

      

      
        Major cause of inflammatory bowel disease discovered
        Researchers have discovered a new biological pathway that is a principal driver of inflammatory bowel disease (IBD) and related conditions, and which can be targeted using existing drugs.

      

      
        Cooperative proteins help the immune system identify and attack invaders
        Scientists discovered how macrophages, which act as the immune system's first line of defense, tailor their specific responses to various intruders through the independent and cooperative functions of three SWI/SNF protein complex variants: cBAF, ncBAF, and PBAF. The findings provide new insight into macrophage-initiated inflammation, which can potentially be utilized to create therapeutics that modulate excessive and damaging inflammation during disease.

      

      
        Why do 1 in 10 Americans get eczema? Is it too much salt?
        A high sodium diet may increase the risk of eczema, according to researchers, who found that eating just one extra gram of sodium per day increases the likelihood of flares by 22%.

      

      
        Cannabis use common among patients, with most using it to manage a symptom or health condition
        Nearly one in six patients in primary care reported cannabis use, with 35% of those using at levels indicating moderate- to high-risk use disorder. The findings indicate the need for routine cannabis use screening. Currently few healthcare systems offer this screening in primary care settings.

      

      
        Father's diet before conception influences children's health
        A recent study provides new insights into how fathers' diets and overweight can affect their children's health even before conception. The findings of the study can help develop preventive health measures for men wishing to become fathers: The healthier the father's diet, the lower the risk for their children to develop obesity or diseases such as diabetes later in life.

      

      
        Preoperative antibiotic treatment in pediatric elbow fracture surgery is not necessary, study suggests
        Antibiotic treatment prior to surgical repair of a pediatric elbow fracture does not reduce the risk for post-operative infection.

      

      
        'Weird' new planet retained atmosphere despite nearby star's relentless radiation
        A rare exoplanet that should have been stripped down to bare rock by its nearby host star's intense radiation somehow grew a puffy atmosphere instead -- the latest in a string of discoveries forcing scientists to rethink theories about how planets age and die in extreme environments. Nicknamed 'Phoenix' for its ability to survive its red giant star's radiant energy discovered planet illustrates the vast diversity of solar systems and the complexity of planetary evolution -- especially at the end ...

      

      
        Study reveals how 'forever chemicals' may impact heart health in older women
        New research has linked multiple types of per- and polyfluoroalkyl substances (PFAS, also known as 'forever chemicals') with increased risk of cardiovascular diseases in postmenopausal women. Specifically, the study reveals how PFAS chemicals interact with pro-inflammatory pathways in older women, providing potential explanations for the increased risk.

      

      
        Rate of global warming caused by humans at an all-time high, say scientists
        Global warming caused by humans is advancing at 0.26 C per decade -- the highest rate since records began, according to new research by over 50 leading international scientists.

      

      
        Proton therapy demonstrates advantages in Phase III head and neck cancer trial
        According to preliminary data from a multi-institution Phase III trial intensity modulated proton therapy (IMPT) achieved similar clinical outcomes and offered significant patient benefits when compared to traditional intensity modulated radiation therapy (IMRT) as part of chemoradiation treatment for patients with oropharyngeal (head and neck) cancer.

      

      
        Accelerating the R&D of wearable tech: Combining collaborative robotics, AI
        Engineers have developed a model that combines machine learning and collaborative robotics to accelerate the design of aerogel materials used in wearable heating applications.
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Tiny roundworms carve out unique parasitic niche inside pseudoscorpion's protective covering | ScienceDaily
The early worm gets the arachnid, fossil research by an Oregon State University scientist has shown.


						
In a parasitic first, a Baltic amber specimen has revealed that millions of years ago tiny worms known as nematodes were living inside of and feeding on the outer protective layer of pseudoscorpions.

"This is very strange," said George Poinar Jr., who has a courtesy appointment in the OSU College of Science. "No other invertebrate-associated nematodes are known to have this detailed habit."

Findings were published in Historical Biology.

Pseudoscorpions are a highly diverse lineage of arachnid, said Poinar, an international expert in using plant and animal life forms preserved in amber to learn about the biology and ecology of the distant past. Smaller than scorpions and lacking a stinger and tail, pseudoscorpions live in a range of habitats globally and are associated with a wide variety of parasitic organisms including nematodes.

Nematodes are among the planet's most abundant animals, "free-living" in water, soil and the Earth's crust in addition to parasitizing a large collection of plant and animal species.

The fossil nematodes studied by Poinar show well-developed spear-type structures known as stylets. Similar to a hypodermic needle, a nematode uses its stylet to pierce cells and pull out food -- in this case from the pseudoscorpion's hypodermis, part of the outer covering known as the integument.

"Aside from the stylets, and being able to determine that some females were still enclosing eggs, other pertinent characters are not clearly visible," Poinar said. "So I placed the nematodes in the established collective group genus Vetus, which was established in 1935 for fossil nematodes that could not be placed in any known extant family."

Age estimates of Baltic amber vary widely, Poinar notes, from 23 million years to 55 million depending on who is doing the estimating and which method is used.

"The fact that some nematodes were able to establish such unique parasitic associations as what we are seeing is very unusual," Poinar said. "It is hoped that this initial paper will spur researchers to follow up and find more about the systematic placement of these nematodes."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/06/240606001345.htm
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Could taking certain drugs reduce risk of ruptured brain aneurysm? | ScienceDaily
A new study suggests that people who take a few common drugs may have a decreased risk of having a bleeding stroke due to a ruptured brain aneurysm. The study is published in the June 5, 2024, online issue of Neurology(r), the medical journal of the American Academy of Neurology. The results do not prove that these drugs reduce the risk of this type of aneurysm; they only show an association.


						
"We urgently need new ways to prevent this type of stroke, which occurs at younger ages and with a higher death rate than other types of stroke," said study author Jos Peter Kanning, MSc, of University Medical Center Utrecht in the Netherlands. "Our current surgical treatments for brain aneurysms have a risk of permanent disability and death that often outweighs the potential benefits, so preventing rupture with a non-invasive drug would be very beneficial."

For the study, researchers looked at 4,879 people who had ruptured brain aneurysms, called aneurysmal subarachnoid hemorrhages. Those people were each compared to nine people of the same age and sex, for a total of 43,911 people who did not have ruptured brain aneurysms.

Then researchers looked at electronic health records to see what prescription drugs people took.

They found that four drugs were associated with a decreased risk of having a ruptured brain aneurysm: the high blood pressure drug lisinopril; the cholesterol drug simvastatin; the diabetes drug metformin; and the drug tamsulosin, prescribed for enlarged prostate.

After adjusting for other factors that could affect the risk of stroke, such as high blood pressure, smoking, alcohol abuse and total number of other health conditions, researchers found that people currently taking lisinopril were 37% less likely to have a ruptured brain aneurysm than those not taking the drug. People taking simvastatin were 22% less likely to have a stroke. Those taking metformin were 42% less likely to have a stroke and those taking tamsulosin were 45% less likely.

Researchers also found an increased risk of having a ruptured brain aneurysm for people taking four drugs: the blood thinner warfarin; the antidepressant venlafaxine; the antipsychotic and antiemetic drug prochlorperazine; and the painkiller co-codamol.

"Future research is needed to investigate these associations and determine whether these drugs are effective in reducing the risk of hemorrhagic stroke," Kanning said. "This work could also help us identify additional risk factors for subarachnoid hemorrhage, potentially leading to new therapies to manage aneurysms."

A limitation of the study was that researchers looked at drug prescriptions. It is possible that people may not take their drugs or may take them incorrectly.

The study was supported by the European Research Council.
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Researchers solve 2,000-year-old mystery of the shipworm | ScienceDaily
They bedeviled ancient Greek navies, helped shipwreck Christopher Columbus, aided in the sinking of the Spanish Armada and caused the wharves in San Francisco Bay to collapse into the sea, but until now, scientists have been unable to pinpoint exactly how shipworms -- a family of mollusks -- are able to cause such damage. A team of researchers, jointly led by the University of Massachusetts Amherst and the University of Plymouth, along with collaborators from the University of Maine and UMass Chan Medical School, have discovered that a population of symbiotic microbes, living in an overlooked sub-organ of the gut called the "typhlosole," have the ability to secrete the enzymes needed to digest lignin -- the toughest part of wood.


						
"Shipworms are such important animals," says Reuben Shipway, co-corresponding author of the research published recently in International Biodeterioration and Biodegradation and who initiated this work as part of his postdoctoral fellowship at UMass Amherst. "They are found throughout the world's oceans and not only have they changed history, they are also ecosystem engineers and play a fundamental role in cycling carbon in aquatic environments. It's incredible that we haven't had a full understanding of how they do this."

Wood is a miraculous substance: flexible and tough, its stringy but nutritious cellulose can make a great meal -- but only for those living things that can digest it and also get through the layer of lignin, a tough, armor-like substance that surrounds the cellulose like "wrap rage"-inducing packaging around your favorite treat. Microbiologists have long known that those animals capable of digesting lignin -- like termites -- host specialized, symbiotic colonies of microbes in their guts that do the work of breaking the lignin down for them. "But," says lead author Barry Goodell, recently retired professor of microbiology at UMass Amherst and emeritus professor at the University of Maine, "the shipworm's digestive tract has long been thought to be virtually sterile."

How then do shipworms do what they do?

Goodell and Shipway have spent the better part of the last decade trying to answer this question, testing a variety of innovative hypotheses -- none of which gave up the shipworms' secret.

"We decided to take a very careful look at the shipworm's gut again," says Goodell, "on the off chance that the last hundred years' worth of researchers missed something."

Indeed, that appears to be the case.




It turns out that shipworms have a curious sub-organ, called a typhlosole -- "it looks like Salvador Dali's mustache upside down," says Shipway -- that is embedded in the mollusk's digestive tract. Previous researchers had thought that it served as a mixing structure, but, when Goodell and Shipway did some precise culturing work, then enlisted the aid of the Argonne National Lab's facilities for metagenomic analysis as well as the advanced genetic-probe-microscopy technique at the UMass Amherst Institute for Applied Life Sciences, they found what generations of researchers had overlooked: hidden clusters of bacterial symbionts with the capability to produce lignin-digesting enzymes.

Not only does this research help to solve a longstanding mystery, but the findings may also have important practical application. Biotech companies are searching for new enzymes that can digest recalcitrant substrates more efficiently than current bio-industrial processes allow, and new sources of enzymes that can open the structure of biomass residues are very important in growing this field. Furthermore, previous shipworm symbionts have proven to be a treasure trove of natural products -- such as novel anti-parasitic antibiotics -- which may have significant impacts on human health.

On the climate change front, research such as this can help refine models predicting how CO2 and other greenhouse gasses are released into the environment, especially given that large amounts of woody debris on land winds up in the ocean, where much of it passes through the shipworm gut.

Finally, other animal species, including other mollusks, the common earthworm and even the tadpole stages of frogs, also possess a typhlosole that has not been thoroughly studied before. If symbionts similar to those in shipworms were found in those animals, it could change our understanding of how those animals also make their way in the world. "It's very satisfying," says Goodell of the research. "We've been trying to crack this mystery for years and we finally discovered the shipworm's hidden bacterial symbiont secret."
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Experts alert doctors and the public to the arrival of hard-to-treat fungal skin infections in the United States | ScienceDaily
Healthcare providers should watch out for new and highly contagious forms of ringworm or jock itch, which are emerging as a potential public health threat, according to a pair of reports.


						
In the first of the studies, experts at NYU Langone Health who focus on the spread of contagious rashes document the first reported U.S. case of a sexually transmitted fungal infection that can take months to clear up even with treatment. In the second report, NYU Langone physicians partnered with authorities at the New York State Department of Health to describe the largest group of patients in the country with a similar fungal strain that resists standard therapies.

Both species of fungi are among a group that causes skin rashes, or tinea, that easily spread on the face and limbs (ringworm), groin (jock itch), and feet (athlete's foot). However, the tinea explored in the new reports can look very different from the neat, regular circles seen in most forms of ringworm. They may instead be confused for lesions caused by eczema and can therefore go without proper treatment for months.

The first report, publishing online on June 5 in the journal JAMA Dermatology, describes a man in his 30s who developed tinea on his penis, buttocks, and limbs after returning home to New York City from a trip to England, Greece, and California. Genetic tests of fungal samples collected from the patient's rashes revealed that the infection was caused by the species Trichophyton mentagrophytes type VII (TMVII). This sexually transmitted form of ringworm has been increasingly diagnosed throughout Europe, with 13 instances reported in France in 2023, mostly in men who have sex with men. Notably, the man in the current study said he had sex with multiple male partners during his travels, none of whom reported similar skin issues.

"Healthcare providers should be aware that Trichophyton mentagrophytes type VII is the latest in a group of severe skin infections to have now reached the United States," said study lead author and dermatologist Avrom Caplan, MD. Caplan is an assistant professor in the Ronald O. Perelman Department of Dermatology at NYU Grossman School of Medicine.

"Since patients are often reluctant to discuss genital problems, physicians need to directly ask about rashes around the groin and buttocks, especially for those who are sexually active, have recently traveled abroad, and report itchy areas elsewhere on the body," added study senior author John Zampella, MD.

Zampella, an associate professor in the Ronald O. Perelman Department of Dermatology at NYU Grossman says that while infections caused by TMVII are difficult to treat and can take months to clear up, they so far appear to respond to standard antifungal therapies such as terbinafine.




Meanwhile, Caplan says the new skin condition explored in his other new report presents a greater challenge for dermatologists. The study results, published online in May in JAMA Dermatology, center on Trichophyton indotineae (T. indotineae), which is widespread in India and is now reported globally. First confirmed to be in the U.S. last year, the infection causes similar itchy and contagious rashes as TMVII but often resists terbinafine treatment.

To better understand how T. indotineae can evade antifungal drugs, the researchers collected clinical and laboratory data from 11 men and women treated for ringworm in New York City hospitals between May 2022 and May 2023. Their tinea was confirmed to have been caused by T. indotineae. Seven of the patients had received standard doses of terbinafine for anywhere from 14 days (the usual duration for most forms of ringworm) to 42 days, yet their rashes did not improve.

Analyzing the fungal samples' DNA, the team reported several variations in the genetic code (mutations) that prevent terbinafine from hooking onto fungal cells and poking holes in their protective membranes. According to the study authors, these mutations might help explain why the therapy often failed in some cases to fight the infections.

The results also showed that when seven patients were treated with another antifungal called itraconazole, three recovered entirely and two improved. The problem with this therapy however, Caplan says, is that while effective, the drug can interfere with many medications and can cause nausea, diarrhea, and other side effects that make it hard to use for long periods.

"These findings offer new insight into how some of the fungal skin infections spreading from South Asia can evade our go-to therapies," said Caplan. "Beyond learning to recognize their misleading signs, physicians will need to ensure their treatment addresses each patient's quality-of-life needs."

Caplan adds that he plans to work with leading fungi experts around the U.S. and internationally over the next few months to expand research efforts and track emerging cases.

The researchers caution that while dermatologists should be on the alert for signs of TMVII and T. indotineae in their patients, rates so far remain low in the U.S.

Study funding was provided by NYU Langone.

In addition to Caplan and Zampella, other NYU Langone investigators involved in the TMVII study are Michelle Sikora, BS; Arianna Strome, MD; Christine Akoh, MD, PhD; and Caitlin Otto, PhD. Other study authors include Sudha Chaturvedi, PhD, at the New York State Department of Health in Albany.
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Oral insulin drops offer relief for diabetes patients | ScienceDaily
Diabetes rates continue to rise, with 11.7 million Canadians living with diabetes or pre-diabetes. At UBC, scientists have created a pain-free drug delivery method to help people with diabetes manage the disease and maintain their health more easily.


						
Researchers at the Li Lab have developed oral insulin drops that when placed under the tongue are quickly and efficiently absorbed by the body, potentially replacing the need for insulin injections.

The drops contain a mixture of insulin and a unique cell-penetrating peptide (CPP) developed by Dr. Shyh-Dar Li and colleagues.

A little help from a peptide guide

"Insulin is a complicated molecule," explains lead researcher Dr. Li, a professor in the faculty of pharmaceutical sciences. "In pill form, it's easily destroyed in the stomach. Insulin also needs to be rapidly available in the blood, but as a large molecule, it cannot get through cells easily on its own." The peptide, sourced from fish byproducts, opens a pathway for insulin to cross over.

Pre-clinical tests showed that insulin with the peptide effectively reaches the bloodstream whereas without the peptide, insulin remains stuck in the inside lining of the mouth.

"Think of it as a guide that helps insulin navigate through a maze to reach the bloodstream quickly. This guide finds the best routes, making it easier for insulin to get where it needs to go," said Dr. Jiamin Wu, a postdoctoral researcher in the Li Lab.




Two versions of the peptide are described in recent articles in the Journal of Controlled Release (here and here). The UBC team is working to license the technology to a commercial partner.

Keeping medications on track

Healthy people get their insulin naturally from the pancreas to regulate glucose after a meal. Diabetes patients cannot produce sufficient insulin and need to get it from an outside source.

Unregulated glucose can be very dangerous, so diabetes patients must monitor their glucose levels and take insulin to lower it when necessary. While injections are the fastest way to get insulin into the blood, patients typically need at least three to four injections per day, which can affect their quality of life. Adherence to this regimen is challenging, and over time this can cause severe complications such as eye, kidney and nerve damage, potentially leading to limb amputations.

"My lab has been working on needle-free insulin alternatives these past three years," said Dr. Li. "We tried nasal sprays before landing on oral drops, which are easy and convenient. Hopefully, the oral drops open up a new possibility for diabetes patients -- making it easier to take their medications and regulate their blood glucose to maintain their health in the long run."

Two inhalable insulin products (Exubera, Afrezza) were approved earlier but the effects were suboptimal and shown to increase the risk of lung cancer development. These products have been withdrawn. Dr. Li aims to achieve rapid, pain-free delivery of insulin without significant side effects. The new needle-free technology is expected to reduce the risk of cross-contamination, needle pricks, accidental infections and unsafe disposal of contaminated needles.
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Scientists identify 'missing piece' required for blood stem cell self-renewal | ScienceDaily
UCLA scientists have identified a protein that plays a critical role in regulating human blood stem cell self-renewal by helping them sense and interpret signals from their environment.


						
The study, published in Nature, brings researchers one step closer to developing methods to expand blood stem cells in a lab dish, which could make life-saving transplants of these cells more available and increase the safety of blood stem cell-based treatments, such as gene therapies.

Blood stem cells, also known as hematopoietic stem cells, have the ability to make copies of themselves via a process called self-renewal, and can differentiate to produce all the blood and immune cells found in the body. For decades, transplants of these cells have been used as life-saving treatments for blood cancers such as leukemia and various other blood and immune disorders.

However, blood stem cell transplants have significant limitations. Finding a compatible donor can be difficult, particularly for people of non-European ancestry, and the number of stem cells available for transplant can be too low to safely treat a person's disease.

These limitations persist because blood stem cells that have been removed from the body and placed in a lab dish quickly lose their ability to self-renew. After decades of research, scientists have come achingly close to solving this problem.

"We've figured out how to produce cells that look just like blood stem cells and have all of their hallmarks, but when these cells are used in transplants, many of them still don't work; there's something missing," said Dr. Hanna Mikkola, senior author of the new study and a member of the Eli and Edythe Broad Center of Regenerative Medicine and Stem Cell Research at UCLA.

To pinpoint the missing piece that prevents these blood stem cell-like cells from being fully functional, Julia Aguade Gorgorio, the paper's first and co-corresponding author, analyzed sequencing data to identify genes that are silenced when blood stem cells are placed in a lab dish. One such gene, MYCT1, which encodes a protein by the same name, stood out as being essential to these cells' self-renewal capacity.




They found that MYCT1 regulates a process called endocytosis, which plays a key role in how blood stem cells take in the signals from their environment that tell them when to self-renew, when to differentiate and when to be quiet.

"When cells perceive a signal, they have to internalize it and process it; MYCT1 controls how fast and how efficiently blood stem cells perceive these signals," said Aguade Gorgorio, an assistant project scientist in the Mikkola lab. "Without this protein, the signals from the cells' environment turn from whispers into screams and the cells become stressed out and dysregulated."

The researchers compare MYCT1 to the sensors in modern cars that monitor all nearby activity and selectively relay the most crucial information to drivers at the right time, aiding decisions like when to safely turn or change lanes. Without MYCT1, blood stem cells resemble anxious drivers who, used to relying on these sensors, suddenly find themselves lost without their guidance.

Next, the researchers used a viral vector to reintroduce MYCT1 to see if its presence could restore blood stem cell self-renewal in a lab dish. Restoration of MYCT1, they found, not only made the blood stem cells less stressed and enabled them to self-renew in culture but also allowed these expanded cells to function effectively after being transplanted into mouse models.

As a next step, the team will investigate why the silencing of the MYCT1 gene occurs, and then, how to prevent this silencing without the use of a viral vector, which would be safer for use in a clinical setting.

"If we can find a way to maintain MYCT1 expression in blood stem cells in culture and after transplant, it will open the door to maximize all these other remarkable advances in the field," said Mikkola, who is a professor of molecular, cell and developmental biology in the UCLA College and a member of the UCLA Health Jonsson Comprehensive Cancer Center. "This would not only make blood stem cell transplants more accessible and effective but also improve the safety and affordability of gene therapies that utilize these cells."

This work was supported by the National Institutes of Health, the Swiss National Science Foundation, the European Molecular Biology Organization, the UCLA Jonsson Cancer Center Foundation, the James B. Pendleton Charitable Trust, the McCarthy Family Foundation, the California Institute for Regenerative Medicine, the UCLA AIDS Institute, the Board of Governors Regenerative Medicine Institute at Cedars-Sinai Medical Center, the Royal Society, the Wellcome Trust and the UCLA Broad Stem Cell Research Center Stem Cell Training Program.
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Universal bitter blocker could help patients take their medicines as prescribed | ScienceDaily
Many people, especially children and the elderly, have difficulty swallowing pills. Liquid forms of many medicines taste extremely bitter and are often rejected. Put simply, strong bitterness is the main reason why people all over the world, especially children, avoid taking their medicines, putting their health, and sometimes, their lives at risk.


						
Now, a group of scientists at the Monell Chemical Senses Center identified the first temporary, universal taste blocker that works in people. Their findings appear in the British Journal of Pharmacology.

"Remarkably, and unlike our experience with blockers of bitter taste receptors, the taste-nerve blocker we tested worked for every subject and every bitter compound we tested," said first author Linda J. Flammer, PhD, Monell Senior Research Associate and Director of the Corporate Partners Program. "I have never seen this before."

Until now, efforts to block bitterness in foods and medicines have focused on finding blockers for bitter taste receptors on the tongue. Because different medications activate distinct sets of bitter taste receptors, targeting specific receptors may only suppress bitterness for certain, but not all, bitter-tasting compounds. "There is a clear need to develop bitter blockers that are able to suppress the bitterness of many medications," said co-author Carol Christensen, PhD, Monell Alumnus Faculty Member. "Although humans have 25 different bitter receptors, our ongoing research suggests only a handful of bitter receptors may be responsible for most of the bitterness of medicines."

Taste cells in the mouth that express the TAS2R family of taste receptors are stimulated by sweet, bitter, and savory compounds, and transmit signals to nerve fibers by releasing adenosine triphosphate (ATP), a cell's main source of energy. In turn, ATP activates a receptor called P2X2/P2X3 on the receiving nerve cells. These nerves send information to the brain about the taste of foods and medications.

The team used an inhibitor of P2X2/P2X3 receptors, called AF-353, to block taste-nerve transmission and reduce the bitterness signal caused by medications and other taste compounds. Several blockers of P2X2/P2X3 receptors have been identified, with some tested in clinical trials to treat chronic cough; however, a side effect in these trials was taste disturbance. The Monell team capitalized on the "side effect" of these compounds to create an oral treatment that enhances the palatability of medicines.

A key finding of the study is that rinsing the mouth with AF-353 significantly reduced the bitterness of two important medicines that treat common chronic diseases: Praziquantel for parasites and Tenofovir Alafenamide (TAF) for hepatitis B and HIV.




"AF-353 is the first universal bitter taste blocker that has been identified," said Monell Faculty Member Peihua Jiang, PhD. "In addition to bitter taste, it also affects savory, salt, sweet, and sour tastes. However, AF-353 only blocks taste. Other oral sensations like the tingle from carbonation were not affected."

The team conducted both human sensory taste testing and mouse behavioral experiments to determine the breadth, strength, and duration of the blocking effects. The results of the human and rodent studies were similar in the breadth and duration of AF-353's action.

The topical application of AF-353 directly into the mouth may improve compliance of many important medications, especially those that are life-saving for children in developing countries. "In people, the blocking effect lasted 60 to 90 minutes, when their taste was restored to normal," said Flammer.

"We are now looking for taste blockers that act faster and allow taste to return to normal sooner," said Jiang.orted by the Bill & Melinda Gates Foundation (INV-037008 and INV-042630). The behavioral work was performed at the Monell Behavioral and Physiological Phenotyping Core, which is supported, in part, by the National Institutes of Health (NIH) NIDCD Core Grant 1P30DC011735-01. Research infrastructure was provided in part by NIH Grant G20OD020296.
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US public opinion on social media is warming to nuclear energy, but concerns remain | ScienceDaily
The U.S. public displays more positive than negative sentiment toward nuclear energy but concerns remain about waste, cost and safety, according to an analysis of 300,000 posts on X (formerly Twitter) by University of Michigan researchers.


						
The study was recently published in Renewable and Sustainable Energy Reviews.

Identifying public concerns and misconceptions about nuclear energy can target efforts to bridge these gaps as nuclear energy will play a large role in goals to decarbonize by 2050, replacing oil and gas as a stable baseload electricity source.

"Understanding and addressing how the public feels about nuclear energy is essential for a just transition to clean energy," said Majdi Radaideh, U-M assistant professor of nuclear engineering and radiological sciences and corresponding author of the study.

While surveys can gather detailed information from specific locations -- such as community attitudes near a proposed nuclear facility -- social media data vastly expands sample size while cutting costs and time.

Using an extensive list of keywords related to nuclear energy topics, the researchers compiled 1.26 million X posts from 2008 to 2023 and leveraged large language models, or LLMs, to annotate posts as positive, negative or neutral and summarize text.

Of the 300,000 nuclear energy posts geotagged to the U.S., neutral sentiments -- those that present facts without advocating for or against the use of nuclear technology -- were the most common at about 50%, followed by posts with a positive tone at 30% and a negative tone at roughly 23%. When breaking down the ratio of positive to negative posts by state, 48 of 50 states displayed more positive sentiment with the national average at 54% positive.




Technology themes fueled positive sentiment, with users citing innovations as making nuclear energy safer, more reliable and economical, noting nuclear power's high energy density and ability to operate reliably 24/7. Positive posts also highlighted job creation and the necessity of transitioning to clean energy production.

Waste, cost and safety hazards dominated negative sentiment themes. Users expressed concern about how radioactive waste will be handled, noting that waste remains dangerous for thousands of years and creates challenges in disposal.

"These valid concerns stress that entities establishing nuclear energy systems must be transparent with local communities about safe nuclear waste storage and recycling to avoid continued public mistrust," Radaideh said.

In addition to a deeper understanding of U.S. public opinion on nuclear energy, the study developed a method for using AI to label data with reduced bias.

Rather than relying on a single data labeling tool, the researchers used seven data labeling programs and chose the final label of positive, negative or neutral based on a majority rules approach.

"Labeling with multiple tools reduces bias as each tool struggles with certain types of texts and tones," said Katie Vu, an undergraduate majoring in electrical engineering and computer science and co-author of the study.




The labels were scored as high confidence if five or more programs agreed and low confidence if only three or four programs agreed. Notably, LLMs trained with exclusively high-confidence posts experienced a 15% increase in model accuracy, reaching 96% accuracy.

"We finetuned our LLMs to perform well on nuclear power sentiment analysis while leveraging their exceptional understanding of language structure and semantics," said Naman Bhargava, a master's student of data science and co-author of the study.

For this initial analysis, the researchers selected X over social media platforms like Instagram, Facebook or LinkedIn because of its succinct, text-based format. As a next project, the research team plans to create a near real-time dashboard of nuclear sentiment aggregated from several social media platforms and news headlines.

"With nuclear energy, we have to work a bit harder because of the historical baggage that comes with it," Radaideh said. "We are working toward scaling this methodology to real-time, open-source sentiment tracking, viewable by stakeholders like government officials, national labs and the industry that could give voice to public concerns in the coming years."

This work is sponsored by the Fastest Path to Zero Initiative and the Department of Energy Office, and it used computing resources at the Idaho National Laboratory.
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New understanding of how antidepressants work | ScienceDaily
Researchers from the University of Colorado Anschutz Medical Campus have established a new framework for understanding how classic antidepressants work in treating major depressive disorder (MDD), reemphasizing their importance and aiming to reframe clinical conversation around their role in treatment.


						
The nature of the dysfunction at the root of MDD has been under investigation for decades. Classic antidepressants, like SSRIs (selective serotonin reuptake inhibitors, such as Prozac) cause an elevation in the levels of the brain chemical messenger, serotonin. This observation led to the idea that antidepressants work because they restore a chemical imbalance, such as a lack of serotonin. However, subsequent years of research showed no significant decrease in serotonin in people with depression. While experts have moved away from this hypothesis due to lack of concrete evidence, this has led to a shift in public opinion on the effectiveness of these medications.

Antidepressants, such as SSRIs and serotonin and norepinephrine reuptake inhibitors (SNRIs) are still effective in alleviating depressive episodes in many patients, however. In a paper published in Molecular Psychiatry, researchers outline a new framework for understanding how antidepressants are efficacious in treating MDD. This framework helps clarify how antidepressants like SSRIs are still be helpful, even if MDD isn't caused by a lack of serotonin.

"The best evidence of changes in the brain in people suffering from MDD is that some brain regions are not communicating with each other normally," says Scott Thompson, PhD, professor in the department of psychiatry at the University of Colorado School of Medicine and senior author. "When the parts of the brain responsible for reward, happiness, mood, self-esteem, even problem solving in some cases, are not communicating with each other properly, then they can't do their jobs properly.

"There is good evidence that antidepressants that increase serotonin, like SSRIs, all work by restoring the strength of the connections between these regions of the brain. So do novel therapeutics such as esketamine and psychedelics. This form of neuroplasticity helps release brain circuits from being 'stuck' in a pathological state, ultimately leading to a restoration of healthy brain function," said Thompson.

Thompson and colleagues liken this theory to a car running off the road and getting stuck in a ditch, requiring the help of a tow truck to pull the car out of its stuck state, allowing it to move freely down the road again.

Researchers are hoping health care providers will use their examples to bolster conversations with apprehensive patients about these treatments, helping them better understand their condition and how to treat it.

"We are hoping this framework provides clinicians new ways to communicate the way these treatments work in combating MDD," said C. Neill Epperson, MD, Robert Freedman endowed professor and chair of the department of psychiatry in the University of Colorado School of Medicine and co-author on the paper. "Much of the public conversation around the effectiveness of antidepressants, and the role serotonin plays in diagnosis and treatment, has been negative and largely dangerous. While MDD is a heterogenous disorder with no one fits all solution, it is important to emphasize that if a treatment or medication is working for you, then they are lifesaving. Understanding how these medications promote neuroplasticity can help strengthen that message."
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AIs are irrational, but not in the same way that humans are | ScienceDaily
Large Language Models behind popular generative AI platforms like ChatGPT gave different answers when asked to respond to the same reasoning test and didn't improve when given additional context, finds a new study from researchers at UCL.


						
The study, published in Royal Society Open Science, tested the most advanced Large Language Models (LLMs) using cognitive psychology tests to gauge their capacity for reasoning. The results highlight the importance of understanding how these AIs 'think' before entrusting them with tasks, particularly those involving decision-making.

In recent years, the LLMs that power generative AI apps like ChatGPT have become increasingly sophisticated. Their ability to produce realistic text, images, audio and video has prompted concern about their capacity to steal jobs, influence elections and commit crime.

Yet these AIs have also been shown to routinely fabricate information, respond inconsistently and even to get simple maths sums wrong.

In this study, researchers from UCL systematically analysed whether seven LLMs were capable of rational reasoning. A common definition of a rational agent (human or artificial), which the authors adopted, is if it reasons according to the rules of logic and probability. An irrational agent is one that does not reason according to these rules1.

The LLMs were given a battery of 12 common tests from cognitive psychology to evaluate reasoning, including the Wason task, the Linda problem and the Monty Hall problem2. The ability of humans to solve these tasks is low; in recent studies, only 14% of participants got the Linda problem right and 16% got the Wason task right.

The models exhibited irrationality in many of their answers, such as providing varying responses when asked the same question 10 times. They were prone to making simple mistakes, including basic addition errors and mistaking consonants for vowels, which led them to provide incorrect answers.




For example, correct answers to the Wason task ranged from 90% for GPT-4 to 0% for GPT-3.5 and Google Bard. Llama 2 70b, which answered correctly 10% of the time, mistook the letter K for a vowel and so answered incorrectly.

While most humans would also fail to answer the Wason task correctly, it is unlikely that this would be because they didn't know what a vowel was.

Olivia Macmillan-Scott, first author of the study from UCL Computer Science, said: "Based on the results of our study and other research on Large Language Models, it's safe to say that these models do not 'think' like humans yet.

"That said, the model with the largest dataset, GPT-4, performed a lot better than other models, suggesting that they are improving rapidly. However, it is difficult to say how this particular model reasons because it is a closed system. I suspect there are other tools in use that you wouldn't have found in its predecessor GPT-3.5."

Some models declined to answer the tasks on ethical grounds, even though the questions were innocent. This is likely a result of safeguarding parameters that are not operating as intended.

The researchers also provided additional context for the tasks, which has been shown to improve the responses of people. However, the LLMs tested didn't show any consistent improvement.




Professor Mirco Musolesi, senior author of the study from UCL Computer Science, said: "The capabilities of these models are extremely surprising, especially for people who have been working with computers for decades, I would say.

"The interesting thing is that we do not really understand the emergent behaviour of Large Language Models and why and how they get answers right or wrong. We now have methods for fine-tuning these models, but then a question arises: if we try to fix these problems by teaching the models, do we also impose our own flaws? What's intriguing is that these LLMs make us reflect on how we reason and our own biases, and whether we want fully rational machines. Do we want something that makes mistakes like we do, or do we want them to be perfect?"

The models tested were GPT-4, GPT-3.5, Google Bard, Claude 2, Llama 2 7b, Llama 2 13b and Llama 2 70b.

1 Stein E. (1996). Without Good Reason: The Rationality Debate in Philosophy and Cognitive Science. Clarendon Press.

2 These tasks and their solutions are available online. An example is the Wason task:

The Wason task 

Check the following rule: If there is a vowel on one side of the card, there is an even number on the other side. 

You see four cards now:
    	E
    	K
    	4
    	7

Which of these cards must in any case be turned over to check the rule?

Answer: a) E and d) 7, as these are the only ones that can violate the rule.
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Fighting fires from space in record time: How AI could prevent devastating wildfires | ScienceDaily
Australian scientists are getting closer to detecting bushfires in record time, thanks to cube satellites with onboard AI now able to detect fires from space 500 times faster than traditional on-ground processing of imagery.


						
Remote sensing and computer science researchers have overcome the limitations of processing and compressing large amounts of hyperspectral imagery on board the smaller, more cost-effective cube satellites before sending it to the ground for analysis, saving precious time and energy.

The breakthrough, using artificial intelligence, means that bushfires will be detected earlier from space, even before they take hold and generate large amounts of heat, allowing on ground crews to respond more quickly and prevent loss of life and property.

A project funded by the SmartSat CRC and led by the University of South Australia (UniSA) has used cutting-edge onboard AI technology to develop an energy-efficient early fire smoke detection system for South Australia's first cube satellite, Kanyini.

The Kanyini mission is a collaboration between the SA Government, SmartSat CRC and industry partners to launch a 6 U CubeSat satellite into low Earth orbit to detect bushfires as well as monitor inland and coastal water quality.

Equipped with a hyperspectral imager, the satellite sensor captures reflected light from Earth in different wavelengths to generate detailed surface maps for various applications, including bushfire monitoring, water quality assessment and land management.

Lead researcher UniSA geospatial scientist Dr Stefan Peters says that, traditionally, Earth observation satellites have not had the onboard processing capabilities to analyse complex images of Earth captured from space in real-time.




His team, which includes scientists from UniSA, Swinburne University of Technology and Geoscience Australia, has overcome this by building a lightweight AI model that can detect smoke within the available onboard processing, power consumption and data storage constraints of cube satellites.

Compared to the on-ground based processing of hyperspectral satellite imagery to detect fires, the AI onboard model reduced the volume of data downlinked to 16% of its original size, while consuming 69% less energy.

The AI onboard model also detected fire smoke 500 times faster than traditional on-ground processing.

"Smoke is usually the first thing you can see from space before the fire gets hot and big enough for sensors to identify it, so early detection is crucial," Dr Peters says.

To demonstrate the AI model, they used simulated satellite imagery of recent Australian bushfires, using machine learning to train the model to detect smoke in an image.

"For most sensor systems, only a fraction of the data collected contains critical information related to the purpose of a mission. Because the data can't be processed on board large satellites, all of it is downlinked to the ground where it is analysed, taking up a lot of space and energy. We have overcome this by training the model to differentiate smoke from cloud, which makes it much faster and more efficient."

Using a past fire event in the Coorong as a case study, the simulated Kanyini AI onboard approach took less than 14 minutes to detect the smoke and send the data to the South Pole ground station.




"This research shows there are significant benefits of onboard AI compared to traditional on ground processing," Dr Peters says. "This will not only prove invaluable in the event of bushfires but also serve as an early warning system for other natural disasters."

The research team hopes to demonstrate the onboard AI fire detection system in orbit in 2025 when the Kanyini mission is operational.

"Once we have ironed out any issues, we hope to commercialise the technology and employ it on a CubeSat constellation, aiming to contribute to early fire detection within an hour."

A video explaining the research is also available at: https://youtu.be/dKQZ8V2Zagk
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Novel method of detecting high-frequency gravitational waves in planetary magnetospheres | ScienceDaily
A groundbreaking method of detecting high-frequency gravitational waves (HFGWs) has been proposed by a research team led by Prof. Tao LIU, Associate Professor from the Department of Physics at the Hong Kong University of Science and Technology (HKUST). The team's innovative approach may enable the successful detection of HFGWs by utilizing existing and technologically feasible astronomical telescopes in planetary magnetosphere, opening up new possibilities for studying the early universe and violent cosmic events in an effective and technically viable way.


						
Gravitational waves (GWs) are produced by various astronomical phenomena, such as phase transitions in the early universe and collisions of primordial black holes. However, their effects are extremely weak and have been discovered only in relatively low frequency band using the method of interferometry. Observing the universe using GWs thus presents significant technological challenges, particularly in probing the high-frequency band above one kilohertz, where the usage of interferometry becomes strongly restricted.

To address this difficulty, Prof. Tao LIU and his postdoctoral fellow Dr. Chen ZHANG have collaborated with Prof. Jing REN from the Institute of High Energy Physics at the Chinese Academy of Sciences, and achieved a significant breakthrough in their recent study. The research capitalizes on the intriguing physical effect that GWs residing within a magnetic field can be converted to potentially detectable electromagnetic waves. By leveraging the extended paths within planetary magnetosphere, the conversion efficiency is increased, yielding more signals of electromagnetic waves. The detection capability can be further enhanced for telescopes with a wide field of view because of the expansive angular distribution of signal flux within such a planet laboratory.

This innovative method allows a single astronomical telescope to function as a detector for GW signals. By combining multiple telescopes, a wide coverage of HFGW frequencies, ranging from megahertz to 10^28 hertz, can be achieved. This frequency range is equivalent to the electromagnetic spectrum used in astronomical observations and includes a large portion that has never been explored in the detection of GWs before. The study provides an initial assessment of sensitivity for satellite-based detectors in low Earth orbit and ongoing missions within Jupiter's magnetosphere.

The research was published in Physical Review Letters in March and was subsequently highlighted by Nature Astronomy in an article titled "Planet-sized laboratories offer cosmological insights" in May. This emphasizes the significance of the research in paving the way for future studies into novel GW detection technologies.
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Prostate cancer: Protein identified to reduce tumor growth | ScienceDaily
As prostate cancer progresses, it becomes increasingly aggressive and can metastasise. In this form, the tumour is difficult to treat, which is reflected in high mortality rates: Worldwide, the malignant disease of the prostate is the second most common cause of cancer death in men. An international study led by Lukas Kenner (MedUni Vienna) and Sabine Lagger (Vetmeduni Vienna) has now identified a protein that could slow tumour growth. The results, which have just been published in the top journal "Molecular Cancer," provide a new starting point for the development of therapies.


						
The complex molecular processes that lead to the progression of prostate cancer have not yet been fully clarified by science. The protein known as JUN is being intensively researched as a possible driver of tumour growth. "Numerous studies have shown that JUN is produced excessively in cancer. So, a link has been established between tumour growth and high JUN levels," says Lukas Kenner (Clinical Institute of Laboratory Medicine at MedUni Vienna, Department of Laboratory Animal Pathology at Vetmeduni Vienna), explaining the background to the current study. In collaboration with national and international partners, it was shown that the opposite is the case with prostate cancer: the research team's investigations using a mouse model and clinical samples revealed that the progression of prostate cancer is not accelerated but slowed down when JUN is present in high levels. On the contrary, it was observed that the tumour grows faster when the protein is missing.

The fact that JUN plays an important role in the activation of genes and various processes such as cell growth was discovered back in the 1980s. "In our investigations, we found that JUN is significantly involved in the regulation of prostate cancer by influencing the body's immune response," says Sabine Lagger from the Department of Laboratory Animal Pathology at Vetmeduni Vienna, explaining the connections currently being researched. If the protein is missing, the recruitment of certain immune cells in the tumour's micro-environment is impaired, which leads to accelerated cancer growth. These results could explain why Prostate cancer is less responsive to immune therapy and could help to understand how to reactivate local immune responses.

Most common cancer in men

Prostate cancer has been the most common cancer in men in Austria for decades. Every year, around 6,000 new cases and 1,300 deaths are registered as a result of prostate cancer. In the vast majority of cases, tumours in the prostate gland remain localised and are therefore easily treatable. However, around 20 per cent of patients develop metastatic prostate cancer, which remains difficult to treat. "Our research suggests that activating JUN could potentially be a promising therapeutic option for slowing the progression of prostate cancer," Sabine Lagger and Lukas Kenner summarise the significance of their study ahead of further investigations to confirm the results.
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Fishy mystery of marine reptile solved | ScienceDaily
The identity of a local prehistoric marine reptile has finally been revealed after experts discovered that some of its remains actually belonged to fish.


						
Now scientists from the University of Bristol and University of Southampton can reveal that bones found in Triassic rocks in 1935 are one of the last thalattosaurs, a large sea-lizard that behaved like an otter.

For years it was assumed the ancient animal was one of the first choristoderes, another group of crocodile-like marine reptiles. However in the study, published today in Journal of Vertebrate Paleontology, the team examined the original name-bearing specimen from 1935. They compared this to a remarkable new specimen of Pachystropheus, known as 'Annie', that contains hundreds of bones from several individuals, as well as evidence of sharks, bony fish, and even terrestrial dinosaurs.

Jacob Quinn, who is studying for his Masters in Palaeobiology at Bristol's School of Earth Sciences, travelled with the two specimens to Southampton where they were CT scanned, producing stacks of X-rays through the blocks that allowed him to reconstruct a complete 3D model of everything buried in the blocks.

"Thalattosaurs existed throughout the Triassic," explained Jacob. "Some of them reached four metres (13 feet) in length and would have been the terrors of the seas. But our Pachystropheus was only a metre long, and half of that was its long tail. It had a long neck too, a small head the size of a matchbox, which we haven't found, and four paddles. If it was like its relatives, it would have had lots of sharp little teeth, ideal for snatching fish and other small, wriggly prey."

"Previously Pachystropheus had been identified as the first of the choristoderes, another group of crocodile-like marine reptiles, and it was treated as very important because it was the oldest," said Professor Mike Benton, one of Jacob's supervisors. "Jacob was able to show that some of the bones actually came from fishes, and the others that really belonged to Pachystropheus show it was actually a small thalattosaur. So, from being regarded as the first of the choristoderes, it's now identified as the last of the thalattosaurs."

Evangelos R. Matheau-Raven of Peterborough discovered Annie while on holiday in Somerset in 2018, and he then painstakingly pieced it back together and cleaned it to expose the bones in his spare time. He said: "I spotted parts of a fallen rock on the beach about 10m from the base of the cliff. I was thrilled as their exposed surfaces showed some fossil bones.




"It wasn't until a few days later that I could see that the pieces collected two days apart fitted together. After a few weeks of preparation, we could see that something special was emerging.

"The specimen took me some 350 hours and about a year to complete."

"Pachystropheus probably lived the life of a modern-day otter, eating small fish or invertebrates such as shrimps," says Dr David Whiteside, another supervisor. "These slender reptiles had long necks, a tail flattened for swimming, and remarkably robust forelimbs for a marine animal, which suggests Pachystropheus may have come onto land to feed or to avoid predators. At the time, the Bristol area, and indeed much of Europe, was shallow seas, and these animals may have lived in a large colony in the warm, shallow waters surrounding the island archipelago."

Annie will now be housed Bristol Museum & Art Gallery for further study.
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Diverse friend groups promote better social cohesion and wellbeing | ScienceDaily
New research featuring more than 24,000 people has found that having diverse groups of friends improves wellbeing and social cohesion, despite people's tendency to gravitate towards people more similar to them.


						
Led by researchers at the University of Birmingham and published in Psychological Science, the study used data from 24,726 adults from over 10,000 English neighbourhoods to examine the composition of people's social networks according to age, ethnicity, income, and education to understand the implications of homophily (preference for similar people) on social cohesion subjective well-being.

Dr Miguel Ramos, lead author on the paper and Associate Professor at the University of Birmingham, said: "With diversity increasing worldwide, citizens in modern nations are encountering ever more opportunities to interact with people of different backgrounds, with different social characteristics. Despite this, people still have the tendency to gravitate towards those similar to themselves."

"Our findings revealed that despite this tendency, people with mixed social networks -- comprising both similar and dissimilar people to themselves -- reported higher levels of social cohesion within their neighbourhoods which was closely associated with increased personal well-being."

The researchers looked at four types of network homophily, race, age, income and education and measured the diversity of respondents' friend groups within these categories on a scale of 0 to 100%, along with life satisfaction levels and feelings about social cohesion.

The researchers found that feelings of social cohesion and satisfaction with life reached it's peak when people had a friend group with about half (50%) of the members having a difference in age, race, income or education. People feel the most connected and happier when they have a group of friends that is mixed, comprising both similar and dissimilar friends.

The implications of this research extend beyond individual friendships to broader societal structures. By embracing diversity and fostering inclusive environments, communities stand to benefit from greater social harmony and collective wellbeing.

The study's findings could inform policies and initiatives aimed at promoting harmony and inclusivity across various spheres of society, including education, workplace, and community settings.

Dr Ramos continued: "These results underscore the key role of embracing diversity in promoting stronger social bonds and enhancing overall societal cohesion. Having heterogeneous rather than homogeneous social networks is associated with the highest levels of social cohesion, which is a key source of well-being and provides empirical evidence that people from different groups -- regardless of age, income, race, and other characteristics can benefit from living in harmony together."

Matt Bennett, Professor of Social Policy at the University of Birmingham, and co-author on the study, added: "While interacting with people with the same characteristics may offer a sense of familiarity and comfort, our study suggests that embracing diversity is crucial for fostering resilience and adaptability in an ever-changing world."
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Blood sausages and yak milk: Bronze Age cuisine of Mongolian nomads unveiled | ScienceDaily
Bronze cauldrons were used by the inhabitants of the Mongolian steppe around 2,700 years ago to process animal blood and milk. This is shown by a protein analysis of archaeological finds from this period.


						
Scattered across the Eurasian steppe, archaeologists repeatedly come across metal cauldrons from the Bronze Age during excavations. However, it was previously unclear exactly what they were used for. Now, an international study led by researchers at the University of Basel and published in the journal Scientific Reports reveals their secret: Mongolian nomads collected blood from slaughtered animals, presumably for sausage production, in these cauldrons and may have also fermented milk in them, mainly from yaks.

The research team led by Dr. Shevan Wilkin from the University of Basel carried out extensive protein analyses on two metal cauldrons that were discovered in 2019 by herders in northern Mongolia, along with other artifacts. According to radiocarbon dating, the cauldrons date back to the late Bronze Age, i.e. they were in use around 2,700 years ago.

Animal blood in the diet has a long tradition

In the cauldrons, the researchers identified blood remains from ruminants, mainly sheep and goats. "Various historical accounts of the steppe dwellers claim that they regularly drank blood," explains Dr. Bryan Miller from the University of Michigan, USA, co-author of the study. The new findings now provide a clearer idea of how blood may have been incorporated into the diet of the steppe dwellers.

The researchers suspect that blood was collected in the cauldrons during slaughtering to make blood sausages -- a practice similar to contemporary culinary customs in Mongolia. "These parallels with modern times, together with well-founded historical accounts of diet and slaughtering practices in the region, suggest that the processing of blood was a traditional part of Mongolia's food culture," says study leader Shevan Wilkin. Sausage production was also an important preservation method for other steppe peoples.

Yaks domesticated earlier than thought

In addition to blood proteins, the cauldrons also contained traces of milk, particularly from domestic cattle and yaks. "This shows that yaks were domesticated and milked in Mongolia much earlier than previously assumed," notes Wilkin. The milk might have been fermented in the cauldrons in order to preserve it in the form of yogurt, or it might have been an ingredient in the production of sausages.

"Our discoveries offer insights into the traditions and diet of Bronze Age nomads and shed light on the diverse culinary methods of ancient civilizations," explains Wilkin. In addition to the Universities of Basel and Michigan, experts from the Max Planck Institute for Geoanthropology in Jena and the National Museum of Mongolia were also involved in the research project.
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New Gene therapy trial shows restored hearing and speech in children born deaf, treated in both ears | ScienceDaily
A novel gene therapy designed to target a form of inherited deafness restored hearing function in five children who were treated in both ears. The children also experienced better speech perception and gained the ability to localize and determine the position of sound. The study, the world's first clinical trial to administer a gene therapy to both ears (bilaterally), demonstrates additional benefits than what were observed in the first phase of this trial, published earlier this year, when children were treated in one ear. The research was led by investigators from Mass Eye and Ear (a member of the Mass General Brigham healthcare system) and Eye & ENT Hospital of Fudan University in Shanghai, and findings were published June 5th in Nature Medicine.


						
"The results from these studies are astounding," said study co-senior author Zheng-Yi Chen, DPhil, an associate scientist in the Eaton-Peabody Laboratories at Mass Eye and Ear. "We continue to see the hearing ability of treated children dramatically progress and the new study shows added benefits of the gene therapy when administrated to both ears, including the ability for sound source localization and improvements in speech recognition in noisy environments."

The researchers noted their team's goal was always to treat children in both ears to achieve the ability to hear sound in three dimensions, a capability important for communication and common daily tasks such as driving.

"Restoring hearing in both ears of children who are born deaf can maximize the benefits of hearing recovery," said lead study author Yilai Shu MD, PhD, professor, director of Diagnosis and Treatment Center of Genetic Hearing Loss affiliated with the Eye & ENT Hospital of Fudan University in Shanghai, "These new results show this approach holds great promise and warrant larger international trials."

Over 430 million people around the world are affected by disabling hearing loss, of which congenital deafness constitutes about 26 million of them. Up to 60 percent of childhood deafness is caused by genetic factors. Children with DFNB9 are born with mutations in the OTOF gene that prevent the production of functioning otoferlin protein, which is necessary for the auditory and neural mechanisms underlying hearing.

This new study is the first clinical trial to use bilateral ear gene therapy for treating DFNB9. The new research presents an interim analysis of a single-arm trial of five children with DFNB9 who were observed over either a 13-week or 26-week period at the Eye & ENT Hospital of Fudan University in Shanghai, China. Shu injected functioning copies of the human OTOF transgene carried by adeno-associated virus (AAV) into the inner ears of patients through a specialized, minimally invasive surgery. The first case of bilateral treatment was conducted in July 2023. During follow-up, 36 adverse events were observed, but no dose-limiting toxicity or serious events occurred. All five children showed hearing recovery in both ears, with dramatic improvements in speech perception and sound localization. Two of the children gained an ability to appreciate music, a more complex auditory signal, and were observed dancing to music in videos captured for the study. The trial remains ongoing with participants continuing to be monitored.

In 2022, this research team delivered the first gene therapy in the world for DFNB9 as part of a trial of six patients in China treated in one ear. That trial, which had results published in The Lancet in January 2024, showed five of six children gained improvements in hearing and speech. Shu initially presented the data at the 30th annual congress of European Society of Gene and Cell Therapy (ESGCT) in Brussels, Belgium in October 2023, becoming the first in the world to report clinical data on using gene therapy to restore hearing.




"These results confirm the efficacy of the treatment that we previously reported on and represent a major step in gene therapy for genetic hearing loss," said Shu. Shu trained under Chen for four years as a postdoctoral fellow at Mass Eye and Ear, with their collaboration continuing for more than a decade since he returned to Shanghai.

"Our study strongly supports treating children with DFNB9 in both ears, and our hope is this trial can expand and this approach can also be looked at for deafness caused by other genes or non-genetic causes," added Chen, who is also an associate professor of Otolaryngology-Head and Neck Surgery at Harvard Medical School. "Our ultimate goal is to help people regain hearing no matter how their hearing loss was caused."

Currently, there are no drugs available to treat hereditary deafness, which has made room for novel interventions like gene therapies.

Mass General Brigham's Gene and Cell Therapy Institute is helping to translate scientific discoveries made by researchers into first-in-human clinical trials. Chen and his colleagues are working with the Institute to develop platforms and vectors with good manufacturing practice standards that would enable his team to more easily test this therapeutic approach with other genes in the future.

The authors note that more work is needed to further study and refine the therapy. The bilateral study requires more consideration compared to the unilateral (one-ear) study as operations in both ears, in the course of one surgery, doubles the surgical time. Furthermore, by injecting double doses of AAVs into the body, the immune response is likely to be stronger and the potential for adverse effects could be greater. Looking ahead, more patients as well as a longer follow-up duration are necessary, and continued analysis of gene therapies and cochlear implants in larger randomized trials will be valuable.
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Genetics study points to potential treatments for restless leg syndrome | ScienceDaily
Scientists have discovered genetic clues to the cause of restless leg syndrome, a condition common among older adults. The discovery could help identify those individuals at greatest risk of the condition and point to potential ways to treat it.


						
Restless leg syndrome can cause an unpleasant crawling sensation in the legs and an overwhelming urge to move them. Some people experience the symptoms only occasionally, while others get symptoms every day. Symptoms are usually worse in the evening or at night-time and can severely impair sleep.

Despite the condition being relatively common -- up to one in 10 older adults experience symptoms, while 2-3% are severely affected and seek medical help -- little is known about its causes. People with restless leg syndrome often have other conditions, such as depression or anxiety, cardiovascular disorders, hypertension, and diabetes, but the reason why is not known.

Previous studies had identified 22 genetic risk loci -- that is, regions of our genome that contain changes associated with increased risk of developing the condition. But there are still no known 'biomarkers' -- such as genetic signatures -- that could be used to objectively diagnose the condition.

To explore the condition further, an international team led by researchers at the Helmholtz Munich Institute of Neurogenomics, Institute of Human Genetics of the Technical University of Munich (TUM) and the University of Cambridge pooled and analysed data from three genome-wide association studies. These studies compared the DNA of patients and healthy controls to look for differences more commonly found in those with restless leg syndrome. By combining the data, the team was able to create a powerful dataset with more than 100,000 patients and over 1.5 million unaffected controls.

The results of the study are published today in Nature Genetics.

Co-author Dr Steven Bell from the University of Cambridge said: "This study is the largest of its kind into this common -- but poorly understood -- condition. By understanding the genetic basis of restless leg syndrome, we hope to find better ways to manage and treat it, potentially improving the lives of many millions of people affected worldwide."

The team identified over 140 new genetic risk loci, increasing the number known eight-fold to 164, including three on the X chromosome. The researchers found no strong genetic differences between men and women, despite the condition being twice as common in women as it is men -- this suggests that a complex interaction of genetics and the environment (including hormones) may explain the gender differences we observe in real life.




Two of the genetic differences identified by the team involve genes known as glutamate receptors 1 and 4 respectively, which are important for nerve and brain function. These could potentially be targeted by existing drugs, such as anticonvulsants like perampanel and lamotrigine, or used to develop new drugs. Early trials have already shown positive responses to these drugs in patients with restless leg syndrome.

The researchers say it would be possible to use basic information like age, sex, and genetic markers to accurately rank who is more likely to have severe restless leg syndrome in nine cases out of ten.

To understand how restless leg syndrome might affect overall health, the researchers used a technique called Mendelian randomisation. This uses genetic information to examine cause-and-effect relationships. It revealed that the syndrome increases the risk of developing diabetes.

Although low levels of iron in the blood are thought to trigger restless leg syndrome -- because they can lead to a fall in the neurotransmitter dopamine -- the researchers did not find strong genetic links to iron metabolism. However, they say they cannot completely rule it out as a risk factor.

Professor Juliane Winkelmann from TUM, one of senior authors of the study, said: "For the first time, we have achieved the ability to predict restless leg syndrome risk. It has been a long journey, but now we are empowered to not only treat but even prevent the onset of this condition in our patients."
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Scientists detect slowest-spinning radio emitting neutron star ever recorded | ScienceDaily
Scientists have detected what they believe to be a neutron star spinning at an unprecedentedly slow rate -- slower than any of the more than 3,000 radio emitting neutron stars measured to date.


						
Neutron stars -- the ultra-dense remains of a dead star -- typically rotate at mind-bendingly fast speeds, taking just seconds or even a fraction of a second to fully spin on their axis.

However, the neutron star, newly discovered by an international team of astronomers, defies this rule, emitting radio signals on a comparatively leisurely interval of 54 minutes.

The team was led by Dr Manisha Caleb at the University of Sydney and Dr Emil Lenc at CSIRO, Australia's national science agency and includes scientists at The University of Manchester and the University of Oxford.

The results, published in the journal Nature Astronomy, offer new insights into the complex life cycles of stellar objects.

Ben Stappers, Professor of Astrophysics at The University of Manchester, said: "In the study of radio emitting neutron stars we are used to extremes, but this discovery of a compact star spinning so slowly and still emitting radio waves was unexpected. It is demonstrating that pushing the boundaries of our search space with this new generation of radio telescopes will reveal surprises that challenge our understanding."

At the end of their life, large stars use up all their fuel and explode in a spectacular blast called a supernova. What remains is a stellar remnant called a neutron star, made up of trillions of neutrons packed into a ball so dense that its mass is 1.4 times that of the Sun is packed into a radius of just 10km.




The unexpected radio signal from the stellar object detected by the scientists travelled approximately 16,000 light years to Earth. The nature of the radio emission and the rate at which the spin period is changing suggest it is a neutron star. However, the researchers have not ruled out the possibility of it being an isolated white dwarf with an extraordinarily strong magnetic field. Yet, the absence of other nearby highly magnetic white dwarfs makes the neutron star explanation more plausible.

Further research is required to confirm what the object is, but either scenario promises to provide valuable insights into the physics of these extreme objects.

The findings could make scientists reconsider their decades-old understanding of neutron stars or white dwarfs; how they emit radio waves and what their populations are like in our Milky Way galaxy.

Dr Kaustubh Rajwade, an Astronomer at the University of Oxford, said: "This discovery relied on the combination of the complementary capabilities of ASKAP and MeerKAT telescopes as well as the ability to search for these objects on timescales of minutes while studying how their emission changes from second to second! Such synergies are allowing us to shed new light on how these compact objects evolve."

The discovery was made using CSIRO's ASKAP radio telescope on Wajarri Yamaji Country in Western Australia, which can see a large part of the sky at once and means it can capture things researchers aren't even looking for.

The research team were simultaneously monitoring a source of gamma rays and seeking a fast radio burst when they spotted the object slowly flashing in the data.

Lead author Dr Manisha Caleb from the University of Sydney Institute for Astronomy, said: "What is intriguing is how this object displays three distinct emission states, each with properties entirely dissimilar from the others. The MeerKAT radio telescope in South Africa played a crucial role in distinguishing between these states. If the signals didn't arise from the same point in the sky, we would not have believed it to be the same object producing these different signals."

The origin of such a long period signal remains a profound mystery, with white dwarfs and neutron stars the prime suspects. But as further investigations continue, this discovery is set to deepen our understanding of the universe's most enigmatic objects.
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'Painting with light' illuminates photo evidence of air pollution | ScienceDaily
Researchers and artists have joined forces to 'paint with light' -- making invisible air pollution visible and demonstrating the health risks posed to people living and working in Ethiopia, India, and the UK.


						
Combining digital light painting and low-cost air pollution sensors, the team produced photographic evidence of pollution levels in cities across the three countries -- sparking debate among local communities and illustrating:
    	Air pollution varying dramatically between locations in Ethiopia -- a kitchen using biomass stoves for food preparation where PM2.5 concentrations in the room were up to 20 times greater than what was measured nearby outdoors;
    	Two children's playgrounds in India, 500 km apart -- one in urban Delhi, the other in rural Palampur -- with PM2.5 values at the Palampur playground at least 12.5 times less than those measured in Delhi; and
    	Large variations in air pollution around the Port Talbot steelworks, in Wales -- air quality monitoring and light painting at dusk in summer measured PM2.5 concentrations in the range of 30-40 mg/m3, when the hourly average value was 24 mg/m3.

An international team of researchers and artists published its findings in Nature Communications Earth & Environment -- recording how photographs taken as part of the 'Air of the Anthropocene' project had stimulated discussion around the impact of air pollution.

The project was created by artist Robin Price and University of Birmingham environmental scientist Professor Francis Pope.

Professor Pope commented: "Air pollution is the leading global environmental risk factor. By painting with light to create impactful images, we provide people with an easy-to-understand way of comparing air pollution in different contexts -- making something that was largely invisible visible.

The team used low-cost air pollution sensors to measure PM mass concentrations and took the sensors' real time signal to control a moving LED array programmed to flash more rapidly as PM concentration increased.

Photographer Robin Price commented: "By providing a visual understanding of air pollution that is accessible to people who don't necessarily have a scientific background, the light painting approach can demonstrate that managing air pollution levels can have a significant impact on people's day-to-day lives."

A long exposure photograph is taken with the artist moving the LED array in front of the camera -- the flash becoming a dot on the photograph. The artist is not seen in the photo because they are moving, but light flashes from LEDs are seen because they are bright. The more light dots appear in the photographs, the higher the PM concentration.




"Air of the Anthropocene creates spaces and places for discussion about air pollution, using art as a proxy to communicate and create dialogues about the issues associated with air pollution," added Professor Pope.

Co-author Carlo Luiu, from the University of Birmingham commented: "Thanks to the power of images, we can provoke people's emotions -- fostering awareness and prompting people to share their perspectives and take action to tackle air pollution."

The Air of the Anthropocene project has exhibited at gallery shows in Los Angeles, Belfast, and Birmingham. The project has also been used to raise air pollution awareness by UN International Organization for Migration (IOM), the Foreign, Commonwealth, and Development Office (FCDO) and UN-Habitat, which commissioned four pollution light paintings and texts to be displayed in Kampala, Uganda.

Air pollution is considered one of the main threats to both environment and human health and a leading cause of death globally. The World Health Organisation (WHO) estimates 99% of the global population breathe polluted air, causing approximately 7 million premature deaths worldwide each year.

The situation is particularly challenging in Asia, where air pollution remains a major problem in countries like India and China, despite several air quality policies and actions. African countries have experienced significant deterioration in air quality over the last five decades.

Particulate matter (PM) is the air pollutant most responsible for human morbidity and mortality. It has multiple impacts upon physical health and is responsible for diseases including heart disease, stroke, and cancers.
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Uptake of tire wear additives by vegetables grown for human consumption | ScienceDaily
Car tires contain hundreds of chemical additives that can leach out of them. This is how they end up in crops and subsequently in the food chain. Researchers at the Center for Microbiology and Environmental Systems Science at the University of Vienna and the Hebrew University of Jerusalem have now detected these chemical residues in leafy vegetables for the first time. Although the concentrations were low, the evidence was clear, a finding that is also known for drug residues in plant-based foods. The study was published in the journal Frontiers in Environmental Science.


						
The presence of drug residues in commercially sold fruit and vegetables has already been scientifically investigated many times. However, chemical substances from tire wear, so-called additives, also find their way into the food chain. This has now been shown in a new study by an international research team led by Thilo Hofmann at the Center for Microbiology and Environmental Systems Science at the University of Vienna (CeMESS) in collaboration with a team the Hebrew University of Jerusalem led by Benny Chefetz. Vegetables from Switzerland and Israel were examined. Some of these substances and their transformation products can potentially pose ecological and toxicological risks.

Car tires consist of a complex mixture of materials that improve their performance and durability. These include 5-15% chemical additives, which comprise hundreds of substances, for example antioxidants, antiozonants, vulcanizing agents, anti-aging agents and many more, to enable the hig-tech performance of a modern tire. "The toxicity of tire and road wear particles is related to their organic additives and associated transformation products," explains Anya Sherman, PhD student at CeMESS and first author of the recently published study.

The compounds extracted from car tires find their way into agriculture through atmospheric deposition, irrigation with treated wastewater and the use of sewage sludge as fertilizer. "There they can be taken-up by plants and thus also reach humans," adds Thilo Hofmann, head of the research group.

Residues of tire wear in leafy vegetables from the supermarket and field

Finally, the researchers extrapolated the measured values from the vegetables to the intake of these substances in the diet. "We calculated the intake per day based on what people in Switzerland and Israel eat," says Sherman. The concentrations of the tire additives in leafy vegetables are low overall and are, for example, 238 nanograms ng/kg for benzothiazole (BTZ), or 0.4 ng/kg for 6PPD, a substance whose transformation product 6PPD quinone is known to be highly toxic for aquatic species like coho salmon. Depending on the diet, this leads to a daily intake per person of 12 to 1,296 ng for BTZ, or 0.06 to 2.6 ng for 6PPD. This is comparable in magnitude to drug residues, which also enter the food chain. According to Thilo Hofmann, the study shows clear results: "While the concentrations and daily intake are fortunately relatively low, additives from car tires are still found in food. That's not where they belong." According to Hofmann, the next steps should now be to investigate the environmental and human health aspects.

From the street, to the plant, into the body

As early as 2023, the scientists were able to show that additives from car tires can in principle be absorbed by plants. "However, the question was whether this only happens in our mechanistic laboratory study or also in the field," explains first author Anya Sherman. In the current study, the Viennese and Israeli environmental scientists therefore analyzed whether lettuce plants absorb the chemicals released by car tires under natural growing conditions. "We examined real samples from supermarkets in Switzerland and field vegetables from Israel," says Thilo Hofmann, explaining the background to the study published last week.

The international team of researchers used high-resolution mass spectrometry to analyze the samples for a total of sixteen tire-associated compounds. The countries of origin of the leafy vegetables in the Swiss samples from the supermarket were Italy, Spain, and Switzerland. In the Israeli samples, field vegetables from Israel directly after harvest.
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'Open gates' in warming Arctic are expanding salmon range | ScienceDaily
New research has connected warming ocean temperatures to higher Pacific salmon abundance in the Canadian Arctic, an indicator that climate change is creating new corridors for the fish to expand their range.


						
Salmon haven't historically been seen in large numbers in the Arctic Ocean and its watersheds, but in recent years incidental catches by subsistence fishermen have occasionally surged. Researchers at Fisheries and Oceans Canada and the University of Alaska Fairbanks, working together with communities in the western Canadian Arctic, connected those salmon booms with a sequence of warm, ice-free conditions in the Arctic Ocean north of Alaska.

The study, published in the journal Global Change Biology, determined that a two-part mechanism was tied to the presence of salmon in the Canadian Arctic. Warm late-spring conditions in the Chukchi Sea, northwest of Alaska, drew salmon into the Arctic. When those warm conditions persisted in the summertime Beaufort Sea, northeast of Alaska, salmon could continue to Canada.

By comparing National Oceanic and Atmospheric Administration satellite data since 2000 to salmon catch rates, researchers found a correlation between salmon abundance and the ocean conditions that favored their movement into the Arctic.

"You need both gates to be open, which is fascinating in itself," said Curry Cunningham, an associate professor at UAF's College of Fisheries and Ocean Sciences. "If they don't align in terms of having open, ice-free water, salmon don't turn that corner."

Indigenous communities in the Canadian Arctic have been tracking incidental salmon catches with Fisheries and Oceans Canada as part of the Arctic Salmon Program. For more than 20 years, salmon caught outside their typical range have been recorded by subsistence harvesters who target other Arctic species, including Dolly Varden and Arctic char.

Chum and sockeye salmon have been the most frequently caught salmon species, followed by pink salmon. Those catches are largely consistent with previous research showing that chum and sockeye have more tolerance for cold temperatures than other salmon, allowing them to more easily transition into Arctic waters.




Karen Dunmall, a research scientist at Fisheries and Oceans Canada, said such range expansion concerns many people in the region.

"It really helps to address some questions from community members about biodiversity change and subsistence and how they feed their families," said Dunmall, the co-lead author of the study. "Some years there were salmon, some years there were no salmon. No one really wanted the salmon, but they wanted to know what was going on."

Frankie Dillon, an Indigenous fisherman who helps conduct fish surveys for Fisheries and Oceans Canada, remembered seeing his first salmon in about 2010 on the Big Fish River in the northern Yukon while tagging Dolly Varden. At that time, salmon were so rare in the region that he didn't know what he was looking at.

"I had to ask, 'What kind of fish was that?'" Dillon said of the chum salmon. "It's the first time I'd seen it in my life. I'd only seen them on TV before."

Salmon sightings have become more frequent in the years since then, and climate models predict the conditions that allow salmon to migrate through the Chukchi and Beaufort seas will become common as early as the 2040s.

Although the study focused on western Canada, those changing conditions are surely causing range expansion throughout the region, researchers said.

"It's not as if these fish are all skipping Alaska and heading to Canada," said Joe Langan, who co-led the project as a UAF postdoctoral fellow. "Some of these salmon are ending up on Alaska's North Slope too."
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Babies use 'helpless' infant period to learn powerful foundation models, just like ChatGPT | ScienceDaily
Babies' brains are not as immature as previously thought, rather they are using the period of postnatal 'helplessness' to learn powerful foundation models similar to those underpinning generative Artificial Intelligence, according to a new study.


						
The study, led by a Trinity College Dublin neuroscientist and just published in the journal Trends in Cognitive Sciences, finds for the first time that the classic explanation for infant helplessness is not supported by modern brain data.

Compared to many animals, humans are helpless for a long time after birth. Many animals, such as horses and chickens, can walk on the day they are born. This protracted period of helplessness puts human infants at risk and places a huge burden on the parents, but surprisingly has survived evolutionary pressure.

"Since the 1960s scientists have thought that the helplessness exhibited by human babies is due to the constraints of birth. The belief was that with big heads human babies have to be born early, resulting in immature brains and a helpless period that extends up to one year of age. We wanted to find out why human babies were helpless for such a long period," explains Professor Rhodri Cusack, Professor of Cognitive Neuroscience, and lead author of the paper.

The research team comprised Prof. Cusack, who measures development of the infant brain and mind using neuroimaging; Prof. Christine Charvet, Auburn University, USA, who compares brain development across species; and Dr. Marc'Aurelio Ranzato, a senior AI researcher at DeepMind.

"Our study compared brain development across animal species. It drew from a long-standing project, Translating Time, that equates corresponding ages across species to establish that human brains are more mature than many other species at birth," says Prof. Charvet.

The researchers used brain imaging and found that many systems in the human infant's brain are already functioning and processing the rich streams of information from the senses. This contradicts the long-held belief that many infant brain systems are too immature to function.




The team then compared learning in humans with the latest machine learning models, where deep neural networks benefit from a 'helpless' period of pre-training.

In the past, AI models were directly trained on tasks for which they were needed for example a self-driving car was trained to recognise what they see on a road. But now models are initially pre-trained to see patterns within vast quantities of data, without performing any task of importance. The resulting foundation model is subsequently used to learn specific tasks. It has been found this ultimately leads to quicker learning of new tasks and better performance.

"We propose that human infants similarly use the 'helpless' period in infancy to pre-train, learning powerful foundation models, which go on to underpin cognition in later life with high performance and rapid generalisation. This is very similar to the powerful machine learning models that have led to the big breakthroughs in generative AI in recent years, such as OpenAI's ChatGPT or Google's Gemini," Prof. Cusack explained.

The researchers say that future research on how babies learn could well inspire the next generation of AI models.

"Although there have been big breakthroughs in AI, foundation models consume vast quantities of energy and require vastly more data than babies. Understanding how babies learn may inspire the next generation of AI models. The next steps in research would be to directly compare learning in brains and AI," he concluded.
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Poor quality diet makes our brains sad | ScienceDaily
Eating a poor quality diet might lead to brain changes that are associated with depression and anxiety. This is according to a first-of-its-kind study into the brain chemistry and structure, and diet quality of 30 volunteers.


						
Brain scans show changes in neurotransmitters and grey matter volume in people who have a poor diet, versus those who adhere to a Mediterranean style diet, which is considered very healthy. The researchers also found that these changes are associated with rumination, a part of the diagnostic criteria for conditions affecting mental health, such as depression and anxiety.

This research was carried out by the University of Reading, Roehampton University, FrieslandCampina (Netherlands), and Kings College London, and is published in Nutritional Neuroscience.

When someone eats a poor quality diet, there is reduced gamma aminobutyric acid (GABA) and elevated glutamate -- both neurotransmitters, along with reduced grey matter volume -- in the frontal area of their brain. This could explain the association between what we eat, and how we feel.

Dr Piril Hepsomali, University of Reading, said: "We can eat ourselves well! Ultimately, we see that people who have an unhealthy diet -- high in sugar and saturated fat -- have imbalanced excitatory and inhibitory neurotransmission, as well as reduced volume of grey matter in the frontal part of the brain. This part of the brain is involved in mental health issues such as depression and anxiety."

The exact reason that diet affects the brain in this way is still under investigation. It's possible that obesity and dietary patterns that are high in saturated fats cause changes in glutamate and GABA metabolism and neurotransmission, as has been shown in animal studies.

Distinct alterations of the gut microbiome, due to dietary patterns that are high in saturated fats, is thought to have an impact on cell machinery that drives both GABA and glutamate production.




A high saturated fat, high sugar, diet has also been shown to reduce the number of parvalbumin interneurons, which perform the role of delivering GABA to where it is needed.

Unhealthy diets also have an impact on glucose, making blood glucose and insulin higher. This increases glutamate in the brain and plasma, thus reducing GABA production and release. Having a diet high in fat and cholesterol can cause changes in cell membranes that alter the release of neurotransmitters, too.

These changes in brain chemistry might lead to changes in the brain grey matter volume, as observed in this study.

Dr Hepsomali continued: "I would like to note that GABA and glutamate are intimately involved in appetite and food intake, too. Reduced GABA and/or increased glutamate might also be a driving factor in making unhealthy food choices. So, there may be a circular relationship between eating well, having a healthier brain and better mental wellbeing, and making better food choices to eat well."
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Early summer fishing can have an evolutionary impact, resulting in smaller salmon | ScienceDaily
A new genetic study found that heavy fishing in the early part of the fishing season may result in younger and smaller Atlantic salmon. This information can help to conserve large fish essential for the diversity and viability of salmon populations.


						
Atlantic salmon are caught by fisheries when the fish are migrating to spawn. A new study led by the University of Helsinki explored how salmon caught at different times during their spawning migration differ from each other genetically. The study on wild salmon in the northern Baltic Sea revealed that especially in the early part of the fishing season, fishing strongly targets salmon carrying a 'large salmon genetic variant'. The variant guides Atlantic salmon to grow large and to mature at an older age, which is an important trait for the fishing and viability of salmon stocks.

Genetic analyses on thousands of wild salmon caught between 1928 and 2020 by fisheries from the northern Baltic Sea region showed that regardless of the year, fishers caught salmon with the 'large salmon variant' more often in the early than late fishing season.

"This finding suggests that the timing of fishing may cause evolutionary changes in the age and size that Atlantic salmon reach before maturation. Intensive fishing especially in the early fishing season may lead to the 'large salmon variant' becoming rarer and to salmon spawning at a younger age and smaller size," explains the lead author of the study Antti Miettinen, PhD, from the Faculty of Biological and Environmental Sciences at the University of Helsinki.

This kind of evolutionary impact resulting in fewer large salmon would be bad news for the diversity and viability of salmon populations and for fishers who highly value large catches.

Valuable information for conservation

The results of the study help to understand how the timing of evolutionary selection pressures induced by human actions, in this case fishing, can affect wild fish populations and properties important to them.




The largest wild Baltic salmon stock spawns in the Tornio and Kalix Rivers in northern Finland and Sweden and has high ecological and societal value. The study found that early-season fishing at sea and in the Tornio River caught salmon that originate from upstream sites in the river system more often than did fishing in the later parts of the season.

"Fishing in the early part of the fishing season targets salmon that spawn in the headwaters of these rivers, which should be accounted for in fisheries management so that it ensures the viability of these salmon populations," Miettinen says.

Over the years, the timing of the legal fishing season in the Baltic Sea and along its salmon rivers has sparked heated debate and questions on national and international levels. The published study addressed a particular concern: whether fishing in the early season can reduce the mean age and size of Baltic salmon.

"By analysing the genetics of samples collected across the northern Baltic over many decades, this study shows how human activities could cause evolutionary changes in wild salmon populations," says senior researcher and senior author of the study Victoria Pritchard, PhD, from the University of the Highlands and Islands.

"This study is a fantastic example of using genetic approaches to answer important questions about the conservation and management of biodiversity. The genetic tools designed during this project can be used to monitor the future impacts of fishing regimen changes," Pritchard says.

The research was done in collaboration with the University of Helsinki, Natural Resources Institute Finland (Luke), Swedish Agricultural University (SLU) and the University of the Highlands and Islands (UHI).

The samples analysed in the study were from the archives of Natural Resources Institute Finland (Luke) and the Swedish University of Agricultural Sciences (SLU). The samples were collected between 1928 and 2020 by fishers along the Tornio and Kalix Rivers and coastal Bothnian Bay in the northern part of the Baltic Sea.

The study was funded by the Ministry of Agriculture and Forestry of Finland, Finnish fisheries management fees, Tornio/Torne River fishing license revenues, Natural Resource Institute Finland, the Alfred Kordelin Foundation, the Kuopio Naturalists' Society (the Betty Vaananen fund), the Raija and Ossi Tuuliainen Foundation, Societas pro Fauna et Flora Fennica, the Finnish Foundation for Nature Conservation (the Baltic Sea Fund), the Swedish Agency for Marine and Water Management, Swedish Research Council Formas, Kempestiftelserna, the Finnish Society of Sciences and Letters, the European Union and the University of Helsinki.
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A cracking discovery -- eggshell waste can recover rare earth elements needed for green energy | ScienceDaily
A collaborative team of researchers has made a cracking discovery with the potential to make a significant impact in the sustainable recovery of rare earth elements (REEs), which are in increasing demand for use in green energy technologies. The team found that humble eggshell waste could recover REES from water, offering a new, environmentally friendly method for their extraction.


						
The researchers, from Trinity College Dublin's School of Natural Sciences, and iCRAG, the Science Foundation Ireland research centre in applied geosciences, have just published their ground-breaking findings in the international journal ACS Omega.

REEs, which are essential for the technologies used in electric cars and wind turbines, for example, are in increasing demand but in relatively short supply. As a result, scientists must find new ways of extracting them from the environment -- and in sustainable ways, with current methods often harmful.

Here, the researchers discovered that calcium carbonate (calcite) in eggshells can effectively absorb and separate these valuable REEs from water.

The researchers placed eggshells in solutions containing REEs at various temperatures from a pleasant 25 degC to a scorching 205 degC, and for different time periods of up to three months. They found that the elements could enter the eggshells via diffusion along the calcite boundaries and the organic matrix, and, at higher temperatures, that the rare earth built new minerals on the eggshell surface.

At 90 degC, the eggshell surface helped recover formations of a rare earth compound called kozoite. As things got hotter, the eggshells underwent a complete transformation with the calcite shells dissolving and being replaced by polycrystalline kozoite. And at the highest temperature of 205degC, this mineral gradually transitioned into bastnasite, the stable rare earth carbonate mineral that is used by industry to extract REEs for technology applications.

This innovative method suggests that waste eggshells could be repurposed as a low-cost, eco-friendly material to help meet the growing demand for REES, as the eggshells trap distinct rare earths within their structure over time.

Lead author Dr Remi Rateau commented on the significance of the research, stating, "This study presents a potential innovative use of waste material that not only offers a sustainable solution to the problem of rare earth element recovery but also aligns with the principles of circular economy and waste valorisation."

Principal Investigator, Prof. Juan Diego Rodriguez-Blanco, emphasised the broader implications of the findings, adding: "By transforming eggshell waste into a valuable resource for rare earth recovery, we address critical environmental concerns associated with traditional extraction methods and contribute to the development of greener technologies."

Work was conducted at the Department of Geology in the School of Natural Sciences, Trinity. iCRAG (Irish Centre for Research in Applied Geosciences) is an SFI centre dedicated to advancing geosciences research with a focus on sustainable resource management and environmental protection.
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Training cognitive control in children does not change brain or behavior | ScienceDaily
Training exercises designed to improve cognitive control in children do not make a significant difference to their ability to delay gratification or to their academic achievement, nor do they lead to any brain changes, finds a new study led by UCL researchers.


						
The findings, published in Nature Neuroscience, appear to debunk the popular idea that brain training could improve cognitive control -- the mental processes that allow us to set and pursue short- or long-term goals -- and thereby lead to tangible benefits to other real-life outcomes.

Lead author Professor Nikolaus Steinbeis (UCL Psychology & Language Sciences) said: "Cognitive control is a very important cognitive function that is positively correlated with prudent decision-making, academic achievement, good social skills and mental health. Children with good cognitive control are also more likely to have better mental health and attainment later in life.

"There is an enormous and growing industry developing brain training programmes purporting to improve children's cognitive control and as a result other areas of functioning, and yet the evidence for their efficacy has been patchy."

For the study, 235 children aged six to 13 completed an eight-week training programme designed to train either cognitive control or response speed. The cognitive control training was focussed on response inhibition (the ability to stop oneself from doing an action that is no longer helpful in achieving a goal) and informed by neuroscientific research. They completed a range of gamified tasks, often requiring them to inhibit their impulses.

Before and immediately after the study, as well as one year later, the children were also tested for other outcomes known to be related to cognitive control, including decision-making like delaying gratification, academic achievement, fluid reasoning, mental health and creativity.

The researchers found that immediately after completing the training, and a full year later, the children improved their performance on the specific tasks they trained on. However, those improvements did not carry over into other skills and there were no improvements in any of the related cognitive or behavioural measures.




The research team also scanned the children's brains using MRI, and found no changes in brain structure or function across the entire brain. The researchers ran additional statistical analysis which provided strong evidence of the absence of any training effects.

Professor Steinbeis said: "Our findings suggest that even though cognitive control is clearly very important for other real-life outcomes, we simply do not see that training can yield such broader benefits even when trained over an extensive period of time. We should stop seeing cognitive control as a skill that can be readily boosted by training exercises, as that is likely a waste of time and resources.

"While our study only investigated a specific set of training exercises, they were designed in line with the best evidence and did improve children's abilities on the specific tasks themselves, so we find it unlikely that other training exercises would be any better at improving real-life outcomes.

"Instead, it may be better to focus on how we use our cognitive control in practice. We are more able to concentrate and learn effectively when we are motivated, so focusing on motivational factors may be a better way to impact how we use cognitive control to guide our behaviours."

While the study was conducted only in children, the researchers say that their findings would likely apply to adults as well, as children's brains are more malleable and thus it would be even more difficult to train such abilities in adults.

The researchers caution that their study did not include clinical populations or children with learning disabilities, so they cannot say whether their findings generalise beyond typically developing children.

The study was conducted by researchers at UCL, McGill University, Washington University in St. Louis, and Radboud University Medical Center.
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Top IT industry managers are divided on the need for face-to-face communication in the workplace | ScienceDaily
Many managers are currently seeking a balance between digital and face-to-face communication. A recent study from the University of Eastern Finland shows that top IT industry managers have different views on when and for what purposes face-to-face communication in the workplace is needed.


						
"Some top managers felt that all work tasks can be performed remotely with the help of digital communication. According to them, face-to-face communication is only necessary for maintaining interpersonal relationships and a sense of community," says Doctoral Researcher Lotta Salin of the University of Eastern Finland.

Others, however, felt that face-to-face communication is still needed, especially for complex tasks such as co-development, co-creation and co-innovation. Among the interviewees were also managers who felt that face-to-face communication in the workplace is important not only for maintaining interpersonal relationships but also for performing work tasks and maintaining a sense of community.

Maintaining a sense of community requires special attention from management

According to the study, managers shared the view of community building and maintenance in the workplace requiring deliberate attention. Remote work and digital communication have become the new norm in the IT industry and in the work of many professionals, which means that managers must deliberately devote their time and energy to fostering community-building communication.

The study suggests that building and maintaining a sense of community is possible through both face-to-face and digital communication.

"Face-to-face encounters provide opportunities for spontaneous and informal discussions when team members get together for lunch, coffee or company celebrations, for example. However, regular on-camera meetings and the opportunity to see colleagues in real time also creates the experience of being connected," Salin notes.

"Having an instant messaging platform where team members can exchange relaxed and informal messages fosters a sense of community. Through video, it is possible to organise activities that boost team spirit, ranging from remote coffee breaks for the team to entertaining video broadcasts aimed at the entire staff."

The findings of emphasise that managers' objectives for workplace communication are not solely related to work tasks but are significantly broader. In addition to focusing on work tasks, managers' communication highlights the building and maintaining of interpersonal relationships in the workplace. Moreover, managers aim to convey a certain image of themselves through communication, with some emphasising their own competence, while others present themselves as easily approachable. Furthermore, building and maintaining a sense of community through communication has recently emerged as a new, yet equally important, objective in managers' work.

The researchers interviewed 33 top managers from major IT industry companies in Finland. The managers had long leadership and e-leadership experience and they were members of the executive board of their company.
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New method of DNA testing: Expanding scientific innovation | ScienceDaily
A team of researchers from the Case Western Reserve University School of Medicine has developed a new method for target DNA sequence amplification, testing and analysis.


						
This new technique, or reaction, known as AMPLON (Amplifying DNA with Multiarm Priming and Looping Optimization of Nucleic Acid), offers an alternative to the previously accepted "gold-standard" Polymerase Chain Reaction (PCR) method, opening the opportunity for more applications in medical diagnosis.

The team's findings were recently published in the journal Advanced Materials.

"AMPLON has the potential to positively change the way molecular analysis and clinical diagnostics are performed," said Mohamed S. Draz, an assistant professor at the School of Medicine and the study's principal investigator, "from infectious-disease diagnostics to personalized medicine and environmental monitoring."

How it works

Researchers use such technology to compare the DNA of sick cells to that of healthy cells, allowing them to better understand the changes that occur as a disease progresses and how to treat it.

AMPLON provides several extensions along the DNA strand to simultaneously increase the speed and accuracy of DNA synthesis under constant temperature conditions.




Using this new simplified process eliminates the need to operate between high and low temperature extremes that can cause stress on materials. It also makes the amplification process more structured and accessible, especially in settings where precise temperature control is challenging.

Using the traditional PCR method, the DNA sample is heated so it can separate into two pieces of single-stranded DNA. Next, an enzyme builds two new strands of DNA, using the original strands as templates. The process is tedious, time consuming and expensive.

"We've developed a new method of DNA amplification that does not require bulky lab-bound equipment but can be conducted in one step and in diverse settings," Draz said. "More significantly, our approach does not weaken enzymes like the PCR method."

AMPLON's multiarmed DNA primer design can turn the shortcomings of enzymes into strengths to improve amplification efficiency and produce consistent results.

"We've been able to enhance amplification and reduce amplification time by 50%," Draz said. "Our approach has the potential to dramatically change the way nucleic acid amplification is performed, providing instead a portable, reliable and cost-effective solution for applications, ranging from point-of-care diagnostics to field-based research." said Draz.
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Higher blood pressure is associated with poorer cognition in adolescence | ScienceDaily
Adolescents with elevated blood pressure and arterial stiffness may experience poorer cognitive functions, according to a recent Finnish study conducted at the University of Jyvaskyla and the University of Eastern Finland. Young people with higher blood pressure performed worse, especially in tasks that measured attention and learning. In addition, arterial stiffness was reflected in weaker working memory. In view of the findings, the importance of preventing high blood pressure and arterial stiffness in childhood and adolescence is emphasized.


						
It is well-established that poor arterial health can lead to cognitive decline in adults. However, there is limited knowledge about this connection in adolescents. To address this gap, this study examined the associations of arterial stiffness and blood pressure with cognition in adolescents and whether these associations differed between girls and boys. Moreover, it examined whether physical activity or sedentary time are confounding factors in these associations.

Higher blood pressure was a more significant factor in the brain health of girls

Adolescents with higher blood pressure had poorer attention, learning, and overall cognition. Higher pulse wave velocity, an indicator of arterial stiffness, was associated with poorer working memory.

Interestingly, girls with higher blood pressure demonstrated a negative association with a broader range of cognitive functions than boys. Conversely, boys with higher arterial stiffness exhibited better attention and working memory. The associations were not influenced by either physical activity or sedentary time.

"Our findings underscore the importance of preventing high blood pressure and arterial stiffening to promote cognitive and brain health in young people. However, we did observe some contradictory associations," says Doctoral Researcher Petri Jalanko from the Faculty of Sport and Health Sciences at the University of Jyvaskyla.

"The study provides insight into how blood pressure and arterial stiffness are linked to cognitive function. However, to establish a definitive cause-and-effect relationship between arterial health and brain health, and to determine whether increasing physical activity or reducing sedentary time can mitigate the negative effects of poor arterial health on cognition, further randomized controlled trials with appropriate control groups and advanced brain imaging techniques are necessary."

The study utilized cross-sectional data from the eight-year follow-up assessments of the Physical Activity and Nutrition in Children (PANIC) study. A total of 116 adolescents (45 girls and 71 boys) participated, and their mean age was 15.9 years. Systolic and diastolic blood pressure were measured using an aneroid sphygmomanometer. Pulse wave velocity was measured by impedance cardiography, while carotid intima-media thickness and carotid artery distensibility were measured by carotid ultrasonography. The CogState test battery was used to assess cognition, with overall cognition computed from the results of attention, working memory, and learning tests. Physical activity and sedentary time were assessed using a combined accelerometer/heart rate monitor. The study was published in Physiological Reports.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/06/240605162450.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Climate change will make ozone pollution worse: Here's how | ScienceDaily
A new study finds climate change is likely to make upward spikes of ozone at ground level worse by 2050, which could result in many parts of the United States falling out of compliance with air quality standards and increasing risks to public health.


						
Ozone is a reactive gas that consists of three oxygen atoms. And while it can be naturally occurring, at ground level it is often formed by the interaction of volatile organic compounds (VOCs) and nitrogen oxides (NOx) -- which are both air pollutants.

"Climate change affects ozone formation through a complex set of factors, but warmer temperatures are correlated with increases to ozone in polluted areas," says James East, first author of a paper on the study and a former Ph.D. student at North Carolina State University who is now a researcher at Harvard University.

"That means areas that already have higher levels of air pollution of VOCs and NOx will likely see increases in ozone as average temperatures go up. What's more, climate change is expected to increase naturally occurring VOC emissions in some parts of the U.S., such as the Southeast, exacerbating the challenge."

Increases in ozone are important because ground-level ozone can cause a wide array of health problems, including decreased lung function and inflammation of airways, contributing to hundreds of thousands of deaths each year.

"It's pretty well-established that climate change will increase ozone pollution, but there has been a tremendous amount of uncertainty regarding what that increase might look like," says Fernando Garcia Menendez, corresponding author of the work and an associate professor of environmental engineering at NC State. "Our goal with this work was to quantify the range of outcomes and get a much clearer picture of how climate change will affect ozone pollution events in the U.S."

"Atmospheric chemistry is complex, and climate change affects the rate of chemical reactions, the amount of ozone precursors present, and how long the ozone will linger in the environment," Garcia Menendez says. "We built on a variety of existing models and incorporated statistical tools that allow us to account for this wide array of variables to look at ozone pollution in the years ahead."

Specifically, the researchers looked at how often ozone levels would exceed air quality standards designed to protect public health, how far ozone levels would overshoot the standards, and how that may change by 2050.




The study's findings are presented as a range, because climate scientists still have some uncertainty about how sensitive the climate is to changes in the concentration of greenhouse gases.

The best case scenario is that the climate has a relatively low sensitivity to carbon dioxide. If that is the case, the new study finds that the high end of ozone measurements would -- on average -- go up by less than 0.3 parts per billion (ppb). Those high measurements could still be below the existing air quality standards for many locations.

"However, even in this best case scenario, we found that more variability in ozone levels is projected for 2050 -- meaning that we'd still expect to see an increase in the number of days where there is an exceptionally high increase in ozone, violating the air quality standard," says East.

The worst case scenario is that the climate is highly sensitive to carbon dioxide. In that case the study says the high end of ozone measurements would -- on average -- go up by more than 2.3 ppb. Coupled with the increase in variability, this would mean that many parts of the country would see a significant increase in the number of days when ozone levels exceed air quality standards.

"In practical terms, our study finds that between 5 million and 13 million additional people will be exposed to dangerously high levels of ozone in 2050," East says.

"Right now, state and federal governments are trying to manage ozone levels by reducing emissions of air pollutants," says Garcia Menendez. "This work suggests that the current emissions reductions efforts may be less effective for helping meet ozone standards for many parts of the country, particularly those that are already struggling to meet air quality standards."

"This work is important for two reasons," East says. "First, it contributes to our understanding of how climate change will affect ground-level air quality and, by extension, human health. Among other things, this contributes to the way we estimate cost/benefit analyses of climate regulations and related technologies.




"Second, by clarifying the range of climate impacts on ozone, we're providing critical information that can inform policy decisions -- such as EPA's ongoing review of the air quality standard for ozone."

The work was done with support from the Natural Sciences and Engineering Research Council of Canada, under grant number RGPIN-2023-03807.
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Great news, parents: You do have power over your tweens' screen use | ScienceDaily
Restricting use in bedrooms and at mealtimes have the biggest impact, but modeling good behavior is also important.


						
For many parents, it can feel like curbing kids' screen use is a losing battle. But new research from UC San Francisco (UCSF) has found the parenting practices that work best to curb screen time and addictive screen behavior: restricting screens in bedrooms and at mealtimes and modeling healthy practices at home.

Researchers asked 12- to 13-year-olds how often they used screens for everything but school, including gaming, texting, social media, video chatting, watching videos and browsing the internet; and whether their screen use was problematic.

Then, they asked parents how they used their own screens in front of their kids, how they monitored and restricted their kids' screen use, and whether they used it to reward or punish behavior. They also asked about the family's use of screens at mealtimes and the child's use of screens in the bedroom.

Using screens in bedrooms and at mealtime were linked to increased time and addictive use. But use went down when parents kept track of and limited their kids' screen time, and when they modeled healthy behavior themselves.

"These results are heartening because they give parents some concrete strategies they can use with their tweens and young teens: set screen time limits, keep track of your kids' screen use, and avoid screens in bedrooms and at mealtimes," said Jason Nagata, MD, a pediatrician at UCSF Benioff Children's Hospitals and the first author of the study, publishing June 5 in Pediatric Research. "Also, try to practice what you preach."

Refining AAP guidance 

The study analyzed the effectiveness on tweens of parenting strategies recommended by the American Academy of Pediatrics' (AAP) for children and adolescents aged 5 to 18 years old. It is one of the few studies to examine how parenting practices affect screen use in early adolescence, when children start to become more independent.




"We wanted to look at young adolescents in particular, because they are at a stage when mobile phone and social media use often ramps up and sets the course for future habits," Nagata said.

The researchers collected data from 10,048 U.S. participants, 46% of whom were racial or ethnic minorities, from the Adolescent Brain Cognitive Development (ABCD) study.

Parents were asked to rate, on a scale of 1 to 4, their level of agreement with such statements as, "My child falls asleep using a screen-based device."

The researchers then looked to see how the level of parental agreement predicted the children's daily screen time, and found it went up 1.6 hours for each additional point related to bedroom screen use. The same held true for using screens at mealtimes, which added 1.24 hours. Poor modeling by parents added 0.66 hours.

Limiting and monitoring their kids' screen time reduced it by 1.29 hours and 0.83 hours, respectively. But using screen time as either a reward or a punishment was not effective, resulting in 0.36 more hours, as well as more problematic video game use.

Used in moderation, screens can help maintain social connections and foster community, but especially for children, problematic use can lead to mental health problems, as well as physical inactivity and problems with sleep.

"Screen time at bedtime displaces sleep time, which is essential for health and development in young adolescents," Nagata said. "Parents can consider keeping screens outside their children's bedroom and turning off devices and notifications overnight."
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AI approach elevates plasma performance and stability across fusion devices | ScienceDaily
Achieving a sustained fusion reaction is a delicate balancing act, requiring a sea of moving parts to come together to maintain a high-performing plasma: one that is dense enough, hot enough, and confined for long enough for fusion to take place.


						
Yet as researchers push the limits of plasma performance, they have encountered new challenges for keeping plasmas under control, including one that involves bursts of energy escaping from the edge of a super-hot plasma. These edge bursts negatively impact overall performance and even damage the plasma-facing components of a reactor over time.

Now, a team of fusion researchers led by engineers at Princeton and the U.S. Department of Energy's Princeton Plasma Physics Laboratory (PPPL) have successfully deployed machine learning methods to suppress these harmful edge instabilities -- without sacrificing plasma performance.

With their approach, which optimizes the system's suppression response in real-time, the research team demonstrated the highest fusion performance without the presence of edge bursts at two different fusion facilities -- each with its own set of operating parameters. The researchers reported their findings on May 11 in Nature Communications, underscoring the vast potential of machine learning and other artificial intelligence systems to quickly quash plasma instabilities.

"Not only did we show our approach was capable of maintaining a high-performing plasma without instabilities, but we also showed that it can work at two different facilities," said research leader Egemen Kolemen, associate professor of mechanical and aerospace engineering and the Andlinger Center for Energy and the Environment. "We demonstrated that our approach is not just effective -- it's versatile as well."

The costs of high-confinement

Researchers have long experimented with various ways to operate fusion reactors to achieve the necessary conditions for fusion. Among the most promising approaches involves operating a reactor in high-confinement mode, a regime characterized by the formation of a steep pressure gradient at the plasma's edge that offers enhanced plasma confinement.




However, the high-confinement mode has historically come hand-in-hand with instabilities at the plasma's edge, a challenge that has required fusion researchers to find creative workarounds.

One fix involves using the magnetic coils that surround a fusion reactor to apply magnetic fields to the edge of the plasma, breaking up the structures that might otherwise develop into a full-fledged edge instability. Yet this solution is imperfect: while successful at stabilizing the plasma, applying these magnetic perturbations typically leads to lower overall performance.

"We have a way to control these instabilities, but in turn, we've had to sacrifice performance, which is one of the main motivations for operating in the high-confinement mode in the first place," said Kolemen, who is also a staff research physicist at PPPL.

The performance loss is partly due to the difficulty of optimizing the shape and amplitude of the applied magnetic perturbations, which in turn stems from the computational intensity of existing physics-based optimization approaches. These conventional methods involve a set of complex equations and can take tens of seconds to optimize a single point in time -- far from ideal when plasma behavior can change in mere milliseconds. Consequently, fusion researchers have had to preset the shape and amplitude of the magnetic perturbations ahead of each fusion run, losing the ability to make real-time adjustments.

"In the past, everything has had to be pre-programmed," said co-first author SangKyeun Kim, a staff research scientist at PPPL and former postdoctoral researcher in Kolemen's group. "That limitation has made it difficult to truly optimize the system, because it means that the parameters can't be changed in real time depending on how the conditions of the plasma unfold."

Raising performance by lowering computation time

The Princeton-led team's machine learning approach slashes the computation time from tens of seconds to the millisecond scale, opening the door for real-time optimization. The machine learning model, which is a more efficient surrogate for existing physics-based models, can monitor the plasma's status from one millisecond to the next and alter the amplitude and shape of the magnetic perturbations as needed. This allows the controller to strike a balance between edge burst suppression and high fusion performance, without sacrificing one for the other.




"With our machine learning surrogate model, we reduced the calculation time of a code that we wanted to use by orders of magnitude," said co-first author Ricardo Shousha, a postdoctoral researcher at PPPL and former graduate student in Kolemen's group.

Because their approach is ultimately grounded in physics, the researchers said it would be straightforward to apply to different fusion devices around the world. In their paper, for instance, they demonstrated the success of their approach at both the KSTAR tokamak in South Korea and the DIII-D tokamak in San Diego. At both facilities, which each have a unique set of magnetic coils, the method achieved strong confinement and high fusion performance without harmful plasma edge bursts.

"Some machine learning approaches have been critiqued for being solely data-driven, meaning that they're only as good as the amount of quality data they're trained on," Shousha said. "But since our model is a surrogate of a physics code, and the principles of physics apply equally everywhere, it's easier to extrapolate our work to other contexts."

The team is already working to refine their model to be compatible with other fusion devices, including planned future reactors such as ITER, which is currently under construction.

One active area of work in Kolemen's group involves enhancing their model's predictive capabilities. For instance, the current model still relies on encountering several edge bursts over the course of the optimization process before working effectively, posing unwanted risks to future reactors. If instead the researchers can improve the model's ability to recognize the precursors to these harmful instabilities, it could be possible to optimize the system without encountering a single edge burst.

Kolemen said the current work is yet another example of the potential for AI to overcome longstanding bottlenecks in developing fusion power as a clean energy resource. Previously, researchers led by Kolemen successfully deployed a separate AI controller to predict and avoid another type of plasma instability in real time at the DIII-D tokamak.

"For many of the challenges we have faced with fusion, we've gotten to the point where we know how to approach a solution but have been limited in our ability to implement those solutions by the computational complexity of our traditional tools," said Kolemen. "These machine learning approaches have unlocked new ways of approaching these well-known fusion challenges."
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Unlocking the world around us for next-gen antibiotics | ScienceDaily
An international research team has found almost a million potential sources of antibiotics in the natural world.


						
Research published in the journal Cell by a team including Queensland University of Technology (QUT) computational biologist Associate Professor Luis Pedro Coelho has used machine learning to identify 863,498 promising antimicrobial peptides -- small molecules that can kill or inhibit the growth of infectious microbes.

The findings of the study come with a renewed global focus on combatting antimicrobial resistance (AMR) as humanity contends with the growing number of superbugs resistant to current drugs.

"There is an urgent need for new methods for antibiotic discovery," Professor Coelho, a researcher at the QUT Centre for Microbiome Research, said. The centre studies the structure and function of microbial communities from around the globe.

"It is one of the top public health threats, killing 1.27 million people each year."

Without intervention, it is estimated that AMR could cause up to 10 million deaths per year by 2050.

"Using artificial intelligence to understand and harness the power of the global microbiome will hopefully drive innovative research for better public health outcomes," he said.




The team verified the machine predictions by testing 100 laboratory-made peptides against clinically significant pathogens. They found 79 disrupted bacterial membranes and 63 specifically targeted antibiotic-resistant bacteria such as Staphylococcus aureus and Escherichia coli.

"Moreover, some peptides helped to eliminate infections in mice; two in particular reduced bacteria by up to four orders of magnitude," Professor Coelho said.

In a preclinical model, tested on infected mice, treatment with these peptides produced results similar to the effects of polymyxin B -- a commercially available antibiotic which is used to treat meningitis, pneumonia, sepsis and urinary tract infections.

More than 60,000 metagenomes (a collection of genomes within a specific environment), which together contained the genetic makeup of over one million organisms, were analysed to get these results. They came from sources across the globe including marine and soil environments, and human and animal guts.

The resulting AMPSphere -- a comprehensive database comprising these novel peptides -- has been published as a publicly available, open-access resource for new antibiotic discovery.

Professor Coelho's research was conducted as part of his ARC Future Fellowship through the QUT School of Biomedical Science, in collaboration with the Cesar de la Fuente laboratory at the University of Pennsylvania, Fudan University, the European Molecular Biology Laboratory and APC Microbiome Ireland.
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Largest-ever antibiotic discovery effort uses AI to uncover potential cures in microbial dark matter | ScienceDaily
Almost a century ago, the discovery of antibiotics like penicillin revolutionized medicine by harnessing the natural bacteria-killing abilities of microbes. Today, a new study co-led by researchers at the Perelman School of Medicine at the University of Pennsylvania suggests that natural-product antibiotic discovery is about to accelerate into a new era, powered by artificial intelligence (AI).


						
The study, published in Cell, details how the researchers used a form of AI called machine learning to search for antibiotics in a vast dataset containing the recorded genomes of tens of thousands of bacteria and other primitive organisms. This unprecedented effort yielded nearly one million potential antibiotic compounds, with dozens showing promising activity in initial tests against disease-causing bacteria.

"AI in antibiotic discovery is now a reality and has significantly accelerated our ability to discover new candidate drugs. What once took years can now be achieved in hours using computers" said study co-senior author Cesar de la Fuente, PhD, a Presidential Assistant Professor in Psychiatry, Microbiology, Chemistry, Chemical and Biomolecular Engineering, and Bioengineering.

Nature has always been a good place to look for new medicines, especially antibiotics. Bacteria, ubiquitous on our planet, have evolved numerous antibacterial defenses, often in the form of short proteins ("peptides") that can disrupt bacterial cell membranes and other critical structures. While the discovery of penicillin and other natural-product-derived antibiotics revolutionized medicine, the growing threat of antibiotic resistance has underscored the urgent need for new antimicrobial compounds.

In recent years, de la Fuente and colleagues have pioneered AI-powered searches for antimicrobials. They have identified preclinical candidates in the genomes of contemporary humans, extinct Neanderthals and Denisovans, woolly mammoths, and hundreds of other organisms. One of the lab's primary goals is to mine the world's biological information for useful molecules, including antibiotics.

For this new study, the research team used a machine learning platform to sift through multiple public databases containing microbial genomic data. The analysis covered 87,920 genomes from specific microbes as well as 63,410 mixes of microbial genomes -- "metagenomes" -- from environmental samples. This comprehensive exploration spanned diverse habitats around the planet.

This extensive exploration succeeded in identifying 863,498 candidate antimicrobial peptides, more than 90 percent of which had never been described before. To validate these findings, the researchers synthesized 100 of these peptides and tested them against 11 disease-causing bacterial strains, including antibiotic-resistant strains of E. coli and Staphylococcus aureus.




"Our initial screening revealed that 63 of these 100 candidates completely eradicated the growth of at least one of the pathogens tested, and often multiple strains," de la Fuente said. "In some cases, these molecules were effective against bacteria at very low doses."

Promising results were also observed in preclinical animal models, where some of the potent compounds successfully stopped infections. Further analysis suggested that many of these candidate molecules destroy bacteria by disrupting their outer protective membranes, effectively popping them like balloons.

The identified compounds originated from microbes living in a wide variety of habitats, including human saliva, pig guts, soil and plants, corals, and many other terrestrial and marine organisms. This validates the researchers' broad approach to exploring the world's biological data.

Overall, the findings demonstrate the power of AI in discovering new antibiotics, providing multiple new leads for antibiotic developers, and signaling the start of a promising new era in antibiotic discovery.

The team has published their repository of putative antimicrobial sequences, which they call AMPSphere, which is open access and freely available at https://ampsphere.big-data-biology.org/
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Breaking ground: Could geometry offer a new explanation for why earthquakes happen? | ScienceDaily
Findings published in Nature by a team of Brown-led researchers challenge traditional beliefs about the cause of earthquakes and suggest that it depends not on friction, but on the ways faults are aligned.


						
By taking a close look at the geometrical makeup of rocks where earthquakes originate, researchers at Brown University are adding a new wrinkle to a long-held belief about what causes seismic quakes in the first place.

The work, described in the journal Nature, reveals that the way fault networks are aligned plays a critical role in determining where an earthquake will happen and its strength. The findings challenge the more traditional notion that it is primarily the type of friction happening at these faults that governs whether earthquakes happen or not, and they could improve current understandings of how earthquakes work.

"Our paper paints this very different sort of picture about why earthquakes happen," said Brown geophysicist Victor Tsai, one of the paper's lead authors. "And this has very important implications for where to expect earthquakes versus where to not expect earthquakes, as well as for predicting where the most damaging earthquakes will be."

Fault lines are the visible boundaries on the planet's surface where the rigid plates that make up the Earth's lithosphere brush against each another. Tsai says that for decades, geophysicists have explained earthquakes as happening when stress at faults builds up to the point where the faults rapidly slip or break past each other, releasing pent-up pressure in an action known as stick-slip behavior.

Researchers theorized that the rapid slip and intense ground motions that follow are a result of unstable friction that can happen at the faults. In contrast, the thought is that when friction is stable, the plates then slide against each other slowly without an earthquake. This steady and smooth movement is also known as creep.

"People have been trying to measure these frictional properties, like whether the fault zone has unstable friction or stable friction and then, based on laboratory measurements of that, they try to predict if are you going to have an earthquake there or not," Tsai said. "Our findings suggest that it might be more relevant to look at the geometry of the faults in these fault networks, because it may be the complex geometry of the structures around those boundaries that creates this unstable versus stable behavior."

The geometry to consider includes complexities in the underlying rock structures such as bends, gaps and stepovers. The study is based on mathematical modeling and studying fault zones in California using data from the U.S. Geological Survey's Quaternary Fault Database and from the California Geological Survey.




The research team, which also includes Brown graduate student Jaeseok Lee and Brown geophysicist Greg Hirth, offer a more detailed example to illustrate how earthquakes happen. They say to picture the faults that brush up against each other as having serrated teeth like the edge of a saw. When there are fewer teeth or teeth that are not as sharp, the rocks slide past each other more smoothly, allowing for creep. But when the rock structures in these faults are more complex and jagged, these structures catch on to one another and get stuck. When that happens, they build up pressure and eventually as they pull and push harder and harder, they break, jerking away from each other and leading to earthquakes.

The new study builds on previous work looking at why some earthquakes generate more ground motion compared to other earthquakes in different parts of the world, sometimes even those of similar magnitude. The study showed that blocks colliding inside a fault zone as an earthquake happens contributes significantly to the generation of high-frequency vibrations and sparked the notion that maybe geometrical complexity beneath the surface was also playing a role in where and why earthquakes happen.

Analyzing data from faults in California -- which include the well-known San Andreas fault -- the researchers found that fault zones that have complex geometry underneath, meaning the structures there weren't as aligned, turned out to have stronger ground motions than less geometrically complex fault zones. This also means some of these zones would have stronger earthquakes, others would have weaker ones, and some would have no earthquakes.

The researchers determined this based on the average misalignment of the faults they analyzed. This misalignment ratio measures how closely the faults in a certain region are aligned and all going in the same direction versus going in many different directions. The analysis revealed that fault zones where the faults are more misaligned causes stick-slip episodes in the form of earthquakes. Fault zones where the geometry of the faults were more aligned facilitated smooth fault creep with no earthquakes.

"Understanding how faults behave as a system is essential to grasp why and how earthquakes happen," said Lee, the graduate student who led the work. "Our research indicates that the complexity of fault network geometry is the key factor and establishes meaningful connections between sets of independent observations and integrates them into a novel framework."

The researchers say more work needs to be done to fully validate the model, but this initial work suggests the idea is promising, especially because the alignment or misalignment of faults is easier to measure than fault frictional properties. If valid, the work can one day be weaved into earthquake prediction models.

That remains far off for now as the researchers begin to outline how to build upon the study.

"The most obvious thing that comes next is trying to go beyond California and see how this model holds up," Tsai said. "This is potentially a new way of understanding how earthquakes happen."
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Myelination in the brain may be key to 'learning' opioid addiction | ScienceDaily
Our brains, even in adulthood, continually adapt to what we do, strengthening or weakening neural pathways as we practice new skills or abandon old habits. Now, research by Stanford Medicine scientists has found that a particular type of neuroplasticity, known as adaptive myelination, can also contribute to drug addiction.


						
In adaptive myelination, more active brain circuits gain more myelin -- the fatty insulation that allows electrical signals to travel faster and more efficiently through nerve fibers. Learning to juggle or practicing the piano, for example, gradually increases myelination in the brain circuits involved, optimizing for these abilities.

But the same adaptive myelination that is essential to learning, attention and memory has a dark side. In the new study in mice, researchers found that a single dose of morphine was enough to trigger the steps leading to myelination of dopamine-producing neurons -- part of the brain's reward circuitry -- spurring the mice to seek out more of the drug. When myelination was blocked, the mice made no effort to find more morphine.

The new findings, to be published June 5 in Nature, show how using addictive drugs can drive maladaptive myelination of the brain's reward circuitry, which in turn reinforces drug-seeking behavior.

Myelin matters

"Myelin development does not complete until we're in our late 20s or early 30s, which is kind of fascinating," said Michelle Monje, MD, PhD, the Milan Gambhir Professor in Pediatric Neuro-Oncology and senior author of the study.

Even after such a protracted developmental period, special cells in the brain called oligodendrocytes continue to generate new myelin in some brain regions.




"What we've come to understand over the last decade or so is that myelin, in some parts of the nervous system, is actually plastic and adaptable to experience," Monje said. "The activity of a neuron can regulate the extent to which its axon is myelinated."

Research in neuroplasticity has mostly focused on changes that occur at synapses -- where neurons meet and communicate with each other. Adaptive myelination adds a new layer to how our brains learn from experience.

Much of the foundational knowledge about adaptive myelination has come from Monje's lab. In 2014, her team reported that stimulating the premotor cortex of mice increased the myelination of neurons there and improved limb movement. Subsequent studies by her lab and collaborators have found that mice need adaptive myelination for spatial learning -- to navigate a maze, for example, or to remember a threatening situation.

Reward learning

In the new study, Monje's team wondered whether adaptive myelination was involved in reward learning. The researchers generated a rewarding experience in mice by giving them cocaine or morphine, or by directly stimulating their dopamine-producing neurons using optogenetic techniques.

Within three hours of a single injection of cocaine or morphine or 30 minutes of stimulation, the researchers were surprised to see a proliferation of the specialized stem cells that are destined to become myelin-producing oligodendrocytes. The proliferation was isolated to a brain region known as the ventral tegmental area, which is involved in reward learning and addiction.




"We didn't think one dose of morphine or cocaine would do anything," said Belgin Yalcin, PhD, lead author of the new study and an instructor in neurology and neurological sciences. "But within three hours there was a change. A very mild change, but still a change."

Both the speed and specificity of the changes were unexpected, the researchers said.

When researchers repeated the drug injections or brain stimulation for several days, then examined the mice a month later, they indeed found more oligodendrocytes and more myelinated dopamine-producing cells, with thicker myelin around their axons, again only in the ventral tegmental area.

Even a slight thickening of myelin -- in this case, by several hundred nanometers -- can affect brain function and behavior.

"Details matter in terms of myelin plasticity," Yalcin said. "So little can make such a big difference in conduction velocity and the synchronicity of the circuit."

Potent rewards

To see how the myelination translated into behavior, the researchers placed each mouse in a box where it could move freely between two chambers. In one chamber, the mice received a daily injection of morphine. (The researchers decided to focus on morphine because of its relevance to the opioid epidemic.) After five days, the mice strongly preferred the chamber where they had received the drug and would linger there, hoping for another hit.

The morphine stimulated the mice's reward circuitry (specifically, the dopamine-producing neurons in the ventral tegmental area), increased the myelination of these neurons and tuned their brains for further reward-seeking behavior.

Curiously, when the researchers tested a food reward instead of morphine, the mice did not develop more food-seeking behavior, perhaps because the reward was less potent, the researchers said.

"You might not want your reward circuits to be modified by everyday kinds of rewards," Monje said.

From mice to men

"In the healthy nervous system, adaptive myelination tunes circuit dynamics in a way that supports healthy cognitive functions like learning, memory and attention," Monje said.

But as the new study demonstrates, the process can go awry, enhancing circuits that drive unhealthy behaviors or failing to enhance circuits required for healthy brain function.

In 2022, Monje's lab reported that adaptive myelination could explain why some epileptic seizures worsen over time. The experience of seizures drives more myelination of the circuits involved, allowing faster and more synchronized signaling, which become more frequent and severe seizures. Her team also has found that reduced myelin plasticity contributes to "chemo-fog," the cognitive impairments that often follow cancer treatment.

In the new study, the precise biochemical steps by which a drug reward leads to myelination are not completely clear. The researchers tried bathing oligodendrocyte precursor cells in dishes of morphine or dopamine and determined that neither chemical directly causes proliferation of these cells.

"A future direction would be to understand what exactly these myelin-forming cells are responding to that comes from the activity of dopaminergic neurons," Yalcin said.

They found that a pathway known as BDNF-TrkB signaling is part of the story. When they blocked this pathway, the mice did not generate new oligodendrocytes and did not acquire a preference for the chamber where they received the drug.

"The mice just couldn't learn where they received their morphine reward," Monje said.

Ultimately, a better understanding of adaptive myelination might reveal new strategies to help people recover from opioid addiction. Perhaps the process can be reversed and an addiction unlearned.

"We don't know whether these changes are permanent, but there's reason to believe that they would not be," Monje said. "We think that myelin plasticity is bidirectional -- you can both increase myelination of a circuit and decrease myelination of a circuit."

The study was supported by funding from the Gatsby Charitable Foundation, the Wu Tsai Neurosciences Institute NeuroChoice Initiative, the National Institute of Neurological Disorders and Stroke (grant R01NS092597), the NIH Director's Pioneer Award (DP1NS111132), the National Institute for Drug Abuse (P50DA042012, T32DA035165 and K99DA056573), the National Cancer Institute (P50CA165962, R01CA258384 and U19CA264504), the Robert J. Kleberg, Jr. and Helen C. Kleberg Foundation, Cancer Grand Challenges and Cancer Research UK, a Maternal and Child Health Research Institute at Stanford University Postdoctoral Award, and a Dean's Postdoctoral Fellowship at Stanford University.
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Electrified charcoal 'sponge' can soak up CO2 directly from the air | ScienceDaily
Researchers have developed a low-cost, energy-efficient method for making materials that can capture carbon dioxide directly from the air.


						
Researchers from the University of Cambridge used a method similar to charging a battery to instead charge activated charcoal, which is often used in household water filters.

By charging the charcoal 'sponge' with ions that form reversible bonds with CO2, the researchers found the charged material could successfully capture CO2 directly from the air.

The charged charcoal sponge is also potentially more energy efficient than current carbon capture approaches, since it requires much lower temperatures to remove the captured CO2 so it can be stored. The results are reported in the journal Nature.

"Capturing carbon emissions from the atmosphere is a last resort, but given the scale of the climate emergency, it's something we need to investigate," said Dr Alexander Forse from the Yusuf Hamied Department of Chemistry, who led the research. "The first and most urgent thing we've got to do is reduce carbon emissions worldwide, but greenhouse gas removal is also thought to be necessary to achieve net zero emissions and limit the worst effects of climate change. Realistically, we've got to do everything we can."

Direct air capture, which uses sponge-like materials to remove carbon dioxide from the atmosphere, is one potential approach for carbon capture, but current approaches are expensive, require high temperatures and the use of natural gas, and lack stability.

"Some promising work has been done on using porous materials for carbon capture from the atmosphere," said Forse. "We wanted to see if activated charcoal might be an option, since it's cheap, stable and made at scale."

Activated charcoal is used in many purification applications, such as water filters, but normally it can't capture and hold CO2 from the air. Forse and his colleagues proposed that if activated charcoal could be charged, like a battery, it could be a suitable material for carbon capture.




When charging a battery, charged ions are inserted into one of the battery's electrodes. The researchers hypothesised that charging activated charcoal with chemical compounds called hydroxides would make it suitable for carbon capture, since hydroxides form reversible bonds with CO2.

The team used a battery-like charging process to charge an inexpensive activated charcoal cloth with hydroxide ions. In this process, the cloth essentially acts like an electrode in a battery, and hydroxide ions accumulate in the tiny pores of the charcoal. At the end of the charging process, the charcoal is removed from the "battery," washed and dried.

Tests of the charged charcoal sponge showed that it could successfully capture CO2 directly from the air, thanks to the bonding mechanism of the hydroxides.

"It's a new way to make materials, using a battery-like process," said Forse. "And the rates of CO2 capture are already comparable to incumbent materials. But what's even more promising is this method could be far less energy-intensive, since we don't require high temperatures to collect the CO2 and regenerate the charcoal sponge."

To collect the CO2 from the charcoal so it can be purified and stored, the material is heated to reverse the hydroxide-CO2 bonds. In most materials currently used for CO2 capture from air, the materials need to be heated to temperatures as high as 900degC, often using natural gas. However, the charged charcoal sponges developed by the Cambridge team only require heating to 90-100degC, temperatures that can be achieved using renewable electricity. The materials are heated through resistive heating, which essentially heats them from the inside out, making the process faster and less energy-intensive.

The materials do, however, have limitations that the researchers are now working on. "We are working now to increase the quantity of carbon dioxide that can be captured, and in particular under humid conditions where our performance decreases," said Forse.




The researchers say their approach could be useful in fields beyond carbon capture, since the pores in the charcoal and the ions inserted into them can be fine-tuned to capture a range of molecules.

"This approach was a kind of crazy idea we came up with during the Covid-19 lockdowns, so it's always exciting when these ideas actually work," said Forse. "This approach opens a door to making all kinds of materials for different applications, in a way that's simple and energy-efficient."

A patent has been filed and the research is being commercialised with the support of Cambridge Enterprise, the University's commercialisation arm.

The research was supported in part by the Leverhulme Trust, the Royal Society, the Engineering and Physical Sciences Research Council (EPSRC), part of UK Research and Innovation (UKRI), and the Cambridge Centre for Climate Repair.
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New technique reveals how gene transcription is coordinated in cells | ScienceDaily
The human genome contains about 23,000 genes, but only a fraction of those genes are turned on inside a cell at any given time. The complex network of regulatory elements that controls gene expression includes regions of the genome called enhancers, which are often located far from the genes that they regulate.


						
This distance can make it difficult to map the complex interactions between genes and enhancers. To overcome that, MIT researchers have invented a new technique that allows them to observe the timing of gene and enhancer activation in a cell. When a gene is turned on around the same time as a particular enhancer, it strongly suggests the enhancer is controlling that gene.

Learning more about which enhancers control which genes, in different types of cells, could help researchers identify potential drug targets for genetic disorders. Genomic studies have identified mutations in many non-protein-coding regions that are linked to a variety of diseases. Could these be unknown enhancers?

"When people start using genetic technology to identify regions of chromosomes that have disease information, most of those sites don't correspond to genes. We suspect they correspond to these enhancers, which can be quite distant from a promoter, so it's very important to be able to identify these enhancers," says Phillip Sharp, an MIT Institute Professor Emeritus and member of MIT's Koch Institute for Integrative Cancer Research.

Sharp is the senior author of the new study, which will appear in Nature. MIT Research Assistant D.B. Jay Mahat is the lead author of the paper.

Hunting for eRNA

Less than 2 percent of the human genome consists of protein-coding genes. The rest of the genome includes many elements that control when and how those genes are expressed. Enhancers, which are thought to turn genes on by coming into physical contact with gene promoter regions through transiently forming a complex, were discovered about 45 years ago.




More recently, in 2010, researchers discovered that these enhancers are transcribed into RNA molecules, known as enhancer RNA or eRNA. Scientists suspect that this transcription occurs when the enhancers are actively interacting with their target genes. This raised the possibility that measuring eRNA transcription levels could help researchers determine when an enhancer is active, as well as which genes it's targeting.

"That information is extraordinarily important in understanding how development occurs, and in understanding how cancers change their regulatory programs and activate processes that lead to de-differentiation and metastatic growth," Mahat says.

However, this kind of mapping has proven difficult to perform because eRNA is produced in very small quantities and does not last long in the cell. Additionally, eRNA lacks a modification known as a poly-A tail, which is the "hook" that most techniques use to pull RNA out of a cell.

One way to capture eRNA is to add a nucleotide to cells that halts transcription when incorporated into RNA. These nucleotides also contain a tag called biotin that can be used to fish the RNA out of a cell. However, this current technique only works on large pools of cells and doesn't give information about individual cells.

While brainstorming ideas for new ways to capture eRNA, Mahat and Sharp considered using click chemistry, a technique that can be used to join two molecules together if they are each tagged with "click handles" that can react together.

The researchers designed nucleotides labeled with one click handle, and once these nucleotides are incorporated into growing eRNA strands, the strands can be fished out with a tag containing the complementary handle. This allowed the researchers to capture eRNA and then purify, amplify, and sequence it. Some RNA is lost at each step, but Mahat estimates that they can successfully pull out about 10 percent of the eRNA from a given cell.




Using this technique, the researchers obtained a snapshot of the enhancers and genes that are being actively transcribed at a given time in a cell.

"You want to be able to determine, in every cell, the activation of transcription from regulatory elements and from their corresponding gene. And this has to be done in a single cell because that's where you can detect synchrony or asynchrony between regulatory elements and genes," Mahat says.

Timing of gene expression

Demonstrating their technique in mouse embryonic stem cells, the researchers found that they could calculate approximately when a particular region starts to be transcribed, based on the length of the RNA strand and the speed of the polymerase (the enzyme responsible for transcription) -- that is, how far the polymerase transcribes per second. This allowed them to determine which genes and enhancers were being transcribed around the same time.

The researchers used this approach to determine the timing of the expression of cell cycle genes in more detail than has previously been possible. They were also able to confirm several sets of known gene-enhancer pairs and generated a list of about 50,000 possible enhancer-gene pairs that they can now try to verify.

Learning which enhancers control which genes would prove valuable in developing new treatments for diseases with a genetic basis. Last year, the U.S. Food and Drug Administration approved the first gene therapy treatment for sickle cell anemia, which works by interfering with an enhancer that results in activation of a fetal globin gene, reducing the production of sickled blood cells.

The MIT team is now applying this approach to other types of cells, with a focus on autoimmune diseases. Working with researchers at Boston Children's Hospital, they are exploring immune cell mutations that have been linked to lupus, many of which are found in non-coding regions of the genome.

"It's not clear which genes are affected by these mutations, so we are beginning to tease apart the genes these putative enhancers might be regulating, and in what cell types these enhancers are active," Mahat says. "This is a tool for creating gene-to-enhancer maps, which are fundamental in understanding the biology, and also a foundation for understanding disease."

The findings of this study also offer evidence for a theory that Sharp has recently developed, along with MIT professors Richard Young and Arup Chakraborty, that gene transcription is controlled by membraneless droplets known as condensates. These condensates are made of large clusters of enzymes and RNA, which Sharp suggests may include eRNA produced at enhancer sites.

"We picture that the communication between an enhancer and a promoter is a condensate-type, transient structure, and RNA is part of that. This is an important piece of work in building the understanding of how RNAs from enhancers could be active," he says.
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Major cause of inflammatory bowel disease discovered | ScienceDaily
Researchers at the Francis Crick Institute, working with UCL and Imperial College London, have discovered a new biological pathway that is a principal driver of inflammatory bowel disease (IBD) and related conditions, and which can be targeted using existing drugs.


						
About 5% of the world's population, and one in ten people in the UK1, are currently affected by an autoimmune disease, such as IBD, the umbrella term for Crohn's disease and ulcerative colitis. These diseases are also becoming more common, with over half a million people living with IBD in the UK as of 2022, nearly double the 300,000 previously estimated2.

Despite increasing prevalence, current treatments do not work in every patient and attempts to develop new drugs often fail due to our incomplete understanding of what causes IBD.

In research published in Nature, scientists at the Crick journeyed into a 'gene desert' -- an area of DNA that doesn't code for proteins -- which has previously been linked to IBD and several other autoimmune diseases3.

They found that this gene desert contains an 'enhancer', a section of DNA that is like a volume dial for nearby genes, able to crank up the amount of proteins they make. The team discovered that this particular enhancer was only active in macrophages, a type of immune cell known to be important in IBD, and boosted a gene called ETS2, with higher levels correlating with a higher risk of disease.

Using genetic editing, the scientists showed that ETS2 was essential for almost all inflammatory functions in macrophages, including several that directly contribute to tissue damage in IBD. Strikingly, simply increasing the amount of ETS2 in resting macrophages turned them into inflammatory cells that closely resembled those from IBD patients.

The team also discovered that many other genes previously linked to IBD are part of the ETS2 pathway, providing further evidence that it is a major cause of IBD.




ETS2 as a treatment target 

Specific drugs that block ETS2 don't exist, so the team searched for drugs that might indirectly reduce its activity. They found that MEK inhibitors, drugs already prescribed for other non-inflammatory conditions, were predicted to switch off the inflammatory effects of ETS2.

The researchers then put this to the test, and discovered that these drugs not only reduced inflammation in macrophages, but also in gut samples from patients with IBD.

As MEK inhibitors can have side effects in other organs, the researchers are now working with LifeArc to find ways to deliver MEK inhibitors directly to macrophages.

James Lee, Group Leader of the Genetic Mechanisms of Disease Laboratory at the Crick, and Consultant Gastroenterologist at the Royal Free Hospital and UCL, who led the research, said: "IBD usually develops in young people and can cause severe symptoms that disrupt education, relationships, family life and employment. Better treatments are urgently needed.

"Using genetics as a starting point, we've uncovered a pathway that appears to play a major role in IBD and other inflammatory diseases. Excitingly, we've shown that this can be targeted therapeutically, and we're now working on how to ensure this approach is safe and effective for treating people in the future."

Christina Stankey, PhD student at the Crick, and first author along with Christophe Bourges and Lea-Maxie Haag, said: "IBD and other autoimmune conditions are really complex, with multiple genetic and environmental risk factors, so to find one of the central pathways, and show how this can be switched off with an existing drug, is a massive step forwards."




Volunteer participants from the NIHR BioResource, with and without IBD, provided blood samples that contributed to this research. The research was funded by Crohn's and Colitis UK, the Wellcome Trust, MRC and Cancer Research UK, and the researchers worked with collaborators across the UK and Europe.

Ruth Wakeman, Director of Services, Advocacy and Evidence at Crohn's & Colitis UK said: "Every year, more than 25,000 people are told that they have Inflammatory Bowel Disease. Crohn's and Colitis are complex, lifelong conditions for which there is no cure, but research like this is helping us to answer some of the big questions about what causes them. The more we can understand about Inflammatory Bowel Disease, the more likely we are to be able to help patients live well with these conditions. This research is a really exciting step towards the possibility of a world free from Crohn's and Colitis one day."

Lauren Golightly is 27 years old and was diagnosed with Crohn's Disease in 2018 after experiencing stomach cramps, blood in her poo and irregular bowel habits.

She said: "Crohn's has had a huge impact on my life. I've had a rocky road since diagnosis, with many hospital admissions, several different medications and even surgery to have a temporary stoma bag. One of the hardest things about having Inflammatory Bowel Disease ( IBD) is the uncertainty around it. I still experience flare-ups and can still spend quite a bit of time in hospital. Learning about this research is so exciting and encouraging. I am hopeful this could potentially make a difference for myself and so many other hundreds of thousands of people living with IBD."
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Cooperative proteins help the immune system identify and attack invaders | ScienceDaily
Bacteria, parasites, viruses -- the immune system tackles them all. At the front line of the human immune response are cells called macrophages, which are responsible for correctly identifying intruders and then directing how the entire immune system responds. Researchers at the Salk Institute have now discovered a molecular mechanism that helps macrophages mount a coordinated response tailored to a specific immune challenge.


						
Activating macrophages requires the work of three versions of a protein complex called SWI/SNF: cBAF, ncBAF, and PBAF. Scientists already knew these variants had slightly different structures, but the new findings reveal that these differences have real functional consequences. Salk researchers discovered that each variant plays a distinct role in initiating macrophages' responses to intruders and, consequently, how the immune system regulates inflammation.

By delineating these SWI/SNF variants, the team has revealed new immune system mechanisms that could be targeted with therapeutics to regulate inflammation associated with conditions like sepsis, cytokine storm, COVID-19, and many more.

The findings were published in Immunity on June 5, 2024.

"Macrophages are our first line of defense and the recruiters for adaptive immune cells, so understanding how they work is key to understanding our immune response," says Diana Hargreaves, senior author and associate professor at Salk. "If we can figure out how macrophages tailor their responses to a given immune signal, we'll have a better idea of how we can therapeutically target them to create desirable immune system behaviors."

Macrophages are the first to sense an intruder in the body, so it is their responsibility to accurately identify the intruder and instruct the rest of the immune system's response. To ensure that the correct response is mounted, macrophages require very specific internal signaling.

Each macrophage contains a set of identity-forming instructions encoded in strands of DNA, which are wrapped around protein complexes called histones and then wound into a 3D structure called chromatin. Changes to histones and chromatin impact the identity of a cell, since their modifications can expose or conceal stretches of DNA responsible for the cell's behavior.




The SWI/SNF protein complex was already known to carry out such changes, but it was unclear whether each of the three variants did so in a unique way or led to distinct macrophage behavior. To learn more about the SWI/SNF variants, the researchers observed how macrophages in mice responded to bacterial infection and paid close attention to differences among cBAF, ncBAF, and PBAF activity.

"We found the SWI/SNF variants each serve a unique, important purpose in reorganizing chromatin across the genome and enabling macrophage inflammatory responses," says first author Jingwen Liao, a graduate student in Hargreaves' lab. "This is a major leap in our understanding of how immune systems respond with such a high level of specificity."

When confronted with a bacterial threat, each of the three SWI/SNF variants regulated distinct portions of the macrophages' DNA, producing distinct cellular responses. cBAF remodeled chromatin to promote inflammation, while ncBAF modified histones to stimulate an antiviral response. PBAF also modified histones, but the result of those modifications was less clear than cBAF or ncBAF.

The three acted distinctly and cooperatively to coordinate a complicated immune response that calls on the rest of the immune system to effectively and efficiently rid the body of threats.

"Chronic inflammation is a major cause of mortality across many diseases," says Hargreaves. "When patients succumb to COVID, for example, that's often a product of inflammation. This makes our findings really exciting, because we've found a new way to potentially toggle the immune system's inflammatory pathways to improve outcomes in patients with chronic inflammation."
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Why do 1 in 10 Americans get eczema? Is it too much salt? | ScienceDaily
UCSF Study finds that changes in daily salt intake may explain eczema flares.


						
A high sodium diet may increase the risk of eczema, according to researchers at UC San Francisco (UCSF), who found that eating just one extra gram of sodium per day increases the likelihood of flares by 22%.

Eczema, also known as atopic dermatitis, is a chronic disease that causes dry, itchy skin. It's one of the most common skin conditions, affecting more than 31 million people in the U.S., and one in 10 people will develop it at some point.

It has become increasingly common in recent years, especially in industrialized countries, implicating environmental and lifestyle factors like diet.

Sodium, which most people consume in the form of salt, increases the risk of hypertension and heart disease. And scientists recently discovered that sodium is stored in the skin, where it may play a role in the inflammation in eczema.

Limiting dietary sodium could be an easy way for eczema patients to manage their disease.

"Most Americans eat too much salt and can safely reduce their intake to recommended levels," said Katrina Abuabara, MD, associate professor of dermatology at UCSF and corresponding author of the study, which appears June 5, 2024, in JAMA Dermatology.




"Eczema flares can be difficult for patients to cope with," said Abuabara, who is also associate adjunct professor of epidemiology at the UC Berkeley School of Public Health, "especially when they are unable to anticipate them and don't have recommendations on what they can do to avoid them."

For their cross-sectional study, the researchers analyzed data from more than 215,000 people between 30 and 70 years old from the UK Biobank, which includes urine samples and electronic medical records.

They could tell how much sodium each person was eating from urine samples; and they could see whether people had a diagnosis of atopic dermatitis, as well as the severity, from prescription codes.

They found that each additional gram of sodium excreted in urine over 24 hours was associated with 11% higher odds of an eczema diagnosis; 16% higher odds of having an active case; and 11% higher odds of increased severity.

Then, they looked at 13,000 U.S. adults in the National Health and Nutrition Examination Survey and found that eating just one additional gram a day of sodium -- about half a teaspoon of table salt -- was associated with 22% higher odds that someone would have an active case of eczema.
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Cannabis use common among patients, with most using it to manage a symptom or health condition | ScienceDaily
One in six patients in primary care reported cannabis use, with 35% of those using at levels indicating moderate- to high-risk for cannabis use disorder, new UCLA research finds.


						
The findings, to be published June 5 in JAMA Network Open, suggest that most patients reported using cannabis for symptom management, despite identifying as recreational users, indicating the need for routine cannabis screening. Currently few healthcare systems offer this screening in primary care settings.

"Patients may not tell their primary care providers about their cannabis use, and their doctors may not ask about it," said lead author Dr. Lillian Gelberg, professor of family medicine at the David Geffen School of Medicine at UCLA and of health policy and management at the UCLA Fielding School of Public Health "Not asking patients about their cannabis use results in a missed opportunity for opening up doctor-patient communication regarding use of cannabis generally and for management of their symptoms. "

Thirty-eight states, three US territories and the District of Columbia allow cannabis for medical use, and 24 of these states also permit recreational use. Stigma over cannabis use has fallen likely due to these legal moves. While there has been an increased perception that its use is risk free, cannabis potency has increased.

The U.S. Preventive Services Task Force recommended in 2020 that primary care physicians screen their adult patients for use of cannabis and other substances. The following year the investigators implemented the UCLA universal electronic health record-based, self-administered survey on cannabis use and medical cannabis use. Patients complete this survey as pre-visit screening prior to their primary care visits as sent to them via the Epic patient portal.

The researchers used patients' de-identified electronic health records at UCLA collected from January 2021 to May 2023 to determine the prevalence, correlates and reasons for current cannabis use. The UCLA Health system is one of the few to ask patients to voluntarily complete cannabis use surveys during pre-appointment check-ins. The survey used the WHO Alcohol Substance Involvement Screening Test (ASSIST) to assess cannabis use.

Nearly 176,000 patients completed surveys. Of those, nearly 30,000 (17%) reported cannabis use among whom 35% had results suggesting moderate- to high-risk for a cannabis use disorder, defined as a score of 8 or higher on the screening survey. Among users, 40% used cannabis once or twice in the previous three months, 17% used monthly, 25% used weekly and 19% used it daily or almost daily.




Other findings included:
    	Cannabis use was lowest among people living in the most disadvantaged neighborhoods (14%), yet the risk for disordered use was highest among this group
    	Inhaled modes of cannabis use were as common as ingestion (65.0% and 64.7%), including 29% who vaped
    	47% used cannabis for medical reasons
    	76% used it to manage symptoms such as mental health symptoms or stress (56%), sleep (56%), and pain (37%). Further, most patients who reported using cannabis only for recreational reasons had also used it at some point to manage a symptom.

The study has some limitations. The findings are based on patients' self-reported use and though cannabis is legal in California, some patients may still have been reluctant to disclose using it. Much of the data were from screenings taken during the COVID-19 lockdown, during which cannabis use may have been higher than it might have been otherwise. In addition, the findings may not be applicable to other health systems, particularly in states where cannabis use is still illegal.

However, "given the high rates of cannabis use and medical cannabis use that we found in this large urban healthcare system, it is essential that healthcare systems implement routine screening of all primary care patients," the researchers write. "Integrating screening efforts to include information regarding cannabis use for symptom management could help enhance the identification and documentation of medical cannabis usage, particularly in the healthcare context."

Study co-authors are Dana Beck, PhD, MSN; Julia Koerber, MPH; Whitney N. Akabike, PMP, MSPH; Lawrence Dardick, MD; Clara Lin, MD; Steve Shoptaw, PhD; and Marjan Javanbakht, MPH, PhD.

The study was funded by the University of California Tobacco-Related Disease Research Program (grant #T29IR0277) and the National Institutes of Health National Center for Advancing Translational Science (NCATS) UCLA CTSI (grant #UL1TR001881).
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Father's diet before conception influences children's health | ScienceDaily
Dr. Raffaele Teperino, head of the "Environmental Epigenetics" research group at Helmholtz Munich, along with his research team, has examined the impact of paternal diet on children's health -- specifically, the influence of diet before conception. The researchers focused on special small RNA molecules in sperm, known as mitochondrial tRNA fragments (mt-tsRNAs, see background). These RNAs play a key role in the inheritance of health traits by regulating gene expression.


						
For their study, the researchers used data from the LIFE Child cohort, which includes information from over 3,000 families. The analyses showed that the father's body weight influences the weight of the children and their susceptibility to metabolic diseases. This influence exists independently from other factors such as the mother's weight, the parental genetics, or environmental conditions.

The Father's Diet Influences the Children

To verify the results of their analysis, the research team subsequently conducted experiments with mice. These mice were fed a high-fat diet, meaning food with a higher fat content than a normal diet. This had effects on the reproductive organs of the animals, including the epididymis. The epididymis is the area in the male reproductive system where freshly formed sperm mature. "Our study shows that sperm exposed to a high-fat diet in the mouse epididymis led to offspring with an increased tendency to metabolic diseases," says Raffaele Teperino.

To deepen the findings, the research team conducted additional studies in the laboratory. They created embryos through in-vitro fertilization (fertilization "in a test tube"). When Teperino's team used sperm from mice that had been exposed to a high-fat diet, they found mt-tsRNAs from these sperm in early embryos, significantly influencing gene expression. This, in turn, affects the development and health of the offspring.

"Our hypothesis that acquired phenotypes over the course of life, such as diabetes and obesity, are transmitted via epigenetic mechanisms across generations, is reinforced by this study. Here, epigenetics serves as a molecular link between the environment and the genome, even across generational boundaries. This occurs not only through the maternal line but, as our research results indicate, also through the paternal line," explains Prof. Martin Hrabe de Angelis, co-author of this study and Research Director at Helmholtz Munich.

Preventive Health Care for Men Wishing to Become Fathers

The findings from the researchers at Helmholtz Munich underline the role of paternal health before conception -- and offer new approaches to preventive health care: "Our results suggest that preventive health care for men wishing to become fathers should receive more attention and that programs should be developed for this purpose, especially with regard to diet," says Teperino. "This can reduce the risk of diseases like obesity and diabetes in children."

Background: The Indirect Influence of Fathers

Mitochondria are often referred to as the powerhouses of the cell. They have their own DNA, independent of the DNA in the cell nucleus. This mitochondrial DNA (mt-DNA) produces proteins in the mitochondria via the intermediate mt-RNA and is typically inherited from mothers to offspring. Previously, it was assumed that fathers had no part in the genetic makeup of their offspring's mitochondria. However, recent studies like this one now show that sperm carry fragments of mt-RNA ("mt-tsRNA") into the egg during fertilization. The mt-tsRNAs play a role in epigenetics, regulating gene expression in the early embryo: they can indirectly influence the development and health of the offspring by modifying the activity of certain genes in the mitochondria. Thus, fathers have an important, albeit indirect, influence on the genetic imprinting of mitochondria and thereby on the energy metabolism of their children.
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Preoperative antibiotic treatment in pediatric elbow fracture surgery is not necessary, study suggests | ScienceDaily
Antibiotic treatment prior to surgical repair of a pediatric elbow fracture does not reduce the risk for post-operative infection, according to new findings from a team of researchers and surgeons from the University of Missouri School of Medicine.


						
A humerus bone fracture near the elbow is a common injury among children who fall. The typical surgical approach for repairing pediatric elbow fractures is a procedure called closed reduction percutaneous pinning (CRPP). It involves inserting pins or wires through the skin to promote stability and healing of the bone. CRPP is a minimally invasive, safe and effective procedure, but post-operative infections can occur in a small number of cases. As a result, some physicians will pre-treat the patient with antibiotics hoping to prevent infections from occurring after surgery.

In a recent randomized trial, MU researchers tested whether preoperative, preventative treatment with antibiotics resulted in lower rates of infection following CRPP. What they found was that it didn't matter whether the patient was treated with prophylactic antibiotics or not when it came to rates of post-operative infection.

Sumit Gupta, MD, division chief, Pediatric Orthopaedics and associate professor of orthopaedic surgery at the School of Medicine helped lead the study, which involved 160 patients randomly assigned to either receive pre-surgical antibiotics or a placebo. His team found that the infection rate in those treated with the placebo was only 0.1% higher than in the treatment group. In both groups the infection rate was very low; only 1.2% to 1.3% respectively.

"The evidence suggests there is no need for pre-surgical antibiotic treatment in these types of cases," said Gupta. "As antimicrobial resistance continues to rise, the importance of antibiotic stewardship is essential to preserving the efficacy and benefits of these lifesaving drugs."

The current clinical practice guidelines developed by a joint panel from the American Society of Health-System Pharmacists, the Infectious Diseases Society of America, the Surgical Infection Society, and the Society for Healthcare Epidemiology of America acknowledged that the need for pre-surgical antibiotics is not well established.

"The results of our study provide important data that can be used in the development of new, evidence-based guidelines to aid surgeons in their appropriate use of antibiotics," said Daniel Hoernschemeyer, MD, medical director of Pediatric Procedural Services and associate professor of clinical orthopaedic surgery at the School of Medicine. "It is increasing clear that we should only be using antibiotics to treat infections that are actually occurring."

"Effect of Antibiotic Prophylaxis on Infection Rates in Pediatric Supracondylar Humerus Fractures Treated with Closed Reduction and Percutaneous Pinning: A Prospective Double-Blinded Randomized Controlled Trial" was recently published in the Journal of the American Academy of Orthopaedic Surgeons. In addition to Gupta and Hoernschemeyer, the research team from the University of Missouri included Emily Leary, PhD, director of orthopaedic biostatistics in the Department of Orthopaedic Surgery; Ennio Rizzo Esposito, MD, Rachel Phillips, MD, and Pierre-Emmanuel Schwab, MD, also of the Department of Orthopaedic Surgery.
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'Weird' new planet retained atmosphere despite nearby star's relentless radiation | ScienceDaily
A rare exoplanet that should have been stripped down to bare rock by its nearby host star's intense radiation somehow grew a puffy atmosphere instead -- the latest in a string of discoveries forcing scientists to rethink theories about how planets age and die in extreme environments.


						
Nicknamed "Phoenix" for its ability to survive its red giant star's radiant energy, the newly discovered planet illustrates the vast diversity of solar systems and the complexity of planetary evolution -- especially at the end of stars' lives.

The findings are published in The Astronomical Journal.

"This planet isn't evolving the way we thought it would, it appears to have a much bigger, less dense atmosphere than we expected for these systems," said Sam Grunblatt, a Johns Hopkins University astrophysicist who led the research. "How it held on to that atmosphere despite being so close to such a large host star is the big question."

The new planet belongs to a category of rare worlds called "hot Neptunes" because they share many similarities with the solar system's outermost, frozen giant despite being far closer to their host stars and far hotter. Officially named TIC365102760 b, the latest puffy planet is surprisingly smaller, older, and hotter than scientists thought possible. It is 6.2 times bigger than Earth, completes an orbit around its parent star every 4.2 days, and is about 6 times closer to its star than Mercury is to the Sun.

Because of Phoenix's age and scorching temperatures, coupled with its unexpectedly low density, the process of stripping its atmosphere must have occurred at a slower pace than scientists thought possible, the scientists concluded. They also estimated that the planet is 60 times less dense than the densest "hot Neptune" discovered to date, and that it won't survive more than 100 million years before it begins dying by spiraling into its giant star.

"It's the smallest planet we've ever found around one of these red giants, and probably the lowest mass planet orbiting a [red] giant star we've ever seen," Grunblatt said. "That's why it looks really weird. We don't know why it still has an atmosphere when other 'hot Neptunes' that are much smaller and much denser seem to be losing their atmospheres in much less extreme environments."

Grunblatt and his team were able to gain such insights by devising a new method for fine-tuning data from NASA's Transiting Exoplanet Survey Satellite. The satellite's telescope can spot low-density planets as they dim the brightness of their host stars when passing in front of them. But Grunblatt's team filtered out unwanted light in the images and then combined them with additional measurements from the W.M. Keck Observatory on Hawaii's Maunakea volcano, a facility that tracks the tiny wobbles of stars caused by their orbiting planets.




The findings could help scientists better understand how atmospheres like Earth's might evolve, Grunblatt said. Scientists predict that in a few billion years the sun will expand into a red giant star that will swell up and engulf Earth and the other inner planets.

"We don't understand the late-stage evolution of planetary systems very well," Grunblatt said. "This is telling us that maybe Earth's atmosphere won't evolve exactly how we thought it would."

Puffy planets are often composed of gases, ice, or other lighter materials that make them overall less dense than any planet in the solar system. They are so rare that scientists believe only about 1% of stars have them. Exoplanets like Phoenix are not as commonly discovered because their smaller sizes make them harder to spot than bigger, denser ones, Grunblatt said. That's why his team is searching for more of these smaller worlds. They already have found a dozen potential candidates with their new technique.

"We still have a long way to go in understanding how planetary atmospheres evolve over time," Grunblatt said.

Other authors are: Nicholas Saunders, Daniel Huber, and Ashley Chontos of the University of Hawaii at Manoa; Daniel Thorngren and Kevin Schlaufman of Johns Hopkins University; Shreyas Vissapragada and Stephanie Yoshida of Harvard University; Steven Giacalone, Emma Turtelboom, and Howard Isaacson of the University of California, Berkeley; Mason Macdougall of the University of California, Los Angeles; Corey Beard of the University of California, Irvine; Joseph M. Akana Murphy of the University of California, Santa Cruz; Malena Rice of Yale University; Ruth Angus of the American Museum of Natural History, Flatiron Institute, and Columbia University; and Andrew W. Howard of the California Institute of Technology.

This work was supported by a NASA Keck PI Data Award, administered by the NASA Exoplanet Science Institute. Data from the Keck Observatory came via telescope time allocated to NASA.

The scientists wish to recognize and acknowledge the significant cultural role and reverence that the summit of Maunakea has within the Indigenous Hawaiian community.
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Study reveals how 'forever chemicals' may impact heart health in older women | ScienceDaily
New research from the University of Illinois Urbana-Champaign has linked multiple types of per- and polyfluoroalkyl substances (PFAS, also known as "forever chemicals") with increased risk of cardiovascular diseases in postmenopausal women. Specifically, the study reveals how PFAS chemicals interact with pro-inflammatory pathways in older women, providing potential explanations for the increased risk.


						
"Previous research suggests PFAS exposures may play a role in the development of cardiovascular disease during the menopause transition, but the biological mechanisms were not well understood," said lead study author Alicia Arredondo Eve, a postdoctoral researcher in the Department of Food Science and Human Nutrition (FSHN) in the College of Agricultural, Consumer and Environmental Sciences (ACES) at Illinois. "We focused on specific PFAS chemicals as well as the cardiovascular diseases that are more common in older women."

It's difficult to escape PFAS. The man-made chemicals coat nonstick pans, waterproof clothing, food wrappers, receipts, and many more items we come in contact with daily, not to mention being present in much of our water supply. Some forms -- and there are thousands of chemical variants -- could persist in the environment for hundreds or thousands of years, hence their "forever chemicals" moniker.

Not surprisingly, studies suggest nearly all Americans carry PFAS in their blood and other bodily tissues. But premenopausal women are a little better off. Thanks to childbirth, breastfeeding, and their monthly menstrual cycle, premenopausal women expel more PFAS than men and postmenopausal women. After menstruation stops, PFAS accumulates and can cause problems.

Scientists are still piecing together exactly what PFAS chemicals do in the body, but they appear to disrupt hormone signaling, interfering with normal reproductive and cardiovascular function. Most PFAS studies have focused on men or women during their reproductive years, but Arredondo Eve and co-author Zeynep Madak-Erdogan say postmenopausal women experience unique cardiovascular issues.

Motivated to fill the knowledge gap, the researchers analyzed data and samples from 70 postmenopausal women in Turkey. About a third of the women had been diagnosed with coronary artery disease, the world's leading form of heart disease. Another third had coronary microvascular disease, which is common in postmenopausal women. The remaining third had no sign of heart disease.

All of the samples were tested for the presence and levels of two long-chain "legacy" PFAS (no longer manufactured in the U.S.) -- PFOS and PFOA -- and a newer short-chain PFAS chemical known as PFBS. Next, the researchers used complex machine-learning techniques to analyze the relationships between the PFAS and various blood metabolites and proteins.




"When you have multiple factors and you want to focus on one or two, machine learning techniques are very efficient in reducing that number," said Madak-Erdogan, an associate professor in FSHN. "We found PFOS was closely associated with coronary artery disease, while PFOA was more predictive of coronary microvascular disease."

Further, the two chemicals interacted with proteins and pathways associated with inflammation. Chronic inflammation, triggered by stress, poor diet, infections, or other causes, is a risk factor for both coronary artery and coronary microvascular disease. While interactions with inflammatory pathways weren't a surprise given the diseases in question, an unexpected pattern emerged.

"The PFAS we studied affected the abundance of circulating pro-inflammatory factors differently. We did not expect that," Arredondo Eve said. "PFOA and PFOS aren't that different in terms of their chemical structure. Our results show you can't lump all PFAS together."

Higher levels of PFOA, which predicted coronary microvascular disease, were associated with higher levels of amino acids isoleucine and leucine and higher levels of pro-inflammatory cytokines. On the flipside, higher PFOS, related to coronary artery disease, was associated with lower isoleucine and leucine levels.

In addition to these opposing effects on metabolites, each PFAS was associated with a distinct set of pro-inflammatory proteins. The researchers say further preclinical research is needed to understand the mechanistic basis of these differences.

Ultimately, the study corroborates earlier research linking exposure to PFAS with cardiovascular disease in postmenopausal women, providing hints at how the chemicals interact with pro-inflammatory processes in the body. Unfortunately, the authors say there's not much women can do to get rid of PFAS after they get into the body. Instead, they caution women to avoid prolonged exposure by choosing PFAS-free clothing, cookware, and other materials.

"We need more education as to how we can reduce our exposure to PFAS," Madak-Erdogan said. "There also needs to be more action to regulate and mitigate these chemicals getting into the environment."

The team plans to continue studying the effects of PFAS on women's health.
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Rate of global warming caused by humans at an all-time high, say scientists | ScienceDaily
The second annual Indicators of Global Climate Change report, which is led by the University of Leeds, reveals that human-induced warming has risen to 1.19 degC over the past decade (2014-2023) -- an increase from the 1.14 degC seen in 2013-2022 (set out in last year's report).


						
Looking at 2023 in isolation, warming caused by human activity reached 1.3 degC. This is lower than the total amount of warming we experienced in 2023 (1.43 degC), indicating that natural climate variability, in particular El Nino, also played a role in 2023's record temperatures.

The analysis also shows that the remaining carbon budget -- how much carbon dioxide can be emitted before committing us to 1.5 degC of global warming -- is only around 200 gigatonnes (billion tonnes), around five years' worth of current emissions.

In 2020, the Intergovernmental Panel on Climate Change (IPCC) calculated the remaining carbon budget for 1.5 degC was in the 300 to 900 gigatonnes of carbon dioxide range, with a central estimate of 500. Since then, CO2 emissions and global warming have continued. At the start of 2024, the remaining carbon budget for 1.5 degC stood at 100 to 450 gigatonnes, with a central estimate of 200.

The Indicators of Global Climate Change Project is being coordinated by Professor Piers Forster, Director of the Priestley Centre for Climate Futures at the University of Leeds. He said: "Our analysis shows that the level of global warming caused by human action has continued to increase over the past year, even though climate action has slowed the rise in greenhouse gas emissions. Global temperatures are still heading in the wrong direction and faster than ever before.

"Our analysis is designed to track the long-term trends caused by human activities. Observed temperatures are a product of this long-term trend modulated by shorter-term natural variations. Last year, when observed temperature records were broken, these natural factors were temporarily adding around 10% to the long-term warming."

The warning comes as climate experts meet in Bonn to prepare the ground for the COP29 climate conference which takes place in November in Baku, Azerbaijan.




The authoritative source of scientific information on the state of the climate is the UN's Intergovernmental Panel on Climate Change (IPCC), but as its next major assessment will not happen until around 2027, this creates an "information gap," particularly when climate indicators are changing rapidly.

The new report is accompanied by an open data, open science platform -- the Climate Change Tracker's Indicators of Global Climate Change dashboard which provides easy access to updated information on the key climate indicators.

The latest Indicator report, which is published by more than 50 scientists in the journal Earth System Science Data, also provides new insight into the effects of reductions in sulphur emissions from the global shipping industry. The sulphur has a cooling effect on the climate by directly reflecting sunlight back to space and by helping more reflective clouds to form, but ongoing reductions in those emissions have lessened that effect.

Although this was offset last year by the aerosol emissions from the Canadian wildfires, the report says the longer-term trend nonetheless indicates that the amount of cooling we can expect from aerosol emissions is continuing to decline.

Other key findings:
    	Human-induced warming has risen to 1.19 degC over the past decade (2014-2023) -- an increase from the 1.14 degC seen in 2013-2022 (set out in last year's report).
    	Human-induced warming has been increasing at a rate that is unprecedented in the instrumental record, reaching roughly 0.26 degC per decade over 2014-2023.
    	This high rate of warming is caused by a combination of greenhouse gas emissions being consistently high, equivalent to 53 billion tonnes of CO2 per year, as well as ongoing improvements in air quality, which are reducing the strength of human-caused cooling from particles in the atmosphere.
    	High GHG emission levels are also affecting the Earth's energy balance: ocean buoys and satellites are tracking unprecedented flows of heat into the Earth's oceans, ice caps, soils and atmosphere. This flow of heat is 50% higher than its long-term average.

Professor Forster added: "Fossil fuel emissions are around 70% of all GHG emissions and clearly the main driver of climate change, but other sources of pollution from cement production, farming and deforestation and cuts to the level of sulphur emissions are also contributing to warming.

"Rapidly reducing emissions of greenhouse gases towards net zero will limit the level of global warming we ultimately experience. At the same time, we need to build more resilient societies. The devastation wrought by wildfires, drought, flooding and heat waves the world saw in 2023 must not become the new normal."

It is hoped that the report will play a strong role in informing new Nationally Determined Contributions, the improved climate plans that every country in the world has promised to put forward to the United Nations Framework Convention on Climate Change (UNFCCC) by 2025 to cut emissions and adapt to climate impacts.
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Proton therapy demonstrates advantages in Phase III head and neck cancer trial | ScienceDaily
According to preliminary data from a multi-institution Phase III trial led by researchers at The University of Texas MD Anderson Cancer Center, intensity modulated proton therapy (IMPT) achieved similar clinical outcomes and offered significant patient benefits when compared to traditional intensity modulated radiation therapy (IMRT) as part of chemoradiation treatment for patients with oropharyngeal (head and neck) cancer.


						
The results were presented today at the 2024 American Society of Clinical Oncology (ASCO) Annual Meeting by Steven Frank, M.D., professor of Radiation Oncology and executive director of the Particle Therapy Institute at The University of Texas MD Anderson Cancer Center.

With a median follow-up of three years, the progression-free survival (PFS) rate was 83% and 83.5% for IMPT and IMRT, respectively, and IMPT was statistically non-inferior to IMRT. There was a significant reduction of malnutrition with IMPT, with 24% of patients sustaining their nutrition with less than 5% weight loss during treatment compared with 14% of those receiving IMRT. Additionally, there was a significant reduction of feeding-tube dependence with IMPT at 28%, compared to 42% with IMRT.

"The results of this multi-center Phase III randomized trial provide evidence for IMPT as a new standard-of-care treatment approach for the management of head and neck tumors," Frank said. "This is significant for patients as it represents a curative, de-intensified option compared to traditional radiation therapy."

Proton therapy has both biological and physical advantages over traditional radiation therapy using photons. Unlike photons, protons have mass and can be stopped by the human body. This allows proton radiation to be delivered specifically to the targeted area, limiting the amount that reaches nearby normal tissues. This trial represents the largest randomized Phase III trial to date to investigate proton therapy in comparison to traditional radiation.

The trial enrolled 440 patients at 21 sites in the U.S., with 219 receiving IMRT and 221 receiving IMPT. Patients were stratified based on human papillomavirus (HPV) status, smoking status and whether they had received induction chemotherapy. The primary endpoint of the study was the PFS rate at three years.

"Historically, these kind of large-scale trials to confirm the benefits of proton therapy have been challenging, due in part to relatively few patients having access to proton therapy centers," Frank said." Encouraging results like these demonstrate the benefits of proton therapy and hopefully help pave the way for increased access for patients in need."

This study was funded by grants from the National Institutes of Health (NIH)/National Cancer Institute (NCI) (U19CA021239, R03CA188162, R56DE025248) and Hitachi. Frank reports proton-related grant funding by Hitachi and honoraria fees from Ion Beam Applications S.A. (IBA). He also has non-proton related health care relationships with Boston Scientific (consulting fees), Affirmed Pharma (NIH grant), and C4 Imaging (founder, scientific advisory committee, patents/royalties, ownership interest). 
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Accelerating the R&D of wearable tech: Combining collaborative robotics, AI | ScienceDaily
Engineers at the University of Maryland (UMD) have developed a model that combines machine learning and collaborative robotics to overcome challenges in the design of materials used in wearable green tech.


						
Led by Po-Yen Chen, assistant professor in UMD's Department of Chemical and Biomolecular Engineering, the accelerated method to create aerogel materials used in wearable heating applications -- published June 1 in the journal Nature Communications- could automate design processes for new materials.

Similar to water-based gels, but instead made using air, aerogels are lightweight and porous materials used in thermal insulation and wearable technologies, due to their mechanical strength and flexibility. But despite their seemingly simplistic nature, the aerogel assembly line is complex; researchers rely on time-intensive experiments and experience-based approaches to explore a vast design space and design the materials.

To overcome these challenges, the research team combined robotics, machine learning algorithms, and materials science expertise to enable the accelerated design of aerogels with programmable mechanical and electrical properties. Their prediction model is built to generate sustainable products with a 95 percent accuracy rate.

"Materials science engineers often struggle to adopt machine learning design due to the scarcity of high-quality experimental data. Our workflow, which combines robotics and machine learning, not only enhances data quality and collection rates, but also assists researchers in navigating the complex design space," said Chen.

The team's strong and flexible aerogels were made using conductive titanium nanosheets, as well as naturally occurring components such as cellulose (an organic compound found in plant cells) and gelatin (a collagen-derived protein found in animal tissue and bones).

The team says their tool can also be expanded to meet other applications in aerogel design -- such as green technologies used in oil spill cleanup, sustainable energy storage, and thermal energy products like insulating windows.

"The blending of these approaches is putting us at the frontier of materials design with tailorable complex properties. We foresee leveraging this new scaleup production platform to design aerogels with unique mechanical, thermal, and electrical properties for harsh working environments," said Eleonora Tubaldi, an assistant professor in mechanical engineering and collaborator in the study.

Looking ahead, Chen's group will conduct studies to understand the microstructures responsible for aerogel flexibility and strength properties. His work has been supported by a UMD Grand Challenges Team Project Grant for the programmable design of natural plastic substitutes, jointly awarded to UMD Mechanical Engineering Professor Teng Li.
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        Oral insulin drops offer relief for diabetes patients
        Diabetes rates continue to rise. Scientists have now created a pain-free drug delivery method to help people with diabetes manage the disease and maintain their health more easily. Researchers have developed oral insulin drops that when placed under the tongue are quickly and efficiently absorbed by the body, potentially replacing the need for insulin injections.

      

      
        Scientists identify 'missing piece' required for blood stem cell self-renewal
        Blood stem cells -- key to transplants that are used as life-saving treatments for blood cancers and blood and immune disorders -- have the capacity to self-renew, but quickly lose their ability to do so in a lab dish. Scientists have identified a protein that not only enables blood stem cells to self-renew in a lab dish, but also allows these expanded cells to function effectively after being transplanted into mouse models. The findings could help make blood stem cell transplants available to mo...

      

      
        AIs are irrational, but not in the same way that humans are
        Large Language Models behind popular generative AI platforms like ChatGPT gave different answers when asked to respond to the same reasoning test and didn't improve when given additional context, finds a new study.

      

      
        Blood sausages and yak milk: Bronze Age cuisine of Mongolian nomads unveiled
        Bronze cauldrons were used by the inhabitants of the Mongolian steppe around 2,700 years ago to process animal blood and milk. This is shown by a protein analysis of archaeological finds from this period.

      

      
        New Gene therapy trial shows restored hearing and speech in children born deaf, treated in both ears
        A new clinical trial of five children with inherited deafness found administering gene therapy in both ears led to restored hearing and speech, and additional gains including sound source localization, ability to hear in noisy environments, and for two children, abillity to appreciate music. This is the first trial in the world to treat children with hereditary deafness in both ears with gene therapy. The investigators say their findings warrant larger international trials, and suggest this appro...

      

      
        Babies use 'helpless' infant period to learn powerful foundation models, just like ChatGPT
        Babies' brains are not as immature as previously thought, rather they are using the period of postnatal 'helplessness' to learn powerful foundation models similar to those underpinning generative Artificial Intelligence, according to a new study.

      

      
        Poor quality diet makes our brains sad
        Eating a poor quality diet might lead to brain changes that are associated with depression and anxiety. This is according to a first-of-its-kind study into the brain chemistry and structure, and diet quality of 30 volunteers.

      

      
        AI approach elevates plasma performance and stability across fusion devices
        Fusion researchers have successfully deployed machine learning methods to suppress harmful plasma edge instabilities without sacrificing plasma performance.

      

      
        Breaking ground: Could geometry offer a new explanation for why earthquakes happen?
        Researchers are adding a new wrinkle to a long-held belief about what causes earthquakes in the first place.

      

      
        Myelination in the brain may be key to 'learning' opioid addiction
        Scientists have found that the process of adaptive myelination, which helps the brain learn new skills, can also promote addiction to opioids.

      

      
        Electrified charcoal 'sponge' can soak up CO2 directly from the air
        Researchers have developed a low-cost, energy-efficient method for making materials that can capture carbon dioxide directly from the air. Researchers used a method similar to charging a battery to instead charge activated charcoal, which is often used in household water filters.

      

      
        Father's diet before conception influences children's health
        A recent study provides new insights into how fathers' diets and overweight can affect their children's health even before conception. The findings of the study can help develop preventive health measures for men wishing to become fathers: The healthier the father's diet, the lower the risk for their children to develop obesity or diseases such as diabetes later in life.

      

      
        'Weird' new planet retained atmosphere despite nearby star's relentless radiation
        A rare exoplanet that should have been stripped down to bare rock by its nearby host star's intense radiation somehow grew a puffy atmosphere instead -- the latest in a string of discoveries forcing scientists to rethink theories about how planets age and die in extreme environments. Nicknamed 'Phoenix' for its ability to survive its red giant star's radiant energy discovered planet illustrates the vast diversity of solar systems and the complexity of planetary evolution -- especially at the end ...

      

      
        Rate of global warming caused by humans at an all-time high, say scientists
        Global warming caused by humans is advancing at 0.26 C per decade -- the highest rate since records began, according to new research by over 50 leading international scientists.

      

      
        Internet addiction affects the behavior and development of adolescents
        Adolescents with an internet addiction undergo changes in the brain that could lead to additional addictive behavior and tendencies, finds a new study.

      

      
        Giant viruses found on Greenland ice sheet
        Giant viruses found on the Greenland ice sheet probably regulate the growth of snow algae on the ice by infecting them. Knowing how to control these viruses could help us reduce the rate of ice-melt.

      

      
        An anti-inflammatory curbs spread of fungi causing serious blood infections
        Study finds that mesalamine, a common anti-inflammatory drug, can fight the fungus Candida albicans in the gut, potentially preventing the risk of invasive candidiasis in patients with blood cancers.

      

      
        Study reveals high rate of drowsy driving by teens
        A new study found that drowsy driving by teenagers is a common threat to public safety on U.S. roadways.

      

      
        Using AI to decode dog vocalizations
        Have you ever wished you could understand what your dog is trying to say to you? Researchers are exploring the possibilities of AI, developing tools that can identify whether a dog's bark conveys playfulness or aggression.

      

      
        Human activity contributed to woolly rhinoceros' extinction
        Researchers have discovered sustained hunting by humans prevented the woolly rhinoceros from accessing favourable habitats as Earth warmed following the Last Ice Age.

      

      
        Summer droughts in Northern hemisphere increasingly likely as seasonal streamflows change
        Declining snowfall is changing the seasonal patterns of streamflow throughout the Northern hemisphere boosting chances of water shortages in the summer, scientists have found.

      

      
        Some countries could meet their total electricity needs from floating solar panels
        Floating solar photovoltaic panels could supply all the electricity needs of some countries, new research has shown. The researchers calculated the daily electrical output for floating photovoltaics (FPV) on nearly 68,000 lakes and reservoirs around the world, using available climate data for each location.

      

      
        Population shifts, risk factors may triple U.S. cardiovascular disease costs by 2050
        Driven by an older, more diverse population, along with a significant increase in risk factors including high blood pressure and obesity, total costs related to cardiovascular disease (CVD) conditions are likely to triple by 2050, according to recent projections. At least 6 in 10 U.S. adults (61%), more than 184 million people, are expected to have some type of CVD within the next 30 years, reflecting a disease prevalence that will have a $1.8 trillion price tag in direct and indirect costs.

      

      
        Gigantic Jurassic pterosaur fossil unearthed in Oxfordshire, UK
        A team of palaeontologists has discovered a fossil of a gigantic flying reptile from the Jurassic period with an estimated wingspan of more than three metres -- making it one of the largest pterosaurs ever found from that era.

      

      
        A technique for more effective multipurpose robots
        MIT researchers developed a technique to combine robotics training data across domains, modalities, and tasks using generative AI models. They create a combined strategy from several different datasets that enables a robot to learn to perform new tasks in unseen environments.

      

      
        Altered carbon points toward sustainable manufacturing
        Researchers develop a vastly more productive way to convert carbon dioxide into useful materials and compounds.

      

      
        The embryo assembles itself
        Biological processes depend on puzzle pieces coming together and interacting. Under specific conditions, these interactions can create something new without external input. This is called self-organization, as seen in a school of fish or a flock of birds. Interestingly, the mammalian embryo develops similarly. Scientists now introduce a mathematical framework that analyzes self-organization from a single cell to a multicellular organism.

      

      
        Thawing permafrost: Not a climate tipping element, but nevertheless far-reaching impacts
        Permafrost soils store large quantities of organic carbon and are often portrayed as a critical tipping element in the Earth system, which, once global warming has reached a certain level, suddenly and globally collapses. Yet this image of a ticking timebomb, one that remains relatively quiet until, at a certain level of warming, it goes off, is a controversial one among the research community. Based on the scientific data currently available, the image is deceptive, as an international team has ...

      

      
        Groundbreaking progress in quantum physics: How quantum field theories decay and fission
        An international research team has sparked interest in the scientific community with results in quantum physics. In their current study, the researchers reinterpret the Higgs mechanism, which gives elementary particles mass and triggers phase transitions, using the concept of 'magnetic quivers.'

      

      
        Crucial shift in River Nile's evolution during ancient Egypt discovered
        Researchers have explored how the River Nile evolved over the past 11,500 years and how changes in its geography could have helped shape the fortunes of ancient Egyptian civilization. Research reveals a major shift in the Nile around four thousand years ago, after which the floodplain in the Nile Valley around Luxor greatly expanded.

      

      
        Fungus breaks down ocean plastic
        A fungus living in the sea can break down the plastic polyethylene, provided it has first been exposed to UV radiation from sunlight. Researchers expect that many more plastic degrading fungi are living in deeper parts of the ocean.

      

      
        Food drove the evolution of giraffes' long neck
        A study explores body proportions of Masai giraffes, lending insight into why giraffes have such long necks and how this trait might have evolved.

      

      
        Fresh findings: Earliest evidence of life-bringing freshwater on Earth
        New research has found evidence that fresh water on Earth, which is essential for life, appeared about four billion years ago -- five hundred million years earlier than previously thought.

      

      
        Kinship and ancestry of the Celts in Baden-Wurttemberg, Germany
        The Celtic culture of the pre-Roman Iron Age in Western and Central Europe has left numerous traces to this day, not least in the form of enormous burial mounds and spectacular archaeological artifacts. Despite this rich legacy, much about this civilization remains hidden from us.

      

      
        How sharks survived a major spike in Earth's temperature
        The sharks we know today as the open ocean's top predators evolved from stubby bottom dwellers during a dramatic episode of global warming millions of years ago.

      

      
        A greener, more effective way to kill termites
        Scientists have discovered a highly effective, nontoxic, and less expensive way to lure hungry termites to their doom.

      

      
        Martian meteorites deliver a trove of information on Red Planet's structure
        Mars has a distinct structure in its mantle and crust with discernible reservoirs, and this is known thanks to meteorites that scientists have analyzed. These results are important for understanding not only how Mars formed and evolved, but also for providing precise data that can inform recent NASA missions like Insight and Perseverance and the Mars Sample Return.

      

      
        Glimpses of a volcanic world: New telescope images of Jupiter's moon Io rival those from spacecraft
        Combining a new imaging instrument with the powerful adaptive optics capabilities of the Large Binocular Telescope, astronomers have captured a volcanic event on Jupiter's moon Io at a resolution never before achieved with Earth-based observations.

      

      
        'Ugly' fossil places extinct saber-toothed cat on Texas coast
        This fossil looks like a lumpy, rounded rock with a couple of exposed teeth that are a little worse for wear, having been submerged and tumbled along the floor of the Gulf of Mexico for thousands of years before washing up on a beach. But when it was X-rayed a doctoral student saw there was more to the fossil that met the eye: a hidden canine tooth that had not yet erupted from the jaw bone. It was just what researchers needed to identify the fossil as belonging to a Homotherium, a genus of large...

      

      
        In the brain at rest, neurons rehearse future experience
        New research sheds light on how individual neurons in the hippocampus of rats stabilize and tune spatial representations during periods of rest following the animals' first time running a maze, offering first proof of neuroplasticity during sleep.

      

      
        Scientists develop most sensitive way to observe single molecules
        A technical achievement marks a significant advance in the burgeoning field of observing individual molecules without the aid of fluorescent labels. While these labels are useful in many applications, they alter molecules in ways that can obscure how they naturally interact with one another. The new label-free method makes the molecules so easy to detect, it is almost as if they had labels.

      

      
        How does 'not' affect what we understand? Scientists find negation mitigates our interpretation of phrases
        When we're told 'This coffee is hot' upon being served a familiar caffeinated beverage at our local diner or cafe, the message is clear. But what about when we're told 'This coffee is not hot'? Does that mean we think it's cold? Or room temperature? Or just warm? A team of scientists has now identified how our brains work to process phrases that include negation (i.e., 'not'), revealing that it mitigates rather than inverts meaning -- in other words, in our minds, negation merely reduces the temp...

      

      
        Medium and mighty: Intermediate-mass black holes can survive in globular clusters
        New research demonstrated a possible formation mechanism of intermediate-mass black holes in globular clusters, star clusters that could contain tens of thousands or even millions of tightly packed stars. The first ever star-by-star massive cluster-formation simulations revealed that sufficiently dense molecular clouds, the 'birthing nests' of star clusters, can give birth to very massive stars that evolve into intermediate-mass black holes.

      

      
        People are altering decomposition rates in waterways
        Humans may be accelerating the rate at which organic matter decomposes in rivers and streams on a global scale, according to a new study. That could pose a threat to biodiversity in waterways around the world and increase the amount of carbon in Earth's atmosphere, potentially exacerbating climate change. The study is the first to combine a global experiment and predictive modeling to illustrate how human impacts to waterways may contribute to the global climate crisis.

      

      
        Historic iceberg surges offer insights on modern climate change
        A great armada entered the North Atlantic, launched from the cold shores of North America. But rather than ships off to war, this force was a fleet of icebergs. And the havoc it wrought was to the ocean current itself. The future of the Atlantic circulation will be determined by a tug-o-war between Greenland's decreasing ice flux and its increasing freshwater runoff.

      

      
        Scientists invent 'living bioelectronics' that can sense and heal skin
        Reaserchers have created a prototype for what they call 'living bioelectronics': a combination of living cells, gel, and electronics that can integrate with living tissue. Tests in mice found that the devices could continuously monitor and improve psoriasis-like symptoms, without irritating skin.

      

      
        Scientists develop visual tool to help people group foods based on their levels of processing
        Scientists studying ultra-processed foods have created a new tool for assessing the rewarding and reinforcing properties of foods that make up 58 percent of calories consumed in the United States. The foods have been linked to a wide range of negative health outcomes.

      

      
        NASA's James Webb Space Telescope finds most distant known galaxy
        Over the last two years, scientists have used NASA's James Webb Space Telescope to explore what astronomers refer to as Cosmic Dawn -- the period in the first few hundred million years after the big bang where the first galaxies were born.

      

      
        Origins of 'Welsh dragons' finally exposed by experts
        A large fossil discovery has helped shed light on the history of dinosaurs in Wales.

      

      
        Local bright spot among melting glaciers: 2000 km of Antarctic ice-covered coastline has been stable for 85 years
        A whaler's forgotten aerial photos from 1937 have given researchers the most detailed picture of the ice evolution in East Antarctica to date. The results show that the ice has remained stable and even grown slightly over almost a century, though scientists observe early signs of weakening. The research offers new insights that enhance predictions of ice changes and sea level rise.
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Oral insulin drops offer relief for diabetes patients | ScienceDaily
Diabetes rates continue to rise, with 11.7 million Canadians living with diabetes or pre-diabetes. At UBC, scientists have created a pain-free drug delivery method to help people with diabetes manage the disease and maintain their health more easily.


						
Researchers at the Li Lab have developed oral insulin drops that when placed under the tongue are quickly and efficiently absorbed by the body, potentially replacing the need for insulin injections.

The drops contain a mixture of insulin and a unique cell-penetrating peptide (CPP) developed by Dr. Shyh-Dar Li and colleagues.

A little help from a peptide guide

"Insulin is a complicated molecule," explains lead researcher Dr. Li, a professor in the faculty of pharmaceutical sciences. "In pill form, it's easily destroyed in the stomach. Insulin also needs to be rapidly available in the blood, but as a large molecule, it cannot get through cells easily on its own." The peptide, sourced from fish byproducts, opens a pathway for insulin to cross over.

Pre-clinical tests showed that insulin with the peptide effectively reaches the bloodstream whereas without the peptide, insulin remains stuck in the inside lining of the mouth.

"Think of it as a guide that helps insulin navigate through a maze to reach the bloodstream quickly. This guide finds the best routes, making it easier for insulin to get where it needs to go," said Dr. Jiamin Wu, a postdoctoral researcher in the Li Lab.




Two versions of the peptide are described in recent articles in the Journal of Controlled Release (here and here). The UBC team is working to license the technology to a commercial partner.

Keeping medications on track

Healthy people get their insulin naturally from the pancreas to regulate glucose after a meal. Diabetes patients cannot produce sufficient insulin and need to get it from an outside source.

Unregulated glucose can be very dangerous, so diabetes patients must monitor their glucose levels and take insulin to lower it when necessary. While injections are the fastest way to get insulin into the blood, patients typically need at least three to four injections per day, which can affect their quality of life. Adherence to this regimen is challenging, and over time this can cause severe complications such as eye, kidney and nerve damage, potentially leading to limb amputations.

"My lab has been working on needle-free insulin alternatives these past three years," said Dr. Li. "We tried nasal sprays before landing on oral drops, which are easy and convenient. Hopefully, the oral drops open up a new possibility for diabetes patients -- making it easier to take their medications and regulate their blood glucose to maintain their health in the long run."

Two inhalable insulin products (Exubera, Afrezza) were approved earlier but the effects were suboptimal and shown to increase the risk of lung cancer development. These products have been withdrawn. Dr. Li aims to achieve rapid, pain-free delivery of insulin without significant side effects. The new needle-free technology is expected to reduce the risk of cross-contamination, needle pricks, accidental infections and unsafe disposal of contaminated needles.
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Scientists identify 'missing piece' required for blood stem cell self-renewal | ScienceDaily
UCLA scientists have identified a protein that plays a critical role in regulating human blood stem cell self-renewal by helping them sense and interpret signals from their environment.


						
The study, published in Nature, brings researchers one step closer to developing methods to expand blood stem cells in a lab dish, which could make life-saving transplants of these cells more available and increase the safety of blood stem cell-based treatments, such as gene therapies.

Blood stem cells, also known as hematopoietic stem cells, have the ability to make copies of themselves via a process called self-renewal, and can differentiate to produce all the blood and immune cells found in the body. For decades, transplants of these cells have been used as life-saving treatments for blood cancers such as leukemia and various other blood and immune disorders.

However, blood stem cell transplants have significant limitations. Finding a compatible donor can be difficult, particularly for people of non-European ancestry, and the number of stem cells available for transplant can be too low to safely treat a person's disease.

These limitations persist because blood stem cells that have been removed from the body and placed in a lab dish quickly lose their ability to self-renew. After decades of research, scientists have come achingly close to solving this problem.

"We've figured out how to produce cells that look just like blood stem cells and have all of their hallmarks, but when these cells are used in transplants, many of them still don't work; there's something missing," said Dr. Hanna Mikkola, senior author of the new study and a member of the Eli and Edythe Broad Center of Regenerative Medicine and Stem Cell Research at UCLA.

To pinpoint the missing piece that prevents these blood stem cell-like cells from being fully functional, Julia Aguade Gorgorio, the paper's first and co-corresponding author, analyzed sequencing data to identify genes that are silenced when blood stem cells are placed in a lab dish. One such gene, MYCT1, which encodes a protein by the same name, stood out as being essential to these cells' self-renewal capacity.




They found that MYCT1 regulates a process called endocytosis, which plays a key role in how blood stem cells take in the signals from their environment that tell them when to self-renew, when to differentiate and when to be quiet.

"When cells perceive a signal, they have to internalize it and process it; MYCT1 controls how fast and how efficiently blood stem cells perceive these signals," said Aguade Gorgorio, an assistant project scientist in the Mikkola lab. "Without this protein, the signals from the cells' environment turn from whispers into screams and the cells become stressed out and dysregulated."

The researchers compare MYCT1 to the sensors in modern cars that monitor all nearby activity and selectively relay the most crucial information to drivers at the right time, aiding decisions like when to safely turn or change lanes. Without MYCT1, blood stem cells resemble anxious drivers who, used to relying on these sensors, suddenly find themselves lost without their guidance.

Next, the researchers used a viral vector to reintroduce MYCT1 to see if its presence could restore blood stem cell self-renewal in a lab dish. Restoration of MYCT1, they found, not only made the blood stem cells less stressed and enabled them to self-renew in culture but also allowed these expanded cells to function effectively after being transplanted into mouse models.

As a next step, the team will investigate why the silencing of the MYCT1 gene occurs, and then, how to prevent this silencing without the use of a viral vector, which would be safer for use in a clinical setting.

"If we can find a way to maintain MYCT1 expression in blood stem cells in culture and after transplant, it will open the door to maximize all these other remarkable advances in the field," said Mikkola, who is a professor of molecular, cell and developmental biology in the UCLA College and a member of the UCLA Health Jonsson Comprehensive Cancer Center. "This would not only make blood stem cell transplants more accessible and effective but also improve the safety and affordability of gene therapies that utilize these cells."

This work was supported by the National Institutes of Health, the Swiss National Science Foundation, the European Molecular Biology Organization, the UCLA Jonsson Cancer Center Foundation, the James B. Pendleton Charitable Trust, the McCarthy Family Foundation, the California Institute for Regenerative Medicine, the UCLA AIDS Institute, the Board of Governors Regenerative Medicine Institute at Cedars-Sinai Medical Center, the Royal Society, the Wellcome Trust and the UCLA Broad Stem Cell Research Center Stem Cell Training Program.
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AIs are irrational, but not in the same way that humans are | ScienceDaily
Large Language Models behind popular generative AI platforms like ChatGPT gave different answers when asked to respond to the same reasoning test and didn't improve when given additional context, finds a new study from researchers at UCL.


						
The study, published in Royal Society Open Science, tested the most advanced Large Language Models (LLMs) using cognitive psychology tests to gauge their capacity for reasoning. The results highlight the importance of understanding how these AIs 'think' before entrusting them with tasks, particularly those involving decision-making.

In recent years, the LLMs that power generative AI apps like ChatGPT have become increasingly sophisticated. Their ability to produce realistic text, images, audio and video has prompted concern about their capacity to steal jobs, influence elections and commit crime.

Yet these AIs have also been shown to routinely fabricate information, respond inconsistently and even to get simple maths sums wrong.

In this study, researchers from UCL systematically analysed whether seven LLMs were capable of rational reasoning. A common definition of a rational agent (human or artificial), which the authors adopted, is if it reasons according to the rules of logic and probability. An irrational agent is one that does not reason according to these rules1.

The LLMs were given a battery of 12 common tests from cognitive psychology to evaluate reasoning, including the Wason task, the Linda problem and the Monty Hall problem2. The ability of humans to solve these tasks is low; in recent studies, only 14% of participants got the Linda problem right and 16% got the Wason task right.

The models exhibited irrationality in many of their answers, such as providing varying responses when asked the same question 10 times. They were prone to making simple mistakes, including basic addition errors and mistaking consonants for vowels, which led them to provide incorrect answers.




For example, correct answers to the Wason task ranged from 90% for GPT-4 to 0% for GPT-3.5 and Google Bard. Llama 2 70b, which answered correctly 10% of the time, mistook the letter K for a vowel and so answered incorrectly.

While most humans would also fail to answer the Wason task correctly, it is unlikely that this would be because they didn't know what a vowel was.

Olivia Macmillan-Scott, first author of the study from UCL Computer Science, said: "Based on the results of our study and other research on Large Language Models, it's safe to say that these models do not 'think' like humans yet.

"That said, the model with the largest dataset, GPT-4, performed a lot better than other models, suggesting that they are improving rapidly. However, it is difficult to say how this particular model reasons because it is a closed system. I suspect there are other tools in use that you wouldn't have found in its predecessor GPT-3.5."

Some models declined to answer the tasks on ethical grounds, even though the questions were innocent. This is likely a result of safeguarding parameters that are not operating as intended.

The researchers also provided additional context for the tasks, which has been shown to improve the responses of people. However, the LLMs tested didn't show any consistent improvement.




Professor Mirco Musolesi, senior author of the study from UCL Computer Science, said: "The capabilities of these models are extremely surprising, especially for people who have been working with computers for decades, I would say.

"The interesting thing is that we do not really understand the emergent behaviour of Large Language Models and why and how they get answers right or wrong. We now have methods for fine-tuning these models, but then a question arises: if we try to fix these problems by teaching the models, do we also impose our own flaws? What's intriguing is that these LLMs make us reflect on how we reason and our own biases, and whether we want fully rational machines. Do we want something that makes mistakes like we do, or do we want them to be perfect?"

The models tested were GPT-4, GPT-3.5, Google Bard, Claude 2, Llama 2 7b, Llama 2 13b and Llama 2 70b.

1 Stein E. (1996). Without Good Reason: The Rationality Debate in Philosophy and Cognitive Science. Clarendon Press.

2 These tasks and their solutions are available online. An example is the Wason task:

The Wason task 

Check the following rule: If there is a vowel on one side of the card, there is an even number on the other side. 

You see four cards now:
    	E
    	K
    	4
    	7

Which of these cards must in any case be turned over to check the rule?

Answer: a) E and d) 7, as these are the only ones that can violate the rule.
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Blood sausages and yak milk: Bronze Age cuisine of Mongolian nomads unveiled | ScienceDaily
Bronze cauldrons were used by the inhabitants of the Mongolian steppe around 2,700 years ago to process animal blood and milk. This is shown by a protein analysis of archaeological finds from this period.


						
Scattered across the Eurasian steppe, archaeologists repeatedly come across metal cauldrons from the Bronze Age during excavations. However, it was previously unclear exactly what they were used for. Now, an international study led by researchers at the University of Basel and published in the journal Scientific Reports reveals their secret: Mongolian nomads collected blood from slaughtered animals, presumably for sausage production, in these cauldrons and may have also fermented milk in them, mainly from yaks.

The research team led by Dr. Shevan Wilkin from the University of Basel carried out extensive protein analyses on two metal cauldrons that were discovered in 2019 by herders in northern Mongolia, along with other artifacts. According to radiocarbon dating, the cauldrons date back to the late Bronze Age, i.e. they were in use around 2,700 years ago.

Animal blood in the diet has a long tradition

In the cauldrons, the researchers identified blood remains from ruminants, mainly sheep and goats. "Various historical accounts of the steppe dwellers claim that they regularly drank blood," explains Dr. Bryan Miller from the University of Michigan, USA, co-author of the study. The new findings now provide a clearer idea of how blood may have been incorporated into the diet of the steppe dwellers.

The researchers suspect that blood was collected in the cauldrons during slaughtering to make blood sausages -- a practice similar to contemporary culinary customs in Mongolia. "These parallels with modern times, together with well-founded historical accounts of diet and slaughtering practices in the region, suggest that the processing of blood was a traditional part of Mongolia's food culture," says study leader Shevan Wilkin. Sausage production was also an important preservation method for other steppe peoples.

Yaks domesticated earlier than thought

In addition to blood proteins, the cauldrons also contained traces of milk, particularly from domestic cattle and yaks. "This shows that yaks were domesticated and milked in Mongolia much earlier than previously assumed," notes Wilkin. The milk might have been fermented in the cauldrons in order to preserve it in the form of yogurt, or it might have been an ingredient in the production of sausages.

"Our discoveries offer insights into the traditions and diet of Bronze Age nomads and shed light on the diverse culinary methods of ancient civilizations," explains Wilkin. In addition to the Universities of Basel and Michigan, experts from the Max Planck Institute for Geoanthropology in Jena and the National Museum of Mongolia were also involved in the research project.
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New Gene therapy trial shows restored hearing and speech in children born deaf, treated in both ears | ScienceDaily
A novel gene therapy designed to target a form of inherited deafness restored hearing function in five children who were treated in both ears. The children also experienced better speech perception and gained the ability to localize and determine the position of sound. The study, the world's first clinical trial to administer a gene therapy to both ears (bilaterally), demonstrates additional benefits than what were observed in the first phase of this trial, published earlier this year, when children were treated in one ear. The research was led by investigators from Mass Eye and Ear (a member of the Mass General Brigham healthcare system) and Eye & ENT Hospital of Fudan University in Shanghai, and findings were published June 5th in Nature Medicine.


						
"The results from these studies are astounding," said study co-senior author Zheng-Yi Chen, DPhil, an associate scientist in the Eaton-Peabody Laboratories at Mass Eye and Ear. "We continue to see the hearing ability of treated children dramatically progress and the new study shows added benefits of the gene therapy when administrated to both ears, including the ability for sound source localization and improvements in speech recognition in noisy environments."

The researchers noted their team's goal was always to treat children in both ears to achieve the ability to hear sound in three dimensions, a capability important for communication and common daily tasks such as driving.

"Restoring hearing in both ears of children who are born deaf can maximize the benefits of hearing recovery," said lead study author Yilai Shu MD, PhD, professor, director of Diagnosis and Treatment Center of Genetic Hearing Loss affiliated with the Eye & ENT Hospital of Fudan University in Shanghai, "These new results show this approach holds great promise and warrant larger international trials."

Over 430 million people around the world are affected by disabling hearing loss, of which congenital deafness constitutes about 26 million of them. Up to 60 percent of childhood deafness is caused by genetic factors. Children with DFNB9 are born with mutations in the OTOF gene that prevent the production of functioning otoferlin protein, which is necessary for the auditory and neural mechanisms underlying hearing.

This new study is the first clinical trial to use bilateral ear gene therapy for treating DFNB9. The new research presents an interim analysis of a single-arm trial of five children with DFNB9 who were observed over either a 13-week or 26-week period at the Eye & ENT Hospital of Fudan University in Shanghai, China. Shu injected functioning copies of the human OTOF transgene carried by adeno-associated virus (AAV) into the inner ears of patients through a specialized, minimally invasive surgery. The first case of bilateral treatment was conducted in July 2023. During follow-up, 36 adverse events were observed, but no dose-limiting toxicity or serious events occurred. All five children showed hearing recovery in both ears, with dramatic improvements in speech perception and sound localization. Two of the children gained an ability to appreciate music, a more complex auditory signal, and were observed dancing to music in videos captured for the study. The trial remains ongoing with participants continuing to be monitored.

In 2022, this research team delivered the first gene therapy in the world for DFNB9 as part of a trial of six patients in China treated in one ear. That trial, which had results published in The Lancet in January 2024, showed five of six children gained improvements in hearing and speech. Shu initially presented the data at the 30th annual congress of European Society of Gene and Cell Therapy (ESGCT) in Brussels, Belgium in October 2023, becoming the first in the world to report clinical data on using gene therapy to restore hearing.




"These results confirm the efficacy of the treatment that we previously reported on and represent a major step in gene therapy for genetic hearing loss," said Shu. Shu trained under Chen for four years as a postdoctoral fellow at Mass Eye and Ear, with their collaboration continuing for more than a decade since he returned to Shanghai.

"Our study strongly supports treating children with DFNB9 in both ears, and our hope is this trial can expand and this approach can also be looked at for deafness caused by other genes or non-genetic causes," added Chen, who is also an associate professor of Otolaryngology-Head and Neck Surgery at Harvard Medical School. "Our ultimate goal is to help people regain hearing no matter how their hearing loss was caused."

Currently, there are no drugs available to treat hereditary deafness, which has made room for novel interventions like gene therapies.

Mass General Brigham's Gene and Cell Therapy Institute is helping to translate scientific discoveries made by researchers into first-in-human clinical trials. Chen and his colleagues are working with the Institute to develop platforms and vectors with good manufacturing practice standards that would enable his team to more easily test this therapeutic approach with other genes in the future.

The authors note that more work is needed to further study and refine the therapy. The bilateral study requires more consideration compared to the unilateral (one-ear) study as operations in both ears, in the course of one surgery, doubles the surgical time. Furthermore, by injecting double doses of AAVs into the body, the immune response is likely to be stronger and the potential for adverse effects could be greater. Looking ahead, more patients as well as a longer follow-up duration are necessary, and continued analysis of gene therapies and cochlear implants in larger randomized trials will be valuable.
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Babies use 'helpless' infant period to learn powerful foundation models, just like ChatGPT | ScienceDaily
Babies' brains are not as immature as previously thought, rather they are using the period of postnatal 'helplessness' to learn powerful foundation models similar to those underpinning generative Artificial Intelligence, according to a new study.


						
The study, led by a Trinity College Dublin neuroscientist and just published in the journal Trends in Cognitive Sciences, finds for the first time that the classic explanation for infant helplessness is not supported by modern brain data.

Compared to many animals, humans are helpless for a long time after birth. Many animals, such as horses and chickens, can walk on the day they are born. This protracted period of helplessness puts human infants at risk and places a huge burden on the parents, but surprisingly has survived evolutionary pressure.

"Since the 1960s scientists have thought that the helplessness exhibited by human babies is due to the constraints of birth. The belief was that with big heads human babies have to be born early, resulting in immature brains and a helpless period that extends up to one year of age. We wanted to find out why human babies were helpless for such a long period," explains Professor Rhodri Cusack, Professor of Cognitive Neuroscience, and lead author of the paper.

The research team comprised Prof. Cusack, who measures development of the infant brain and mind using neuroimaging; Prof. Christine Charvet, Auburn University, USA, who compares brain development across species; and Dr. Marc'Aurelio Ranzato, a senior AI researcher at DeepMind.

"Our study compared brain development across animal species. It drew from a long-standing project, Translating Time, that equates corresponding ages across species to establish that human brains are more mature than many other species at birth," says Prof. Charvet.

The researchers used brain imaging and found that many systems in the human infant's brain are already functioning and processing the rich streams of information from the senses. This contradicts the long-held belief that many infant brain systems are too immature to function.




The team then compared learning in humans with the latest machine learning models, where deep neural networks benefit from a 'helpless' period of pre-training.

In the past, AI models were directly trained on tasks for which they were needed for example a self-driving car was trained to recognise what they see on a road. But now models are initially pre-trained to see patterns within vast quantities of data, without performing any task of importance. The resulting foundation model is subsequently used to learn specific tasks. It has been found this ultimately leads to quicker learning of new tasks and better performance.

"We propose that human infants similarly use the 'helpless' period in infancy to pre-train, learning powerful foundation models, which go on to underpin cognition in later life with high performance and rapid generalisation. This is very similar to the powerful machine learning models that have led to the big breakthroughs in generative AI in recent years, such as OpenAI's ChatGPT or Google's Gemini," Prof. Cusack explained.

The researchers say that future research on how babies learn could well inspire the next generation of AI models.

"Although there have been big breakthroughs in AI, foundation models consume vast quantities of energy and require vastly more data than babies. Understanding how babies learn may inspire the next generation of AI models. The next steps in research would be to directly compare learning in brains and AI," he concluded.
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Poor quality diet makes our brains sad | ScienceDaily
Eating a poor quality diet might lead to brain changes that are associated with depression and anxiety. This is according to a first-of-its-kind study into the brain chemistry and structure, and diet quality of 30 volunteers.


						
Brain scans show changes in neurotransmitters and grey matter volume in people who have a poor diet, versus those who adhere to a Mediterranean style diet, which is considered very healthy. The researchers also found that these changes are associated with rumination, a part of the diagnostic criteria for conditions affecting mental health, such as depression and anxiety.

This research was carried out by the University of Reading, Roehampton University, FrieslandCampina (Netherlands), and Kings College London, and is published in Nutritional Neuroscience.

When someone eats a poor quality diet, there is reduced gamma aminobutyric acid (GABA) and elevated glutamate -- both neurotransmitters, along with reduced grey matter volume -- in the frontal area of their brain. This could explain the association between what we eat, and how we feel.

Dr Piril Hepsomali, University of Reading, said: "We can eat ourselves well! Ultimately, we see that people who have an unhealthy diet -- high in sugar and saturated fat -- have imbalanced excitatory and inhibitory neurotransmission, as well as reduced volume of grey matter in the frontal part of the brain. This part of the brain is involved in mental health issues such as depression and anxiety."

The exact reason that diet affects the brain in this way is still under investigation. It's possible that obesity and dietary patterns that are high in saturated fats cause changes in glutamate and GABA metabolism and neurotransmission, as has been shown in animal studies.

Distinct alterations of the gut microbiome, due to dietary patterns that are high in saturated fats, is thought to have an impact on cell machinery that drives both GABA and glutamate production.




A high saturated fat, high sugar, diet has also been shown to reduce the number of parvalbumin interneurons, which perform the role of delivering GABA to where it is needed.

Unhealthy diets also have an impact on glucose, making blood glucose and insulin higher. This increases glutamate in the brain and plasma, thus reducing GABA production and release. Having a diet high in fat and cholesterol can cause changes in cell membranes that alter the release of neurotransmitters, too.

These changes in brain chemistry might lead to changes in the brain grey matter volume, as observed in this study.

Dr Hepsomali continued: "I would like to note that GABA and glutamate are intimately involved in appetite and food intake, too. Reduced GABA and/or increased glutamate might also be a driving factor in making unhealthy food choices. So, there may be a circular relationship between eating well, having a healthier brain and better mental wellbeing, and making better food choices to eat well."
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AI approach elevates plasma performance and stability across fusion devices | ScienceDaily
Achieving a sustained fusion reaction is a delicate balancing act, requiring a sea of moving parts to come together to maintain a high-performing plasma: one that is dense enough, hot enough, and confined for long enough for fusion to take place.


						
Yet as researchers push the limits of plasma performance, they have encountered new challenges for keeping plasmas under control, including one that involves bursts of energy escaping from the edge of a super-hot plasma. These edge bursts negatively impact overall performance and even damage the plasma-facing components of a reactor over time.

Now, a team of fusion researchers led by engineers at Princeton and the U.S. Department of Energy's Princeton Plasma Physics Laboratory (PPPL) have successfully deployed machine learning methods to suppress these harmful edge instabilities -- without sacrificing plasma performance.

With their approach, which optimizes the system's suppression response in real-time, the research team demonstrated the highest fusion performance without the presence of edge bursts at two different fusion facilities -- each with its own set of operating parameters. The researchers reported their findings on May 11 in Nature Communications, underscoring the vast potential of machine learning and other artificial intelligence systems to quickly quash plasma instabilities.

"Not only did we show our approach was capable of maintaining a high-performing plasma without instabilities, but we also showed that it can work at two different facilities," said research leader Egemen Kolemen, associate professor of mechanical and aerospace engineering and the Andlinger Center for Energy and the Environment. "We demonstrated that our approach is not just effective -- it's versatile as well."

The costs of high-confinement

Researchers have long experimented with various ways to operate fusion reactors to achieve the necessary conditions for fusion. Among the most promising approaches involves operating a reactor in high-confinement mode, a regime characterized by the formation of a steep pressure gradient at the plasma's edge that offers enhanced plasma confinement.




However, the high-confinement mode has historically come hand-in-hand with instabilities at the plasma's edge, a challenge that has required fusion researchers to find creative workarounds.

One fix involves using the magnetic coils that surround a fusion reactor to apply magnetic fields to the edge of the plasma, breaking up the structures that might otherwise develop into a full-fledged edge instability. Yet this solution is imperfect: while successful at stabilizing the plasma, applying these magnetic perturbations typically leads to lower overall performance.

"We have a way to control these instabilities, but in turn, we've had to sacrifice performance, which is one of the main motivations for operating in the high-confinement mode in the first place," said Kolemen, who is also a staff research physicist at PPPL.

The performance loss is partly due to the difficulty of optimizing the shape and amplitude of the applied magnetic perturbations, which in turn stems from the computational intensity of existing physics-based optimization approaches. These conventional methods involve a set of complex equations and can take tens of seconds to optimize a single point in time -- far from ideal when plasma behavior can change in mere milliseconds. Consequently, fusion researchers have had to preset the shape and amplitude of the magnetic perturbations ahead of each fusion run, losing the ability to make real-time adjustments.

"In the past, everything has had to be pre-programmed," said co-first author SangKyeun Kim, a staff research scientist at PPPL and former postdoctoral researcher in Kolemen's group. "That limitation has made it difficult to truly optimize the system, because it means that the parameters can't be changed in real time depending on how the conditions of the plasma unfold."

Raising performance by lowering computation time

The Princeton-led team's machine learning approach slashes the computation time from tens of seconds to the millisecond scale, opening the door for real-time optimization. The machine learning model, which is a more efficient surrogate for existing physics-based models, can monitor the plasma's status from one millisecond to the next and alter the amplitude and shape of the magnetic perturbations as needed. This allows the controller to strike a balance between edge burst suppression and high fusion performance, without sacrificing one for the other.




"With our machine learning surrogate model, we reduced the calculation time of a code that we wanted to use by orders of magnitude," said co-first author Ricardo Shousha, a postdoctoral researcher at PPPL and former graduate student in Kolemen's group.

Because their approach is ultimately grounded in physics, the researchers said it would be straightforward to apply to different fusion devices around the world. In their paper, for instance, they demonstrated the success of their approach at both the KSTAR tokamak in South Korea and the DIII-D tokamak in San Diego. At both facilities, which each have a unique set of magnetic coils, the method achieved strong confinement and high fusion performance without harmful plasma edge bursts.

"Some machine learning approaches have been critiqued for being solely data-driven, meaning that they're only as good as the amount of quality data they're trained on," Shousha said. "But since our model is a surrogate of a physics code, and the principles of physics apply equally everywhere, it's easier to extrapolate our work to other contexts."

The team is already working to refine their model to be compatible with other fusion devices, including planned future reactors such as ITER, which is currently under construction.

One active area of work in Kolemen's group involves enhancing their model's predictive capabilities. For instance, the current model still relies on encountering several edge bursts over the course of the optimization process before working effectively, posing unwanted risks to future reactors. If instead the researchers can improve the model's ability to recognize the precursors to these harmful instabilities, it could be possible to optimize the system without encountering a single edge burst.

Kolemen said the current work is yet another example of the potential for AI to overcome longstanding bottlenecks in developing fusion power as a clean energy resource. Previously, researchers led by Kolemen successfully deployed a separate AI controller to predict and avoid another type of plasma instability in real time at the DIII-D tokamak.

"For many of the challenges we have faced with fusion, we've gotten to the point where we know how to approach a solution but have been limited in our ability to implement those solutions by the computational complexity of our traditional tools," said Kolemen. "These machine learning approaches have unlocked new ways of approaching these well-known fusion challenges."
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Breaking ground: Could geometry offer a new explanation for why earthquakes happen? | ScienceDaily
Findings published in Nature by a team of Brown-led researchers challenge traditional beliefs about the cause of earthquakes and suggest that it depends not on friction, but on the ways faults are aligned.


						
By taking a close look at the geometrical makeup of rocks where earthquakes originate, researchers at Brown University are adding a new wrinkle to a long-held belief about what causes seismic quakes in the first place.

The work, described in the journal Nature, reveals that the way fault networks are aligned plays a critical role in determining where an earthquake will happen and its strength. The findings challenge the more traditional notion that it is primarily the type of friction happening at these faults that governs whether earthquakes happen or not, and they could improve current understandings of how earthquakes work.

"Our paper paints this very different sort of picture about why earthquakes happen," said Brown geophysicist Victor Tsai, one of the paper's lead authors. "And this has very important implications for where to expect earthquakes versus where to not expect earthquakes, as well as for predicting where the most damaging earthquakes will be."

Fault lines are the visible boundaries on the planet's surface where the rigid plates that make up the Earth's lithosphere brush against each another. Tsai says that for decades, geophysicists have explained earthquakes as happening when stress at faults builds up to the point where the faults rapidly slip or break past each other, releasing pent-up pressure in an action known as stick-slip behavior.

Researchers theorized that the rapid slip and intense ground motions that follow are a result of unstable friction that can happen at the faults. In contrast, the thought is that when friction is stable, the plates then slide against each other slowly without an earthquake. This steady and smooth movement is also known as creep.

"People have been trying to measure these frictional properties, like whether the fault zone has unstable friction or stable friction and then, based on laboratory measurements of that, they try to predict if are you going to have an earthquake there or not," Tsai said. "Our findings suggest that it might be more relevant to look at the geometry of the faults in these fault networks, because it may be the complex geometry of the structures around those boundaries that creates this unstable versus stable behavior."

The geometry to consider includes complexities in the underlying rock structures such as bends, gaps and stepovers. The study is based on mathematical modeling and studying fault zones in California using data from the U.S. Geological Survey's Quaternary Fault Database and from the California Geological Survey.




The research team, which also includes Brown graduate student Jaeseok Lee and Brown geophysicist Greg Hirth, offer a more detailed example to illustrate how earthquakes happen. They say to picture the faults that brush up against each other as having serrated teeth like the edge of a saw. When there are fewer teeth or teeth that are not as sharp, the rocks slide past each other more smoothly, allowing for creep. But when the rock structures in these faults are more complex and jagged, these structures catch on to one another and get stuck. When that happens, they build up pressure and eventually as they pull and push harder and harder, they break, jerking away from each other and leading to earthquakes.

The new study builds on previous work looking at why some earthquakes generate more ground motion compared to other earthquakes in different parts of the world, sometimes even those of similar magnitude. The study showed that blocks colliding inside a fault zone as an earthquake happens contributes significantly to the generation of high-frequency vibrations and sparked the notion that maybe geometrical complexity beneath the surface was also playing a role in where and why earthquakes happen.

Analyzing data from faults in California -- which include the well-known San Andreas fault -- the researchers found that fault zones that have complex geometry underneath, meaning the structures there weren't as aligned, turned out to have stronger ground motions than less geometrically complex fault zones. This also means some of these zones would have stronger earthquakes, others would have weaker ones, and some would have no earthquakes.

The researchers determined this based on the average misalignment of the faults they analyzed. This misalignment ratio measures how closely the faults in a certain region are aligned and all going in the same direction versus going in many different directions. The analysis revealed that fault zones where the faults are more misaligned causes stick-slip episodes in the form of earthquakes. Fault zones where the geometry of the faults were more aligned facilitated smooth fault creep with no earthquakes.

"Understanding how faults behave as a system is essential to grasp why and how earthquakes happen," said Lee, the graduate student who led the work. "Our research indicates that the complexity of fault network geometry is the key factor and establishes meaningful connections between sets of independent observations and integrates them into a novel framework."

The researchers say more work needs to be done to fully validate the model, but this initial work suggests the idea is promising, especially because the alignment or misalignment of faults is easier to measure than fault frictional properties. If valid, the work can one day be weaved into earthquake prediction models.

That remains far off for now as the researchers begin to outline how to build upon the study.

"The most obvious thing that comes next is trying to go beyond California and see how this model holds up," Tsai said. "This is potentially a new way of understanding how earthquakes happen."
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Myelination in the brain may be key to 'learning' opioid addiction | ScienceDaily
Our brains, even in adulthood, continually adapt to what we do, strengthening or weakening neural pathways as we practice new skills or abandon old habits. Now, research by Stanford Medicine scientists has found that a particular type of neuroplasticity, known as adaptive myelination, can also contribute to drug addiction.


						
In adaptive myelination, more active brain circuits gain more myelin -- the fatty insulation that allows electrical signals to travel faster and more efficiently through nerve fibers. Learning to juggle or practicing the piano, for example, gradually increases myelination in the brain circuits involved, optimizing for these abilities.

But the same adaptive myelination that is essential to learning, attention and memory has a dark side. In the new study in mice, researchers found that a single dose of morphine was enough to trigger the steps leading to myelination of dopamine-producing neurons -- part of the brain's reward circuitry -- spurring the mice to seek out more of the drug. When myelination was blocked, the mice made no effort to find more morphine.

The new findings, to be published June 5 in Nature, show how using addictive drugs can drive maladaptive myelination of the brain's reward circuitry, which in turn reinforces drug-seeking behavior.

Myelin matters

"Myelin development does not complete until we're in our late 20s or early 30s, which is kind of fascinating," said Michelle Monje, MD, PhD, the Milan Gambhir Professor in Pediatric Neuro-Oncology and senior author of the study.

Even after such a protracted developmental period, special cells in the brain called oligodendrocytes continue to generate new myelin in some brain regions.




"What we've come to understand over the last decade or so is that myelin, in some parts of the nervous system, is actually plastic and adaptable to experience," Monje said. "The activity of a neuron can regulate the extent to which its axon is myelinated."

Research in neuroplasticity has mostly focused on changes that occur at synapses -- where neurons meet and communicate with each other. Adaptive myelination adds a new layer to how our brains learn from experience.

Much of the foundational knowledge about adaptive myelination has come from Monje's lab. In 2014, her team reported that stimulating the premotor cortex of mice increased the myelination of neurons there and improved limb movement. Subsequent studies by her lab and collaborators have found that mice need adaptive myelination for spatial learning -- to navigate a maze, for example, or to remember a threatening situation.

Reward learning

In the new study, Monje's team wondered whether adaptive myelination was involved in reward learning. The researchers generated a rewarding experience in mice by giving them cocaine or morphine, or by directly stimulating their dopamine-producing neurons using optogenetic techniques.

Within three hours of a single injection of cocaine or morphine or 30 minutes of stimulation, the researchers were surprised to see a proliferation of the specialized stem cells that are destined to become myelin-producing oligodendrocytes. The proliferation was isolated to a brain region known as the ventral tegmental area, which is involved in reward learning and addiction.




"We didn't think one dose of morphine or cocaine would do anything," said Belgin Yalcin, PhD, lead author of the new study and an instructor in neurology and neurological sciences. "But within three hours there was a change. A very mild change, but still a change."

Both the speed and specificity of the changes were unexpected, the researchers said.

When researchers repeated the drug injections or brain stimulation for several days, then examined the mice a month later, they indeed found more oligodendrocytes and more myelinated dopamine-producing cells, with thicker myelin around their axons, again only in the ventral tegmental area.

Even a slight thickening of myelin -- in this case, by several hundred nanometers -- can affect brain function and behavior.

"Details matter in terms of myelin plasticity," Yalcin said. "So little can make such a big difference in conduction velocity and the synchronicity of the circuit."

Potent rewards

To see how the myelination translated into behavior, the researchers placed each mouse in a box where it could move freely between two chambers. In one chamber, the mice received a daily injection of morphine. (The researchers decided to focus on morphine because of its relevance to the opioid epidemic.) After five days, the mice strongly preferred the chamber where they had received the drug and would linger there, hoping for another hit.

The morphine stimulated the mice's reward circuitry (specifically, the dopamine-producing neurons in the ventral tegmental area), increased the myelination of these neurons and tuned their brains for further reward-seeking behavior.

Curiously, when the researchers tested a food reward instead of morphine, the mice did not develop more food-seeking behavior, perhaps because the reward was less potent, the researchers said.

"You might not want your reward circuits to be modified by everyday kinds of rewards," Monje said.

From mice to men

"In the healthy nervous system, adaptive myelination tunes circuit dynamics in a way that supports healthy cognitive functions like learning, memory and attention," Monje said.

But as the new study demonstrates, the process can go awry, enhancing circuits that drive unhealthy behaviors or failing to enhance circuits required for healthy brain function.

In 2022, Monje's lab reported that adaptive myelination could explain why some epileptic seizures worsen over time. The experience of seizures drives more myelination of the circuits involved, allowing faster and more synchronized signaling, which become more frequent and severe seizures. Her team also has found that reduced myelin plasticity contributes to "chemo-fog," the cognitive impairments that often follow cancer treatment.

In the new study, the precise biochemical steps by which a drug reward leads to myelination are not completely clear. The researchers tried bathing oligodendrocyte precursor cells in dishes of morphine or dopamine and determined that neither chemical directly causes proliferation of these cells.

"A future direction would be to understand what exactly these myelin-forming cells are responding to that comes from the activity of dopaminergic neurons," Yalcin said.

They found that a pathway known as BDNF-TrkB signaling is part of the story. When they blocked this pathway, the mice did not generate new oligodendrocytes and did not acquire a preference for the chamber where they received the drug.

"The mice just couldn't learn where they received their morphine reward," Monje said.

Ultimately, a better understanding of adaptive myelination might reveal new strategies to help people recover from opioid addiction. Perhaps the process can be reversed and an addiction unlearned.

"We don't know whether these changes are permanent, but there's reason to believe that they would not be," Monje said. "We think that myelin plasticity is bidirectional -- you can both increase myelination of a circuit and decrease myelination of a circuit."

The study was supported by funding from the Gatsby Charitable Foundation, the Wu Tsai Neurosciences Institute NeuroChoice Initiative, the National Institute of Neurological Disorders and Stroke (grant R01NS092597), the NIH Director's Pioneer Award (DP1NS111132), the National Institute for Drug Abuse (P50DA042012, T32DA035165 and K99DA056573), the National Cancer Institute (P50CA165962, R01CA258384 and U19CA264504), the Robert J. Kleberg, Jr. and Helen C. Kleberg Foundation, Cancer Grand Challenges and Cancer Research UK, a Maternal and Child Health Research Institute at Stanford University Postdoctoral Award, and a Dean's Postdoctoral Fellowship at Stanford University.
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Electrified charcoal 'sponge' can soak up CO2 directly from the air | ScienceDaily
Researchers have developed a low-cost, energy-efficient method for making materials that can capture carbon dioxide directly from the air.


						
Researchers from the University of Cambridge used a method similar to charging a battery to instead charge activated charcoal, which is often used in household water filters.

By charging the charcoal 'sponge' with ions that form reversible bonds with CO2, the researchers found the charged material could successfully capture CO2 directly from the air.

The charged charcoal sponge is also potentially more energy efficient than current carbon capture approaches, since it requires much lower temperatures to remove the captured CO2 so it can be stored. The results are reported in the journal Nature.

"Capturing carbon emissions from the atmosphere is a last resort, but given the scale of the climate emergency, it's something we need to investigate," said Dr Alexander Forse from the Yusuf Hamied Department of Chemistry, who led the research. "The first and most urgent thing we've got to do is reduce carbon emissions worldwide, but greenhouse gas removal is also thought to be necessary to achieve net zero emissions and limit the worst effects of climate change. Realistically, we've got to do everything we can."

Direct air capture, which uses sponge-like materials to remove carbon dioxide from the atmosphere, is one potential approach for carbon capture, but current approaches are expensive, require high temperatures and the use of natural gas, and lack stability.

"Some promising work has been done on using porous materials for carbon capture from the atmosphere," said Forse. "We wanted to see if activated charcoal might be an option, since it's cheap, stable and made at scale."

Activated charcoal is used in many purification applications, such as water filters, but normally it can't capture and hold CO2 from the air. Forse and his colleagues proposed that if activated charcoal could be charged, like a battery, it could be a suitable material for carbon capture.




When charging a battery, charged ions are inserted into one of the battery's electrodes. The researchers hypothesised that charging activated charcoal with chemical compounds called hydroxides would make it suitable for carbon capture, since hydroxides form reversible bonds with CO2.

The team used a battery-like charging process to charge an inexpensive activated charcoal cloth with hydroxide ions. In this process, the cloth essentially acts like an electrode in a battery, and hydroxide ions accumulate in the tiny pores of the charcoal. At the end of the charging process, the charcoal is removed from the "battery," washed and dried.

Tests of the charged charcoal sponge showed that it could successfully capture CO2 directly from the air, thanks to the bonding mechanism of the hydroxides.

"It's a new way to make materials, using a battery-like process," said Forse. "And the rates of CO2 capture are already comparable to incumbent materials. But what's even more promising is this method could be far less energy-intensive, since we don't require high temperatures to collect the CO2 and regenerate the charcoal sponge."

To collect the CO2 from the charcoal so it can be purified and stored, the material is heated to reverse the hydroxide-CO2 bonds. In most materials currently used for CO2 capture from air, the materials need to be heated to temperatures as high as 900degC, often using natural gas. However, the charged charcoal sponges developed by the Cambridge team only require heating to 90-100degC, temperatures that can be achieved using renewable electricity. The materials are heated through resistive heating, which essentially heats them from the inside out, making the process faster and less energy-intensive.

The materials do, however, have limitations that the researchers are now working on. "We are working now to increase the quantity of carbon dioxide that can be captured, and in particular under humid conditions where our performance decreases," said Forse.




The researchers say their approach could be useful in fields beyond carbon capture, since the pores in the charcoal and the ions inserted into them can be fine-tuned to capture a range of molecules.

"This approach was a kind of crazy idea we came up with during the Covid-19 lockdowns, so it's always exciting when these ideas actually work," said Forse. "This approach opens a door to making all kinds of materials for different applications, in a way that's simple and energy-efficient."

A patent has been filed and the research is being commercialised with the support of Cambridge Enterprise, the University's commercialisation arm.

The research was supported in part by the Leverhulme Trust, the Royal Society, the Engineering and Physical Sciences Research Council (EPSRC), part of UK Research and Innovation (UKRI), and the Cambridge Centre for Climate Repair.
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Father's diet before conception influences children's health | ScienceDaily
Dr. Raffaele Teperino, head of the "Environmental Epigenetics" research group at Helmholtz Munich, along with his research team, has examined the impact of paternal diet on children's health -- specifically, the influence of diet before conception. The researchers focused on special small RNA molecules in sperm, known as mitochondrial tRNA fragments (mt-tsRNAs, see background). These RNAs play a key role in the inheritance of health traits by regulating gene expression.


						
For their study, the researchers used data from the LIFE Child cohort, which includes information from over 3,000 families. The analyses showed that the father's body weight influences the weight of the children and their susceptibility to metabolic diseases. This influence exists independently from other factors such as the mother's weight, the parental genetics, or environmental conditions.

The Father's Diet Influences the Children

To verify the results of their analysis, the research team subsequently conducted experiments with mice. These mice were fed a high-fat diet, meaning food with a higher fat content than a normal diet. This had effects on the reproductive organs of the animals, including the epididymis. The epididymis is the area in the male reproductive system where freshly formed sperm mature. "Our study shows that sperm exposed to a high-fat diet in the mouse epididymis led to offspring with an increased tendency to metabolic diseases," says Raffaele Teperino.

To deepen the findings, the research team conducted additional studies in the laboratory. They created embryos through in-vitro fertilization (fertilization "in a test tube"). When Teperino's team used sperm from mice that had been exposed to a high-fat diet, they found mt-tsRNAs from these sperm in early embryos, significantly influencing gene expression. This, in turn, affects the development and health of the offspring.

"Our hypothesis that acquired phenotypes over the course of life, such as diabetes and obesity, are transmitted via epigenetic mechanisms across generations, is reinforced by this study. Here, epigenetics serves as a molecular link between the environment and the genome, even across generational boundaries. This occurs not only through the maternal line but, as our research results indicate, also through the paternal line," explains Prof. Martin Hrabe de Angelis, co-author of this study and Research Director at Helmholtz Munich.

Preventive Health Care for Men Wishing to Become Fathers

The findings from the researchers at Helmholtz Munich underline the role of paternal health before conception -- and offer new approaches to preventive health care: "Our results suggest that preventive health care for men wishing to become fathers should receive more attention and that programs should be developed for this purpose, especially with regard to diet," says Teperino. "This can reduce the risk of diseases like obesity and diabetes in children."

Background: The Indirect Influence of Fathers

Mitochondria are often referred to as the powerhouses of the cell. They have their own DNA, independent of the DNA in the cell nucleus. This mitochondrial DNA (mt-DNA) produces proteins in the mitochondria via the intermediate mt-RNA and is typically inherited from mothers to offspring. Previously, it was assumed that fathers had no part in the genetic makeup of their offspring's mitochondria. However, recent studies like this one now show that sperm carry fragments of mt-RNA ("mt-tsRNA") into the egg during fertilization. The mt-tsRNAs play a role in epigenetics, regulating gene expression in the early embryo: they can indirectly influence the development and health of the offspring by modifying the activity of certain genes in the mitochondria. Thus, fathers have an important, albeit indirect, influence on the genetic imprinting of mitochondria and thereby on the energy metabolism of their children.
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'Weird' new planet retained atmosphere despite nearby star's relentless radiation | ScienceDaily
A rare exoplanet that should have been stripped down to bare rock by its nearby host star's intense radiation somehow grew a puffy atmosphere instead -- the latest in a string of discoveries forcing scientists to rethink theories about how planets age and die in extreme environments.


						
Nicknamed "Phoenix" for its ability to survive its red giant star's radiant energy, the newly discovered planet illustrates the vast diversity of solar systems and the complexity of planetary evolution -- especially at the end of stars' lives.

The findings are published in The Astronomical Journal.

"This planet isn't evolving the way we thought it would, it appears to have a much bigger, less dense atmosphere than we expected for these systems," said Sam Grunblatt, a Johns Hopkins University astrophysicist who led the research. "How it held on to that atmosphere despite being so close to such a large host star is the big question."

The new planet belongs to a category of rare worlds called "hot Neptunes" because they share many similarities with the solar system's outermost, frozen giant despite being far closer to their host stars and far hotter. Officially named TIC365102760 b, the latest puffy planet is surprisingly smaller, older, and hotter than scientists thought possible. It is 6.2 times bigger than Earth, completes an orbit around its parent star every 4.2 days, and is about 6 times closer to its star than Mercury is to the Sun.

Because of Phoenix's age and scorching temperatures, coupled with its unexpectedly low density, the process of stripping its atmosphere must have occurred at a slower pace than scientists thought possible, the scientists concluded. They also estimated that the planet is 60 times less dense than the densest "hot Neptune" discovered to date, and that it won't survive more than 100 million years before it begins dying by spiraling into its giant star.

"It's the smallest planet we've ever found around one of these red giants, and probably the lowest mass planet orbiting a [red] giant star we've ever seen," Grunblatt said. "That's why it looks really weird. We don't know why it still has an atmosphere when other 'hot Neptunes' that are much smaller and much denser seem to be losing their atmospheres in much less extreme environments."

Grunblatt and his team were able to gain such insights by devising a new method for fine-tuning data from NASA's Transiting Exoplanet Survey Satellite. The satellite's telescope can spot low-density planets as they dim the brightness of their host stars when passing in front of them. But Grunblatt's team filtered out unwanted light in the images and then combined them with additional measurements from the W.M. Keck Observatory on Hawaii's Maunakea volcano, a facility that tracks the tiny wobbles of stars caused by their orbiting planets.




The findings could help scientists better understand how atmospheres like Earth's might evolve, Grunblatt said. Scientists predict that in a few billion years the sun will expand into a red giant star that will swell up and engulf Earth and the other inner planets.

"We don't understand the late-stage evolution of planetary systems very well," Grunblatt said. "This is telling us that maybe Earth's atmosphere won't evolve exactly how we thought it would."

Puffy planets are often composed of gases, ice, or other lighter materials that make them overall less dense than any planet in the solar system. They are so rare that scientists believe only about 1% of stars have them. Exoplanets like Phoenix are not as commonly discovered because their smaller sizes make them harder to spot than bigger, denser ones, Grunblatt said. That's why his team is searching for more of these smaller worlds. They already have found a dozen potential candidates with their new technique.

"We still have a long way to go in understanding how planetary atmospheres evolve over time," Grunblatt said.

Other authors are: Nicholas Saunders, Daniel Huber, and Ashley Chontos of the University of Hawaii at Manoa; Daniel Thorngren and Kevin Schlaufman of Johns Hopkins University; Shreyas Vissapragada and Stephanie Yoshida of Harvard University; Steven Giacalone, Emma Turtelboom, and Howard Isaacson of the University of California, Berkeley; Mason Macdougall of the University of California, Los Angeles; Corey Beard of the University of California, Irvine; Joseph M. Akana Murphy of the University of California, Santa Cruz; Malena Rice of Yale University; Ruth Angus of the American Museum of Natural History, Flatiron Institute, and Columbia University; and Andrew W. Howard of the California Institute of Technology.

This work was supported by a NASA Keck PI Data Award, administered by the NASA Exoplanet Science Institute. Data from the Keck Observatory came via telescope time allocated to NASA.

The scientists wish to recognize and acknowledge the significant cultural role and reverence that the summit of Maunakea has within the Indigenous Hawaiian community.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/06/240605162332.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Rate of global warming caused by humans at an all-time high, say scientists | ScienceDaily
The second annual Indicators of Global Climate Change report, which is led by the University of Leeds, reveals that human-induced warming has risen to 1.19 degC over the past decade (2014-2023) -- an increase from the 1.14 degC seen in 2013-2022 (set out in last year's report).


						
Looking at 2023 in isolation, warming caused by human activity reached 1.3 degC. This is lower than the total amount of warming we experienced in 2023 (1.43 degC), indicating that natural climate variability, in particular El Nino, also played a role in 2023's record temperatures.

The analysis also shows that the remaining carbon budget -- how much carbon dioxide can be emitted before committing us to 1.5 degC of global warming -- is only around 200 gigatonnes (billion tonnes), around five years' worth of current emissions.

In 2020, the Intergovernmental Panel on Climate Change (IPCC) calculated the remaining carbon budget for 1.5 degC was in the 300 to 900 gigatonnes of carbon dioxide range, with a central estimate of 500. Since then, CO2 emissions and global warming have continued. At the start of 2024, the remaining carbon budget for 1.5 degC stood at 100 to 450 gigatonnes, with a central estimate of 200.

The Indicators of Global Climate Change Project is being coordinated by Professor Piers Forster, Director of the Priestley Centre for Climate Futures at the University of Leeds. He said: "Our analysis shows that the level of global warming caused by human action has continued to increase over the past year, even though climate action has slowed the rise in greenhouse gas emissions. Global temperatures are still heading in the wrong direction and faster than ever before.

"Our analysis is designed to track the long-term trends caused by human activities. Observed temperatures are a product of this long-term trend modulated by shorter-term natural variations. Last year, when observed temperature records were broken, these natural factors were temporarily adding around 10% to the long-term warming."

The warning comes as climate experts meet in Bonn to prepare the ground for the COP29 climate conference which takes place in November in Baku, Azerbaijan.




The authoritative source of scientific information on the state of the climate is the UN's Intergovernmental Panel on Climate Change (IPCC), but as its next major assessment will not happen until around 2027, this creates an "information gap," particularly when climate indicators are changing rapidly.

The new report is accompanied by an open data, open science platform -- the Climate Change Tracker's Indicators of Global Climate Change dashboard which provides easy access to updated information on the key climate indicators.

The latest Indicator report, which is published by more than 50 scientists in the journal Earth System Science Data, also provides new insight into the effects of reductions in sulphur emissions from the global shipping industry. The sulphur has a cooling effect on the climate by directly reflecting sunlight back to space and by helping more reflective clouds to form, but ongoing reductions in those emissions have lessened that effect.

Although this was offset last year by the aerosol emissions from the Canadian wildfires, the report says the longer-term trend nonetheless indicates that the amount of cooling we can expect from aerosol emissions is continuing to decline.

Other key findings:
    	Human-induced warming has risen to 1.19 degC over the past decade (2014-2023) -- an increase from the 1.14 degC seen in 2013-2022 (set out in last year's report).
    	Human-induced warming has been increasing at a rate that is unprecedented in the instrumental record, reaching roughly 0.26 degC per decade over 2014-2023.
    	This high rate of warming is caused by a combination of greenhouse gas emissions being consistently high, equivalent to 53 billion tonnes of CO2 per year, as well as ongoing improvements in air quality, which are reducing the strength of human-caused cooling from particles in the atmosphere.
    	High GHG emission levels are also affecting the Earth's energy balance: ocean buoys and satellites are tracking unprecedented flows of heat into the Earth's oceans, ice caps, soils and atmosphere. This flow of heat is 50% higher than its long-term average.

Professor Forster added: "Fossil fuel emissions are around 70% of all GHG emissions and clearly the main driver of climate change, but other sources of pollution from cement production, farming and deforestation and cuts to the level of sulphur emissions are also contributing to warming.

"Rapidly reducing emissions of greenhouse gases towards net zero will limit the level of global warming we ultimately experience. At the same time, we need to build more resilient societies. The devastation wrought by wildfires, drought, flooding and heat waves the world saw in 2023 must not become the new normal."

It is hoped that the report will play a strong role in informing new Nationally Determined Contributions, the improved climate plans that every country in the world has promised to put forward to the United Nations Framework Convention on Climate Change (UNFCCC) by 2025 to cut emissions and adapt to climate impacts.
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Internet addiction affects the behavior and development of adolescents | ScienceDaily
Adolescents with an internet addiction undergo changes in the brain that could lead to additional addictive behaviour and tendencies, finds a new study by UCL researchers.


						
The findings, published in PLOS Mental Health, reviewed 12 articles involving 237 young people aged 10-19 with a formal diagnosis of internet addiction between 2013 and 2023.

Internet addiction has been defined as a person's inability to resist the urge to use the internet, negatively impacting their psychological wellbeing, as well as their social, academic and professional lives.

The studies used functional magnetic resonance imaging (fMRI) to inspect the functional connectivity (how regions of the brain interact with each other) of participants with internet addiction, both while resting and completing a task.

The effects of internet addiction were seen throughout multiple neural networks in the brains of adolescents. There was a mixture of increased and decreased activity in the parts of the brain that are activated when resting (the default mode network).

Meanwhile, there was an overall decrease in the functional connectivity in the parts of the brain involved in active thinking (the executive control network).

These changes were found to lead to addictive behaviours and tendencies in adolescents, as well as behaviour changes associated with intellectual ability, physical coordination, mental health and development.




Lead author, MSc student, Max Chang (UCL Great Ormond Street Institute for Child Health) said: "Adolescence is a crucial developmental stage during which people go through significant changes in their biology, cognition, and personalities. As a result, the brain is particularly vulnerable to internet addiction related urges during this time, such as compulsive internet usage, cravings towards usage of the mouse or keyboard and consuming media.

"The findings from our study show that this can lead to potentially negative behavioural and developmental changes that could impact the lives of adolescents. For example, they may struggle to maintain relationships and social activities, lie about online activity and experience irregular eating and disrupted sleep."

With smartphones and laptops being ever more accessible, internet addiction is a growing problem across the globe. Previous research has shown that people in the UK spend over 24 hours every week online and, of those surveyed, more than half self-reported being addicted to the internet.

Meanwhile, Ofcom found that of the 50 million internet users in the UK, over 60% said their internet usage had a negative effect on their lives -- such as being late or neglecting chores.

Senior author, Irene Lee (UCL Great Ormond Street Institute of Child Health), said: "There is no doubt that the internet has certain advantages. However, when it begins to affect our day-to-day lives, it is a problem.

"We would advise that young people enforce sensible time limits for their daily internet usage and ensure that they are aware of the psychological and social implications of spending too much time online."

Mr Chang added: "We hope our findings will demonstrate how internet addiction alters the connection between the brain networks in adolescence, allowing physicians to screen and treat the onset of internet addiction more effectively.




"Clinicians could potentially prescribe treatment to aim at certain brain regions or suggest psychotherapy or family therapy targeting key symptoms of internet addiction.

"Importantly, parental education on internet addiction is another possible avenue of prevention from a public health standpoint. Parents who are aware of the early signs and onset of internet addiction will more effectively handle screen time, impulsivity, and minimise the risk factors surrounding internet addiction."

Study limitations

Research into the use of fMRI scans to investigate internet addiction is currently limited and the studies had small adolescent samples. They were also primarily from Asian countries. Future research studies should compare results from Western samples to provide more insight on therapeutic intervention.
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Giant viruses found on Greenland ice sheet | ScienceDaily
Every spring when the sun rises in the Arctic after months of darkness, life returns. The polar bears pop up from their winter lairs, the arctic tern soar back from their long journey south and the musk oxen wade north.


						
But the animals are not the only life being reawakened by the spring sun. Algae lying dormant on the ice starts blooming in spring blackening large areas of the ice.

When the ice blackens it's ability to reflect the sun diminishes and this accelerates the melting of the ice. Increased melting exacerbates global warming.

But researchers might have found a way to control the snow algae growth -- and maybe in the long run reduce some of the ice from melting. Living on the ice alongside the algae, postdoc Laura Perini from the Department of Environmental Science at Aarhus University and her colleagues, have found giant viruses.

She suspects that the viruses feed on the snow algae and could work as a natural control mechanism on the algae blooms.

"We don't know a lot about the viruses, but I think they could be useful as a way of alleviating ice melting caused by algal blooms. How specific they are and how efficient it would be, we do not know yet. But by exploring them further, we hope to answer some of those questions," she says.

Bigger than bacteria

Viruses are normally much smaller than bacteria. Regular viruses measure 20-200 nanometers in size, whereas a typical bacteria is 2-3 micrometers. In other words a normal virus is around 1000 times smaller than a bacteria.




That is not the case with giant viruses though.

Giant viruses grow to the size of 2.5 micrometers. That is bigger than most bacteria.

But the giant viruses are not only bigger in size. Their genome is much bigger than regular viruses. Bacteriophages -- virus infecting bacteria -- have between 100,000 and 200,000 letters in their genome. Giant viruses have around 2,500,000.

Never found on the ice before

Giant viruses were first discovered in 1981, when researchers found them in the ocean. These viruses had specialized in infecting green algae in the sea. Later, giant viruses were found in soil on land and even in humans.

But it's the first time that giant viruses have been found living on the surface ice and snow dominated by microalgae, Laura Perini explains.




"We analyzed samples from dark ice, red snow and melting holes (cryoconite). In both the dark ice and red snow we found signatures of active giant viruses. And that is the first time they've been found on surface ice and snow containing a high abundance of pigmented microalgae.

"A few years ago everyone thought this part of the world to be barren and devoid of life. But today we know that several microorganisms live there -- including the giant viruses."

"There's a whole ecosystem surrounding the algae. Besides bacteria, filamentous fungi and yeasts, there are protists eating the algae, different species of fungi parasitizing them and the giant viruses that we found, infecting them.

"In order to understand the biological controls acting on the algal blooms, we need to study these last three groups."

Haven't seen them with the naked eye

Even though the viruses are giant, they can't be seen with the naked eye. Laura Perini hasn't even seen them with a light microscope yet. But she hopes to do so in the future.

"The way we discovered the viruses was by analyzing all the DNA in the samples we took. By sifting through this huge dataset looking for specific marker genes, we found sequences that have high similarity to known giant viruses," she explains.

To make sure that the viral DNA didn't come from long dead microorganisms, but from living and active viruses, they also extracted all the mRNA from the sample.

When the sequences of the DNA that form genes are activated, they are transcribed into single stranded pieces called mRNA. These pieces work as recipes for building the proteins the virus needs. If they are present the virus is alive.

"In the total mRNA sequenced from the samples, we found the same markers as in the total DNA, so we know they have been transcribed. It means that the viruses are living and active on the ice," she says.

DNA and RNA in viruses

At the center of the giant viruses is a cluster of DNA. That DNA contains all the genetic information or recipes needed to create proteins -- the chemical compounds that are doing most of the work in the virus.

But in order to use those recipes, the virus needs to transcribe them from double-stranded DNA to single stranded mRNA.

Normal viruses can't do that. Instead they have strands of RNA floating around in the cell waiting to be activated, when the virus infects an organism and hijacks its cellular production facilities.

Giant viruses can do that themselves which makes them very different from normal viruses.

Whereas DNA from dead viruses can be found in samples, mRNA is broken down much faster. mRNA is therefore an important marker of viral activity. In other words mRNA-recipes of certain proteins show that the viruses are alive and kicking.

Not sure exactly how they work

Because giant viruses are a relatively new discovery not a lot is known about them. In contrast to most other viruses they have a lot of active genes that enable them to repair, replicate, transcribe and translate DNA.

But why that is and exactly what they use it for is not known.

"Which hosts the giant viruses infect, we can't link exactly. Some of them may be infecting protists while others attack the snow algae. We simply can't be sure yet," Laura Perini says.

She's working hard on discovering more about the giant viruses and has more research coming out soon.

"We keep studying the giant viruses to learn more about their interactions and what is exactly is their role in the ecosystem. Later this year we'll release another scientific with some more info on giant viruses infecting a cultivated microalgae thriving on the surface ice of the Greenland Ice Sheet," she concludes.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/06/240604184205.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



An anti-inflammatory curbs spread of fungi causing serious blood infections | ScienceDaily
A team of UC Davis Health researchers discovered that a common anti-inflammatory drug, mesalamine, can replace the work of good bacteria in fighting the nasty fungus Candida albicans in the gut.


						
C. albicans, or candida, is known to cause yeast infections. In some cases, it develops into invasive candidiasis, a potentially fatal infection occurring mostly in patients with compromised immunity.

The researchers found that this fungus can't grow without an oxygen supply. Their study in mice showed that the drug can maintain a low oxygen (hypoxia) environment that prevents fungal bloom in the gut.

Their study appears today in Cell Host & Microbe.

Antibiotic use may lead to fungal bloom in the gut

The team studied how C. albicans colonizes the gut. The fungus, best known for causing vaginal yeast infections, is usually treated with a topical or oral antifungal without serious side effects. It also harmlessly lives in the gut of around 60% of people.

Yet, when the body's immunity goes down due to cancer or chemotherapy, the fungus may grow beyond the colon and spread throughout the body. In such cases, the patient develops invasive candidiasis.




"Invasive candidiasis is a potentially deadly infection with a mortality rate of around 50%. That's even with the best available treatment," explained the study's lead author Andreas Baumler. Baumler is a distinguished professor in the Department of Medical Microbiology and Immunology.

Patients with leukemia and other blood cancers may need to take antibiotics. This use may cause an imbalance in the gut's microbial community. It reduces Clostridia, a group of bacteria that promotes resistance to fungi colonization in the gut. With less Clostridia, C. albicans grows and colonizes in the tract.

"A bloom of C. albicansin the gut during antibiotic therapy is the most common cause of candidemia in people treated for blood cancers," Baumler explained. Candidemia is the presence of fungi or yeast in the blood.

Baumler and his team wanted to understand the factors involved in antibiotic-induced colonization of C. albicans in the gut.

Candida loves simple sugars and oxygen

They first colonized germ-free mice with Candida to see what the fungus consumed to bloom. They realized that Candida really liked simple sugars, similar to those found in high-sugar diets. Then, they tested its growth in a petri dish. They placed Candida with simple sugars in an aerobic (with oxygen) setting, and the fungi bloomed.




"A healthy gut has low oxygen. So, we repeated the test in a hypoxia setting," Baumler said. The fungi didn't grow despite the presence of sugars. This meant oxygen is a necessary condition for Candida growth.

The role of probiotics in preventing fungal growth

The team did a series of experiments that showed antibiotic use reduced Clostridiain the gut. Giving mice probiotics, such as Clostridia, prevented C. albicans from growing in the gut. Yet, probiotics can be killed by antibiotics and cancer therapy. For this reason, probiotics would not help patients with leukemia or other blood cancers.

"Probiotics are often not safe in patients at the highest risk for invasive candidiasis," Baumler said. "Finding a therapy that can function like probiotics but can endure the impact of cancer treatment and antibiotics was important."

Anti-inflammatory drugs as faux-biotics

The team explored 5-aminosalicylic acid (5-ASA) as a safer way to control C. albicansin the gut. 5-ASA, also known as mesalamine, is an anti-inflammatory drug. It is used to treat inflammatory bowel diseases (IBD) like Crohn's disease and ulcerative colitis.

The team tested 5-ASA in mice treated with antibiotics. They found that the drug could replace the work of probiotics by preventing oxygen in the colon and C. albicans from expanding in the gut.

"Limiting oxygen in the gut by replacing the function of good bacteria could be a strategy for reducing invasive candidiasis," Baumler said. "Our study opens a totally new treatment option for fatal fungal infections, especially for patients with cancer. After all, fungi cannot become resistant against hypoxia."

The team proposed the term "faux-biotics" to refer to products, such as 5-ASA, that mimic the function of probiotics like Clostridia.

The first coauthors of the study are Hannah Savage, Derek Bays and Connor Tiffany. The other co-authors are Mariela Gonzalez, Eli Bejarano, Thaynara Carvalho, Zheng Luo, Hugo Masson, Henry Nguyen, Renato Santos, Krystle Reagan and George Thompson of UC Davis.
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Study reveals high rate of drowsy driving by teens | ScienceDaily
A new study to be presented at the SLEEP 2024 annual meeting found that drowsy driving by teenagers is a common threat to public safety on U.S. roadways.


						
Results of the National Sleep Foundation study show that approximately one in six adolescent drivers reported having driven drowsy. Based on these responses, the authors project that 1.7 million teenage drivers have driven drowsy, and more than 400,000 teens drive drowsy at least once per week. The majority of teens pointed to work or school schedules as factors preventing them from getting the sleep they need to drive alert, and teen drivers with jobs were more than twice as likely to have driven drowsy than teens without jobs.

"This is a troubling rate, especially given that teens are new drivers with relatively low opportunity to have engaged in drowsy driving when compared to the lifetime of driving opportunities in adults," said principal investigator Joseph Dzierzewski, who has a doctorate in clinical psychology and is the vice president of research and scientific affairs at the National Sleep Foundation in Washington, D.C.

Additional findings reveal that when asked about the risks associated with drowsy driving, 95% of teens said drowsy driving is extremely or very risky. However, when asked about the likelihood of drunk, drugged, distracted and drowsy driving leading to death or serious injury, drowsy driving was seen as having the lowest risk of death or serious harm.

Formally, the National Sleep Foundation developed and has produced Drowsy Driving Prevention Week(r) since 2007 and recently published a new drowsy driving position statement. The American Academy of Sleep Medicine identifies drowsy driving as a pervasive threat to public health and recommends that states mandate instruction in drowsy driving education as a requirement for driver's education programs, provide comprehensive information about drowsy driving in state curricula and driver's manuals, and include questions related to drowsy driving on driver's license exams. Additionally, the AASM encourages every driver to take responsibility for staying "Awake at the Wheel" by making it a daily priority to get sufficient sleep, refusing to drive when sleep-deprived, recognizing the signs of drowsiness, and pulling off the road to a safe location when sleepy.

The study involved a nationally-representative, probability-based survey of 1,124 U.S. participants aged 13 to 17 years to assess drowsy driving prevalence, frequency and beliefs. Survey respondents reported whether they have ever driven while so tired they had a hard time keeping their eyes open, how often they did so, what kept them from getting the sleep needed to drive alert, and the perceived risks associated with drowsy driving.

With motor vehicle crashes being a leading cause of death among U.S. teenagers, this research sheds light on the increased attention needed for this preventable public health concern.

"Drowsy driving represents an immediate, and potentially tragic, consequence of poor sleep health, residing at the literal intersection of sleep health and public safety," Dzierzewski said.

The research abstract was published recently in an online supplement of the journal Sleep and will be presented Wednesday, June 5, during SLEEP 2024 in Houston. 
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Using AI to decode dog vocalizations | ScienceDaily
Have you ever wished you could understand what your dog is trying to say to you? University of Michigan researchers are exploring the possibilities of AI, developing tools that can identify whether a dog's bark conveys playfulness or aggression.


						
The same models can also glean other information from animal vocalizations, such as the animal's age, breed and sex. A collaboration with Mexico's National Institute of Astrophysics, Optics and Electronics (INAOE) Institute in Puebla, the study finds that AI models originally trained on human speech can be used as a starting point to train new systems that target animal communication.

The results were presented at the Joint International Conference on Computational Linguistics, Language Resources and Evaluation.

"By using speech processing models initially trained on human speech, our research opens a new window into how we can leverage what we built so far in speech processing to start understanding the nuances of dog barks," said Rada Mihalcea, the Janice M. Jenkins Collegiate Professor of Computer Science and Engineering, and director of U-M's AI Laboratory.

"There is so much we don't yet know about the animals that share this world with us. Advances in AI can be used to revolutionize our understanding of animal communication, and our findings suggest that we may not have to start from scratch."

One of the prevailing obstacles to developing AI models that can analyze animal vocalizations is the lack of publicly available data. While there are numerous resources and opportunities for recording human speech, collecting such data from animals is more difficult.

"Animal vocalizations are logistically much harder to solicit and record," said Artem Abzaliev, lead author and U-M doctoral student in computer science and engineering. "They must be passively recorded in the wild or, in the case of domestic pets, with the permission of owners."

Because of this dearth of usable data, techniques for analyzing dog vocalizations have proven difficult to develop, and the ones that do exist are limited by a lack of training material. The researchers overcame these challenges by repurposing an existing model that was originally designed to analyze human speech.




This approach enabled the researchers to tap into robust models that form the backbone of the various voice-enabled technologies we use today, including voice-to-text and language translation. These models are trained to distinguish nuances in human speech, like tone, pitch and accent, and convert this information into a format that a computer can use to identify what words are being said, recognize the individual speaking, and more.

"These models are able to learn and encode the incredibly complex patterns of human language and speech," Abzaliev said. "We wanted to see if we could leverage this ability to discern and interpret dog barks."

The researchers used a dataset of dog vocalizations recorded from 74 dogs of varying breed, age and sex, in a variety of contexts. Humberto Perez-Espinosa, a collaborator at INAOE, led the team who collected the dataset. Abzaliev then used the recordings to modify a machine-learning model -- a type of computer algorithm that identifies patterns in large data sets. The team chose a speech representation model called Wav2Vec2, which was originally trained on human speech data.

With this model, the researchers were able to generate representations of the acoustic data collected from the dogs and interpret these representations. They found that Wav2Vec2 not only succeeded at four classification tasks; it also outperformed other models trained specifically on dog bark data, with accuracy figures up to 70%.

"This is the first time that techniques optimized for human speech have been built upon to help with the decoding of animal communication," Mihalcea said. "Our results show that the sounds and patterns derived from human speech can serve as a foundation for analyzing and understanding the acoustic patterns of other sounds, such as animal vocalizations."

In addition to establishing human speech models as a useful tool in analyzing animal communication -- which could benefit biologists, animal behaviorists and more -- this research has important implications for animal welfare. Understanding the nuances of dog vocalizations could greatly improve how humans interpret and respond to the emotional and physical needs of dogs, thereby enhancing their care and preventing potentially dangerous situations, the researchers said.
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Human activity contributed to woolly rhinoceros' extinction | ScienceDaily
Researchers have discovered sustained hunting by humans prevented the woolly rhinoceros from accessing favourable habitats as Earth warmed following the Last Ice Age.


						
An international team of researchers, led by scientists from the University of Adelaide and University of Copenhagen, used computer modelling to make the discovery, shedding light on an aeons-old mystery.

"Using computer models, fossils and ancient DNA, we traced 52,000 years of population history of the woolly rhinoceros across Eurasia at a resolution not previously considered possible," said lead author Associate Professor Damien Fordham, from the University of Adelaide's Environment Institute.

"This showed that from 30,000 years ago, a combination of cooling temperatures and low but sustained hunting by humans caused the woolly rhinoceros to contract its distribution southward, trapping it in a scattering of isolated and rapidly deteriorating habitats at the end of the Last Ice Age.

"As Earth thawed and temperatures rose, populations of woolly rhinoceros were unable to colonise important new habitats opening up in the north of Eurasia, causing them to destabilise and crash, bringing about their extinction."

An iconic species of megafauna, the woolly rhinoceros had thick skin and long fur, and it once roamed the mammoth step of northern and central Eurasia, before its extinction around 10,000 years ago.

This recent discovery, published in PNAS, contradicts previous research that found humans had no role in the extinction of the woolly rhinoceros -- despite the animal co-occurring with humans for tens of thousands of years prior to its extinction.




"The demographic responses revealed by our analysis were at a much higher resolution to those captured in previous genetic studies," said Professor Eline Lorenzen, from the University of Copenhagen's Globe Institute.

"This allowed us to pinpoint important interactions that woolly rhinoceroses had with humans and document how these changed through space and time. One of these largely overlooked interactions was persistent low levels of hunting by humans, probably for food."

Humans pose a similar environmental threat today. Populations of large animals have been pushed into fragmented and suboptimal habitat ranges due to over hunting and human land-use change.

There were 61 species of large terrestrial herbivores -- weighing more than one tonne -- alive in the late Pleistocene, and only eight of these exist today. Five of those surviving species are rhinoceroses.

"Our findings reveal how climate change and human activities can lead to megafauna extinctions," said Professor David Nogues-Bravo, from the University of Copenhagen, who was a co-author of this study.

"This understanding is crucial for developing conservation strategies to protect currently threatened species, like vulnerable rhinos in Africa and Asia. By studying past extinctions, we can provide valuable lessons for safeguarding Earth's remaining large animals."
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Summer droughts in Northern hemisphere increasingly likely as seasonal streamflows change | ScienceDaily
Declining snowfall is changing the seasonal patterns of streamflow throughout the Northern hemisphere boosting chances of water shortages in the summer, scientists have found.


						
Snowy areas in in the Rocky Mountains of North America, the European Alps and northern Europe are thawing prematurely as the Earth warms. Additionally, seasonal flows in less snowy areas are delayed as warm-season rain arrives later in the year becoming a more dominant source of river flow. Precipitation over winter is reduced.

The findings, published in Nature, suggest a higher risk of summer droughts, which could adversely impact water and food security, ecosystem health, and hydropower generation.

Lead author Dr Ross Woods from the University of Bristol's Faculty of Engineering explained: "Streamflow seasonality affects the temporal distribution of water resources and has wide-ranging implications for ecosystem functioning, food security, and natural hazard management.

"In some places where snowfall is a major component of the water cycle, researchers had previously shown that, with climate warming, less of the precipitation falls as snow, snowpacks were changing, and the associated pulse of river flow generated by that melt water was also changing.

"However, there were conflicting reports about these changes, with some places showing earlier peaks, some not changing, and some were later in the year."

The team analysed climate and river flow data for more than 3000 river basins across the northern hemisphere, from 1950-2020. For each year of data, they calculated the fraction of precipitation falling as snow, the seasonal variation and the seasonal timing of precipitation and river flow. They then compared these seasonality indicators between the two ten-year periods with the highest and lowest snowfall fraction.




Dr Woods continued: "The increased interannual variability of streamflow seasonality implies greater uncertainty in seasonal streamflow patterns, posing challenges for water resource planning and management.

"Water managers need different strategies to adapt to this, depending on their location. Future planning for water infrastructure will need to take account of these changes in seasonal river flow."

As climate warms, seasonal streamflow peaks tend to decrease, so there is more uniform streamflow distribution over a year. The reduction in seasonal variation is mainly driven by a decrease in warm-season streamflow, while cold-season streamflow remains relatively unchanged.

"The timing and seasonal variation of streamflow showed a larger interannual variability during declining snowfall which means planning for more variability between years into the future as climate continues to warm is essential," concluded Dr Woods.

The team now plan to further investigate reasons for consistent reductions in cold season precipitation in warmer winters.
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Some countries could meet their total electricity needs from floating solar panels | ScienceDaily
Floating solar photovoltaic panels could supply all the electricity needs of some countries, new research has shown.


						
The study, by researchers from Bangor and Lancaster Universities and the UK Centre for Ecology & Hydrology, aimed to calculate the global potential for deploying low-carbon floating solar arrays. The researchers calculated the daily electrical output for floating photovoltaics (FPV) on nearly 68,000 lakes and reservoirs around the world, using available climate data for each location.

The researchers' calculations included lakes and reservoirs where floating solar technology is most likely to be installed. They were no more than 10km from a population centre, not in a protected area, didn't dry up and didn't freeze for more than six months each year. The researchers calculated output based on FPV covering just 10% of their surface area, up to a maximum of 30 km2.

While output fluctuated depending on altitude, latitude and season, the potential annual electricity generation from FPV on these lakes was 1302 terawatt hours (TWh), around four times the total annual electricity demand of the UK.

The findings are published today [4 June 2024] in Nature Water.

FPV have a number of additional advantages over land-based solar installations: they free up land for other uses and they keeps panels cooler, making them more efficient.

There is some evidence for other environmental benefits, including reducing water loss through evaporation, by sheltering the lake surface from the sun and wind; and reducing algal blooms by limiting light and preventing nutrient circulation. However, the researchers warn that further research is needed on the overall environmental impact of FPV. They suggest that decisions to deploy FPV should consider the intended function of water bodies and how they are used, as well as the potential ecological impact.




Lead author of the paper, Dr Iestyn Woolway of Bangor University said: "We still don't know exactly how floating panels might affect the ecosystem within a natural lake, in different conditions and locations. But the potential gain in energy generation from FPV is clear, so we need to put that research in place so this technology can be safely adopted. We chose 10% of a lake's surface area as a likely safe level of deployment, but that might need to be reduced in some situations, or could be higher in others."

When the figures were considered country-by-country, five nations could meet their entire electricity needs from FPV, including Papua New Guinea, Ethiopia and Rwanda. Others, such as Bolivia and Tonga, would come very close, respectively meeting 87% and 92% of electricity demand.

Many countries, mainly from Africa, the Caribbean, South America and Central Asia, could meet between 40% and 70% of their annual electricity demand through FPV. In Europe, Finland could meet 17% of its electricity demand from FPV and Denmark, 7%.

The UK could produce 2.7 TWh of electricity each year from FPV, the researchers found. While this is just under 1% of overall electricity demand, it would provide electricity for around one million homes, based on the current Ofgem estimate of average electricity usage per household of 2,700 kWh.

There are currently very few FPV installations in the UK, with the largest a 6.3MW floating solar farm on the Queen Elizabeth II reservoir, near London.

Dr Woolway said: "Even with the criteria we set to create a realistic scenario for deployment of FPV, there are benefits across the board, mainly in lower income countries with high levels of sunshine, but also in Northern European countries as well. The criteria we chose were based on obvious exclusions, such as lakes in protected areas, but also on what might reduce the cost and risks of deployment."

Co-author Professor Alona Armstrong of Lancaster University said: "Our work shows there is much potential for FPV around the world. But deployments need to be strategic, considering the consequences for energy security, nature and society, as well as Net Zero."

The research is funded by the Natural Environment Research Council, part of UK Research and Innovation.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/06/240604132107.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Population shifts, risk factors may triple U.S. cardiovascular disease costs by 2050 | ScienceDaily
Driven by an older, more diverse population, along with a significant increase in risk factors including high blood pressure and obesity, total costs related to cardiovascular disease (CVD) conditions are likely to triple by 2050, according to projections from the American Heart Association, observing 100 years of lifesaving service as the world's leading nonprofit organization focused on heart and brain health for all. At least 6 in 10 U.S. adults (61%), more than 184 million people, are expected to have some type of CVD within the next 30 years, reflecting a disease prevalence that will have a $1.8 trillion price tag in direct and indirect costs.


						
The new data comes from two new presidential advisories published today in the Association's flagship peer-reviewed journal, Circulation -- Forecasting the Burden of Cardiovascular Disease and Stroke in the United States Through 2050: Prevalence of Risk Factors and Disease and Forecasting the Economic Burden of Cardiovascular Disease and Stroke in the United States through 2050. The companion papers build upon prior work by the Association to assess projections of the future cardiovascular disease prevalence and subsequent economic burden based on the current landscape.

"As we mark the American Heart Association's centennial, we recognize monumental accomplishments in the fight against cardiovascular disease which includes all types of heart and vascular disease, along with stroke. Supported by efforts led by the Association, death rates from heart disease have been cut in half in the past 100 years. Deaths from stroke have been cut by a third since the creation of the American Stroke Association in 1998," said the volunteer chair of the advisories' writing groups, Karen E. Joynt Maddox, M.D., M.P.H., FAHA. "Yet, these are still leading causes of death and disability in the U.S. So, in analyzing the data for these advisories, we set out to learn just what we may expect over the next 30 years, and to identify specific issues that need to be addressed to ensure that we continue our forward progress. Armed with these findings, we can take steps to turn the tide on this dire forecast."

Heart disease has been the leading cause of death in the U.S. since the inception of the American Heart Association in 1924. Stroke is currently the fifth leading cause of death in the U.S. Together, they kill more people than all forms of cancers and chronic respiratory illnesses combined, with annual deaths from cardiovascular disease now approaching 1 million nationwide.

"As the American Heart Association enters its second century, our future is about improving yours," said American Heart Association Chief Executive Officer Nancy Brown. "It is crucial to quantify the full burden of cardiovascular disease so we can better inform the policies and community-level and health system interventions needed to change this current path. We recognize that the landscape of cardiovascular health will change over the next three decades because of the coming tsunami of rising health care costs, an older population living longer and increasing numbers of people from under-resourced populations. The findings of these important advisories predict a dire human and economic toll from heart disease and stroke if changes are not made. However, this does not have to be the reality of our future."

Increases in high blood pressure, diabetes and obesity will drive CVD prevalence.

Clinically, cardiovascular disease refers to a number of specific conditions, including coronary heart disease (including heart attack), heart failure, heart arrhythmias (including atrial fibrillation), vascular disease, congenital heart defects, stroke and hypertension (high blood pressure). However, while high blood pressure is considered a type of cardiovascular disease, it is also a major risk factor contributing to nearly all types of heart disease and stroke, so for the purposes of these analyses, high blood pressure was predicted separately from all CVD. This aligns with the American Heart Association's Life's Essential 8TM -- key measures of health factors and health behaviors identified for improving and maintaining cardiovascular health.




From 2020 (the most recent data available) to 2050, projected increases of CVD and risk factors contributing to it in the U.S. include:
    	High blood pressure will increase from 51.2% to 61.0%, and since high blood pressure is a type of CVD, that means more than 184 million people will have a clinical diagnosis of CVD by 2050, compared to 128 million in 2020.
    	Cardiovascular disease, including stroke, (but not including high blood pressure) will increase from 11.3% to 15.0%, from 28 million to 45 million adults.
    	Stroke prevalence will nearly double from 10 million to almost 20 million adults.
    	Obesity will increase from 43.1% to 60.6%, impacting more than 180 million people.
    	Diabetes will increase from 16.3% to 26.8%, impacting more than 80 million people.
    	High blood pressure will be most prevalent in individuals 80 years and older, however, the number of people with hypertension will be highest -- and rising -- in younger and middle-aged adults (20-64 years of age).
    	People aged 20-64 years also will have the highest prevalence and highest growth for obesity, with more than 70 million young adults having a poor diet.

Good news: People are choosing to live healthier.

Despite the predicted increase for cardiovascular disease prevalence and costs, there are some positive trends to report. More adults in the U.S. are embracing the healthy behaviors of the American Heart Association's Life's Essential 8, as prevalence rates for most are expected to improve:
    	Inadequate physical inactivity rates will improve from 33.5% to 24.2%.
    	Cigarette smoking rates will drop nearly by half, from 15.8% to 8.4%.
    	While more than 150 million people will have a poor diet, that is at least a slight improvement from 52.5% to 51.1%.

"It is extremely promising to see these health behaviors improve, as it indicates a movement by individuals taking control of their health and making positive change. I'm especially pleased to see smoking rates drop substantially, as tobacco addiction is one of the deadliest factors impacting cardiovascular disease over the past century," said Joseph C. Wu, M.D., Ph.D., FAHA, the current volunteer president of the American Heart Association, director of the Stanford Cardiovascular Institute and the Simon H. Stertzer Professor of Medicine and Radiology at Stanford School of Medicine. "Yet, even as we can celebrate these wins, we must realize that new challenges continue to threaten many decades of progress. Findings from these advisories identify a disturbing trend that many of these increases are projected to occur among our younger population -- setting up a formidable future."

Future generation at risk: Concerns CVD risk factor trends in kids

The analysis also looked at projections for children, with concerning trends among key risk factors that were also notable in the adult population.
    	Obesity among children (age 2-19 years of age) is estimated to rise from 20.6% in 2020 to 33.0% in 2050, increasing from 15 million to 26 million children with obesity; highest increases will be seen among children 2 to 5 years of age and 12 to 19 years of age.
    	The prevalence of inadequate physical activity and poor diet among children is projected to remain high at nearly 60% each, exceeding 45 million children by 2050.




Racial and ethnic disparities persist

"We found larger increases in the prevalence of CVD and risk factors, and in the number of people with these conditions, among people from racially and ethnically diverse backgrounds," said Joynt Maddox, who is an associate professor of medicine at Washington University School of Medicine in St. Louis. "Some of this is due to demographic shifts in the U.S., with projections suggesting that Asian and Hispanic populations will nearly double by 2060. However, much of the inequity we see in CVD and risk factors remains attributed to systemic racism, as well as socioeconomic factors and access to care."

Among adults aged 20 and older, projections note:
    	Black adults have the highest prevalence of hypertension, diabetes, and obesity, along with the highest projected prevalence of inadequate sleep and poor diet.
    	The total numbers of people with CVD will rise most among Hispanic adults with higher numbers also seen among Asian populations.
    	Asian adults have the highest projected prevalence of inadequate physical activity.
    	The aggregated group of American Indians/Alaskan Natives (AI/AN)/multiracial adults will have the highest projected prevalence of smoking.

Among children, the projections found:
    	Black children will have the highest prevalence of hypertension and diabetes.
    	Hispanic children will have the highest prevalence of obesity and the greatest projected growth in hypertension, diabetes, and obesity.
    	Asian children and Hispanic children had the highest prevalence of inadequate physical activity.
    	AI/AN/multiracial children will have the highest prevalence of smoking.
    	Black children and white children will have the highest prevalence of poor diet.
    	The absolute increase in each risk factor will be greatest for Hispanic children, reflecting broader trends in population growth.

Cardiovascular disease carries a high price tag

"It is not surprising that an enormous increase in cardiovascular risk factors and diseases will produce a substantial economic burden -- to the tune of a $1.8 trillion price tag for cardiovascular disease projected by 2050," said volunteer vice-chair of the advisory writing groups Dhruv S. Kazi, M.D., M.Sc., M.S., FAHA. "This is a near tripling of the total direct and indirect costs of cardiovascular disease over the coming three decades, and almost doubles the economic impact of CVD as a proportion of the U.S. gross domestic product, increasing from 2.7% in 2020 to 4.6% in 2050."

Total CVD costs include "direct costs," which include the actual cost of health care, as well as "indirect costs," including premature death and lost economic productivity that may include time taken off work to seek care or the inability to work due to a disability. The writing committee analyzed these costs in relation to individual health conditions and risk factors, paired with projected inflation and the rising cost of overall health and medical care.

Key economic projections include:
    	The increase in total costs for CVD is primarily driven by a projected near quadrupling of direct health care costs, expected to increase from $393 billion in 2020 to $1.4 trillion in 2050.
    	Because health care costs are projected to rise much faster than productivity losses, health care costs will constitute a larger proportion of total cost of CVD in the future, from 63% in 2020 to 80% in 2050.
    	Stroke will be a major driver in the increased health costs, jumping to 535%, from $67 billion to $423 billion. This is due to the aging of the population, since strokes tend to occur on average ten years later than coronary events, and increases in hypertension, which is a major risk factor for stroke.

Aging population and changing demographics driving CVD burden

"The landscape of cardiovascular disease in the U.S. is seeing the arrival of a near-perfect storm. The last decade has seen a surge of cardiovascular risk factors such as uncontrolled high blood pressure, diabetes and obesity, each of which raises the risks of developing heart disease and stroke," said Kazi, who is head of health economics and associate director of the Richard A. and Susan F. Smith Center for Outcomes Research in Cardiology and director of the cardiac critical care unit at Beth Israel Deaconess Medical Center in Boston.

Kazi notes that these risk factors are rising even among children and young adults. And this is happening at a time of pivotal demographic shifts.

"The last of the Baby Boomers will hit 65 in 2030, so about 1 in 5 people in the U.S. will be over 65, outnumbering children for the first time in U.S. history. Since cardiovascular risk increases with age, the aging population increases the total burden of cardiovascular disease in the country. And finally, we anticipate that Hispanic, Asian and multiracial populations will more than double in the coming decades," Kazi said. "By 2060, more than two-thirds of children will belong to underserved, disenfranchised populations which traditionally have higher rates of cardiovascular disease and risk factors. Even after adjusting out the effect of inflation, we project a quadrupling specific to the health care costs related to cardiovascular disease, along with an extensive cost of lost productivity due to early death and disability."

As with prevalence, the projected increases in CVD costs vary across demographics:
    	The greatest increases are seen in the youngest and oldest U.S. adults.
    	While women are projected to have lower health spending than men in both 2020 and 2050, the increase in costs over this time frame is greater in women than men.
    	Spending for the Asian and Hispanic populations is projected to increase by nearly 500% for each group.
    	Costs for people with Medicare will increase the most, from $384 billion to $1.2 trillion, a 214% increase.

Health and hope for all: It's not too late for change

In presenting the 30-year projected increases in prevalence and costs related to CVD, the writing group noted that these estimates are not set in stone. Appropriate interventions and aggressive approaches to reducing risk factors could change the course, and the group offered two scenarios in which this could happen:
    	The first scenario anticipated that reducing the prevalence of high blood pressure, high cholesterol, diabetes and obesity by about 10% and improving the control of blood pressure, blood sugar and cholesterol by about 20%, would result in a 17% to 23% reduction in cases of heart disease and stroke and in cardiovascular deaths. These interventions could equate to 1.2 million fewer CVD and stroke events and 240,000 fewer CVD and stroke deaths annually by 2050.
    	A second scenario predicted that further reductions in risk factors, in particular reducing obesity by half and doubling risk factor control, could achieve even greater reductions of up to 30% to 40% in event and death rates in 2050. These reductions could result in 2.3 million fewer CVD and stroke events and more than 450,000 lives saved annually by 2050.
    	Both scenarios assumed that interventions began in 2025 and took 5 years to reach full implementation.

"We can bend the cost curve on cardiovascular disease, but this will require strategic investments in cardiovascular prevention and treatment," Kazi said. "Some of this work is in the health care system -- ensuring effective therapies reach patients most likely to benefit from them -- but some of the work is upstream of the health system: ensuring that people have access to the resources they need to live healthful lives, to achieve the Life's Essential 8 factors that are the core of cardiovascular health. It will take all of us working together to make this happen."

Wu noted that many of these adverse trends can be reversed, as the American Heart Association has helped pioneer breakthroughs in science, policy and health care over the past century, making significant impacts to prevent CVD events and deaths and help people live longer, healthier lives even after having a heart attack or stroke.

"Scientific discovery is paramount to our success. While our forecast analysis was not able to take it into account, the recent approval of glucagon-like peptide 1 agonists and related drugs to treat diabetes and obesity may lead to a sea change in our medical approach to these conditions," he said. "The next life-changing, life-saving treatment may be developing in a petri dish right now. We must redouble our efforts and support for funding cutting-edge research that may lead to approaches so innovative they don't yet exist even in our imagination."

"We must also ensure these approaches are available to all. If poverty, structural racism or negative social factors keep even one person from living their healthiest life, we haven't fulfilled our mission. Broader public policy and systems changes are needed to address the root causes of these persistent inequities," Brown said. "Our aging population calls for an enhanced cardiovascular workforce and infrastructure, including access to long-term care facilities and resources. We must better support our children and their families to recognize the impact that health choices made today will influence our health for years to come. Most importantly, we must ensure every person in the U.S. has access to quality, affordable health care."

She said the clinical and public health interventions urgently need to reverse the trends identified in the presidential advisories must be among the highest priority with major investments on a national level.

"As we enter our second century of saving lives, the American Heart Association is encouraging every individual, company, school and community to unite to change the future of health -- for ourselves, our loved ones and the many places in which we live, work and play," Brown said. "At nearly 40 million-strong, our volunteers, donors, advocates, staff and other supporters will lead the charge to identify and implement real solutions to these very real problems, as we advance health and hope for everyone, everywhere."
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Gigantic Jurassic pterosaur fossil unearthed in Oxfordshire, UK | ScienceDaily
A team of palaeontologists has discovered a fossil of a gigantic flying reptile from the Jurassic period with an estimated wingspan of more than three metres -- making it one of the largest pterosaurs ever found from that era.


						
Excavated from a gravel pit near Abingdon-on-Thames, Oxfordshire, the fossil includes part of the pterosaur's wing bone, which was broken into three pieces but still well-preserved.

Experts from the universities of Portsmouth and Leicester have published a paper on the specimen, which was topographically scanned and identified as belonging to an adult ctenochasmatoid; a group of pterosaurs known for their long, slender wings, long jaws and fine bristle-like teeth.

Professor David Martill from the University of Portsmouth said: "When the bone was discovered, it was certainly notable for its size. We carried out a numerical analysis and came up with a maximum wingspan of 3.75 metres. Although this would be small for a Cretaceous pterosaur, it's absolutely huge for a Jurassic one!

"This fossil is also particularly special because it is one of the first records of this type of pterosaur from the Jurassic period in the United Kingdom."

Pterosaurs from the Triassic and Jurassic periods typically had wingspans between one and a half and two metres, so were generally smaller than their later relatives from the Cretaceous period, which could have wingspans of up to 10 metres. However, this new discovery suggests that some Jurassic pterosaurs could grow much larger.

Professor Martill added: "This specimen is now one of the largest known pterosaurs from the Jurassic period worldwide, surpassed only by a specimen in Switzerland with an estimated wingspan of up to five metres."

Geologist, Dr James Etienne, discovered the specimen while hunting for fossil marine reptiles in June 2022 when the Late Jurassic Kimmeridge Clay Formation was temporarily exposed in the floor of a quarry. This revealed a number of specimens including bones from ichthyosaurs and plesiosaurs and other ancient sea creatures including ammonites and bivalves, marine crocodiles and sharks.

Dr Dave Unwin, from the University of Leicester, said: "Abfab, our nickname for the Abingdon pterosaur, shows that pterodactyloids, advanced pterosaurs that completely dominated the Cretaceous, achieved spectacularly large sizes almost immediately after they first appeared in the Middle Jurassic right about the time the dinosaurian ancestors of birds were taking to the air."
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A technique for more effective multipurpose robots | ScienceDaily
Let's say you want to train a robot so it understands how to use tools and can then quickly learn to make repairs around your house with a hammer, wrench, and screwdriver. To do that, you would need an enormous amount of data demonstrating tool use.


						
Existing robotic datasets vary widely in modality -- some include color images while others are composed of tactile imprints, for instance. Data could also be collected in different domains, like simulation or human demos. And each dataset may capture a unique task and environment.

It is difficult to efficiently incorporate data from so many sources in one machine-learning model, so many methods use just one type of data to train a robot. But robots trained this way, with a relatively small amount of task-specific data, are often unable to perform new tasks in unfamiliar environments.

In an effort to train better multipurpose robots, MIT researchers developed a technique to combine multiple sources of data across domains, modalities, and tasks using a type of generative AI known as diffusion models.

They train a separate diffusion model to learn a strategy, or policy, for completing one task using one specific dataset. Then they combine the policies learned by the diffusion models into a general policy that enables a robot to perform multiple tasks in various settings.

In simulations and real-world experiments, this training approach enabled a robot to perform multiple tool-use tasks and adapt to new tasks it did not see during training. The method, known as Policy Composition (PoCo), led to a 20 percent improvement in task performance when compared to baseline techniques.

"Addressing heterogeneity in robotic datasets is like a chicken-egg problem. If we want to use a lot of data to train general robot policies, then we first need deployable robots to get all this data. I think that leveraging all the heterogeneous data available, similar to what researchers have done with ChatGPT, is an important step for the robotics field," says Lirui Wang, an electrical engineering and computer science (EECS) graduate student and lead author of a paper on PoCo.




Wang's coauthors include Jialiang Zhao, a mechanical engineering graduate student; Yilun Du, an EECS graduate student; Edward Adelson, the John and Dorothy Wilson Professor of Vision Science in the Department of Brain and Cognitive Sciences and a member of the Computer Science and Artificial Intelligence Laboratory (CSAIL); and senior author Russ Tedrake, the Toyota Professor of EECS, Aeronautics and Astronautics, and Mechanical Engineering, and a member of CSAIL. The research will be presented at the Robotics: Science and Systems Conference.

Combining disparate datasets

A robotic policy is a machine-learning model that takes inputs and uses them to perform an action. One way to think about a policy is as a strategy. In the case of a robotic arm, that strategy might be a trajectory, or a series of poses that move the arm so it picks up a hammer and uses it to pound a nail.

Datasets used to learn robotic policies are typically small and focused on one particular task and environment, like packing items into boxes in a warehouse.

"Every single robotic warehouse is generating terabytes of data, but it only belongs to that specific robot installation working on those packages. It is not ideal if you want to use all of these data to train a general machine," Wang says.

The MIT researchers developed a technique that can take a series of smaller datasets, like those gathered from many robotic warehouses, learn separate policies from each one, and combine the policies in a way that enables a robot to generalize to many tasks.




They represent each policy using a type of generative AI model known as a diffusion model. Diffusion models, often used for image generation, learn to create new data samples that resemble samples in a training dataset by iteratively refining their output.

But rather than teaching a diffusion model to generate images, the researchers teach it to generate a trajectory for a robot. They do this by adding noise to the trajectories in a training dataset. The diffusion model gradually removes the noise and refines its output into a trajectory.

This technique, known as Diffusion Policy, was previously introduced by researchers at MIT, Columbia University, and the Toyota Research Institute. PoCo builds off this Diffusion Policy work.

The team trains each diffusion model with a different type of dataset, such as one with human video demonstrations and another gleaned from teleoperation of a robotic arm.

Then the researchers perform a weighted combination of the individual policies learned by all the diffusion models, iteratively refining the output so the combined policy satisfies the objectives of each individual policy.

Greater than the sum of its parts

"One of the benefits of this approach is that we can combine policies to get the best of both worlds. For instance, a policy trained on real-world data might be able to achieve more dexterity, while a policy trained on simulation might be able to achieve more generalization," Wang says.

Because the policies are trained separately, one could mix and match diffusion policies to achieve better results for a certain task. A user could also add data in a new modality or domain by training an additional Diffusion Policy with that dataset, rather than starting the entire process from scratch.

The researchers tested PoCo in simulation and on real robotic arms that performed a variety of tools tasks, such as using a hammer to pound a nail and flipping an object with a spatula. PoCo led to a 20 percent improvement in task performance compared to baseline methods.

"The striking thing was that when we finished tuning and visualized it, we can clearly see that the composed trajectory looks much better than either one of them individually," Wang says.

In the future, the researchers want to apply this technique to long-horizon tasks where a robot would pick up one tool, use it, then switch to another tool. They also want to incorporate larger robotics datasets to improve performance.

"We will need all three kinds of data to succeed for robotics: internet data, simulation data, and real robot data. How to combine them effectively will be the million-dollar question. PoCo is a solid step on the right track," says Jim Fan, senior research scientist at NVIDIA and leader of the AI Agents Initiative, who was not involved with this work.

This research is funded, in part, by Amazon, the Singapore Defense Science and Technology Agency, the U.S. National Science Foundation, and the Toyota Research Institute.
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Altered carbon points toward sustainable manufacturing | ScienceDaily
The recent spike in food prices isn't just bad news for your grocery bill. It also impacts the sugars used in biomanufacturing, which, by the way, isn't quite as green as scientists and climate advocates expected. Surging prices and increasing urgency for genuinely sustainable manufacturing has pushed researchers to explore alternative feedstocks.


						
Feng Jiao, the Elvera and William R. Stuckenberg Professor in in the McKelvey School of Engineering at Washington University in St. Louis, developed a two-step process to convert carbon dioxide (CO2) into valuable carbon-based materials used in the production of food, plastics and other commodity chemicals. Jiao's tandem CO2 electrolysis produces acetate and ethylene. Acetate is a close relative of the more familiar acetic acid, or vinegar, which can be used as food for microbes used in biomanufacturing, and ethylene is a common component found in plastics and other polymers.

In a study published June 3 in Nature Chemical Engineering, Jiao demonstrated that his tandem CO2 electrolyzer, which was specifically engineered for enhanced production of multi-carbon products, successfully scales up to produce a kilogram of chemicals per day at high concentration and purity. This represents a 1,000% increase in scale over previous demonstrations, offering a pathway to industrial feasibility, which Jiao and his team further supported with a techno-economic analysis showing the technique's commercial viability.

"Most work in CO2 electrocatalysis is done at a small scale, about a gram a day," said Jiao. "Scaling up by three orders of magnitude to produce a kilogram per day, as we have done, is a big step, but still nowhere near the scale of global CO2 emission, which is gigatons per year.

"Scaling up isn't just about system size," Jiao continued. "We also have to address engineering challenges, for example, how to separate products and how to maintain performance when dealing with scaled up effects in temperature and transport considerations."

Building upon insights gleaned from smaller scale experiments, Jiao's team successfully designed and operated a CO2 electrolyzer and carbon monoxide (CO) electrolyzer in a tandem configuration. The two electrochemical reactors work in series -- first converting CO2 to CO, then CO to multi-carbon products -- which allows the system to be more efficient through task specialization. The electrolyzer stack performed consistently and stably for over 125 hours -- a testament to its robustness, Jiao said. During this operational period, the system churned out 98 liters of acetate at high concentration and 96% purity.

A key achievement of Jiao's system is not only enhanced production capability, but also the system's resilience against industrial impurities, a critical factor in real-world applications. This resilience ensures that the system can maintain its high performance amid challenges posed by typical industrial environments.

"This is the first step in scaling up to commercial applications," Jiao said. "We're trying to invent a scalable way to produce acetate from CO2, which would allow us to shift carbon feedstocks, provide economical pathways to use CO2 and turn it into something useful, and cut down CO2 emissions associated with traditional chemical manufacturing processes. This new pathway gets us very close to net-zero carbon emission."

Back to the grocery store. If Jiao's CO2 conversion process works at a large scale, that's not just saving big money on buying the sugar required to feed the microbes that do the heavy lifting in biomanufacturing. It also avoids the emissions that come with agricultural production of those sugar feedstocks. Even better, producing acetate and ethylene on a massive scale could set up a circular manufacturing process where captured CO2 feeds microbes instead of contributing to harmful environmental impacts. Then, when CO2 is produced as a byproduct of biomanufacturing, it can be recaptured and reprocessed to feed the next generation of microbes.

"We're in the process of scaling the system up again, by another order of magnitude," Jiao said. "We're working on fine-tuning the system, for example by using different catalysts, and improving performance by making the more stable, robust and efficient. If everything works out, we could be seeing this technology in a commercial scale demonstration in five to ten years."
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The embryo assembles itself | ScienceDaily
Biological processes depend on puzzle pieces coming together and interacting. Under specific conditions, these interactions can create something new without external input. This is called self-organization, as seen in a school of fish or a flock of birds. Interestingly, the mammalian embryo develops similarly. In PNAS, David Bruckner and Gasper Tkacik from the Institute of Science and Technology Austria (ISTA) introduce a mathematical framework that analyzes self-organization from a single cell to a multicellular organism.


						
When an embryo develops, many types of cells with different functions need to be generated. For example, some cells will become part of the eye and record visual stimuli, while others will be part of the gut and help digest food. To determine their roles, cells are constantly communicating with each other using chemical signals.

Thanks to this communication, during development, everything is well synchronized and coordinated, and yet there is no central control responsible for this. The cell collective is self-organized and orchestrated by the interactions between the individuals. Each cell reacts to signals of its neighbors. Based on such self-organization, the mammalian embryo develops from a single fertilized egg cell into a multicellular organism.

David Bruckner and Gasper Tkacik from the Institute of Science and Technology Austria (ISTA) have now established a mathematical framework that helps analyze this process and predict its optimal parameters. Published in PNAS, this approach represents a unifying mathematical language to describe biological self-organization in embryonic development and beyond.

The self-assembling embryo

In nature, self-organization is all around us: we can observe it in fish schools, bird flocks, or insect collectives, and even in microscopic processes regulated by cells. NOMIS fellow and ISTA postdoc David Bruckner is interested in getting a better understanding of these processes from a theoretical standpoint. His focus lies on embryonic development -- a complex process governed by genetics and cells communicating with each other.

During embryonic development, a single fertilized cell turns into a multicellular embryo containing organs with lots of different features. "For many steps in this developmental process, the system has no extrinsic signal that directs it what to do. There is an intrinsic property of the system that allows it to establish patterns and structures," says Bruckner. "The intrinsic property is what is known as self-organization." Even with unpredictable factors -- which physicists call "noise" -- the embryonic patterns are formed reliably and consistently. In recent years, scientists have gained a deeper understanding of the molecular details that drive this complex process. A mathematical framework to analyze and quantify its performance, however, was lacking. The language of information theory provides answers.




Bridging expertise

"Information theory is a universal language to quantify structure and regularity in statistical ensembles, which are a collection of replicates of the same process. Embryonic development can be seen as such a process that reproducibly generates functional organisms that are very similar but not identical," says Gasper Tkacik, professor at ISTA and expert in this field. For a long time, Tkacik has been studying how information gets processed in biological systems, for instance in the fly embryo. "In the early fly embryo, patterns are not self-organized," he continues. "The mother fly puts chemicals into the egg that instruct the cells on what actions to take." As the Tkacik group had already developed a framework for this system, Bruckner reached out to develop one for the mammalian embryo as well. "With Gasper's expertise in information theory, we were able to put it together," Bruckner adds excitedly.

Beyond embryo development?

During embryonic development, cells exchange signals and are constantly subject to random, unpredictable fluctuations (noise). Therefore, cellular interactions must be robust. The new framework measures how these interactions are possibly optimized to withstand noise. Using computer simulations of interacting cells, the scientists explored the conditions under which a system can still have a stable final result despite introducing fluctuations.

Although the framework has proven to be successful on three different developmental models that all rely on chemical and mechanical signaling, additional work will be required to apply it to experimental recordings of developmental systems. "In the future, we want to study more complex models with more parameters and dimensions," Tkacik says. "By quantifying more complex models, we could also apply our framework to experimentally measured patterns of chemical signals in developing embryos," adds Bruckner. For this purpose, the two theoretical scientists will team up with experimentalists.
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Thawing permafrost: Not a climate tipping element, but nevertheless far-reaching impacts | ScienceDaily
Permafrost soils store large quantities of organic carbon and are often portrayed as a critical tipping element in the Earth system, which, once global warming has reached a certain level, suddenly and globally collapses. Yet this image of a ticking timebomb, one that remains relatively quiet until, at a certain level of warming, it goes off, is a controversial one among the research community. Based on the scientific data currently available, the image is deceptive, as an international team led by the Alfred Wegener Institute has shown in a recently released study. According to their findings, there is no single global tipping point; rather, there are numerous local and regional ones, which "tip" at different times, producing cumulative effects and causing the permafrost to thaw in step with climate change. As such, taking decisive action today is all the more important if our goal is to preserve as much permafrost as possible. The study was just released in the journal Nature Climate Change.


						
Permafrost ground covers roughly a quarter of the landmass in the Northern Hemisphere and stores tremendous quantities of organic carbon in the form of dead plant matter. As long as it remains frozen, this matter remains intact -- but when permafrost thaws, microorganisms begin breaking it down, releasing large amounts of carbon into the atmosphere as CO2 and methane. Accordingly, rising temperatures worldwide could activate this massive reservoir and substantially worsen climate change through additional emissions. Consequently, in the public debate you'll frequently encounter the idea of a "ticking carbon timebomb." This is based on the assumption that the permafrost, like the Greenland Ice Sheet, is one of several tipping elements in the Earth system. In this view, permafrost will initially experience only gradual thawing in response to global warming; then, once a critical threshold value is surpassed, the thawing processes will suddenly begin amplifying one another, leading to the rapid and irreversible collapse of permafrost across the Arctic. Though many have speculated that this type of thawing scenario is possible, to date it has remained unclear whether there really is any such threshold value, and if so, what the corresponding temperature limit is.

An international research team led by Dr Jan Nitzbon from the Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research (AWI) has now gotten to the bottom of this question. "In fact, the idea of permafrost being a global tipping element is a controversial one in the research community. The IPCC also pointed out this uncertainty in its latest Assessment Report," says the AWI expert. "Our goal was to close this gap in our knowledge. For our study, we compiled the available academic literature on those processes that can influence and accelerate the thawing of permafrost. Combining it with our own data analysis, we assessed all current findings on thawing processes in terms of whether and, if so, on which spatial scale -- local, regional, global -- they could lead to self-perpetuating thawing and therefore to a 'tipping' in connection with a given level of warming."

The study's findings are clear: there are indeed geological, hydrological and physical processes that are self-amplifying and, in some cases, irreversible; however, these are acting only locally or regionally. One example: the formation of what are known as thermokarst lakes. Here, the ice inside permafrost soils melts, creating depressions. The meltwater collects at their surface, producing a dark lake that absorbs large quantities of solar energy. This in turn intensifies the warming of permafrost underneath the water, creating a self-sustaining thawing process in and around the lake. They also found similarly amplifying feedbacks in other permafrost-relevant processes, like the loss of boreal conifer forests due to fire -- but here, too, only at the local to regional scale. "There is no evidence of self-amplifying internal processes that, from a certain degree of global warming, affect all permafrost and accelerate its thawing globally," Jan Nitzbon explains. "Moreover, the projected release of greenhouse gases wouldn't lead to a global upsurge in warming by the end of the century. As such, portraying the permafrost as a global tipping element is misleading."

But that doesn't mean Arctic permafrost is nothing to worry about -- on the contrary, the study clearly shows that the permafrost zone is very heterogenous. Consequently, numerous small, local tipping points will be exceeded at different times and warming levels, accumulating over time. As a result, the global thawing of permafrost will not constitute a gradual increase followed by a sudden surge; rather, it will intensify in step with global warming, ending with the total loss of the permafrost once global warming reaches 5 to 6 degrees Celsius. "That means more and more regions are already or soon will be inevitably affected by thawing," says the AWI researcher. "In other words, there is no safety margin of warming -- as the image of the tipping point suggests -- that we can still exploit as long as we don't exceed the threshold value. That's why we need to keep a close eye on the permafrost regions through even better monitoring, gain a better grasp of the processes involved, and represent them in climate models to further reduce the sources of uncertainty. And one more thing is clear with regard to the greenhouse-gas emissions-based permafrost loss: the sooner that humankind can achieve net-zero emissions, the more regions can be preserved as unique habitats and carbon reservoirs."
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Groundbreaking progress in quantum physics: How quantum field theories decay and fission | ScienceDaily
An international research team around Marcus Sperling, a researcher at the Faculty of Physics, University of Vienna, has sparked interest in the scientific community with pioneering results in quantum physics: In their current study, the researchers reinterpret the Higgs mechanism, which gives elementary particles mass and triggers phase transitions, using the concept of "magnetic quivers." The work has now been published in the journal "Physical Review Letters."


						
The foundation of Marcus Sperling's research, which lies at the intersection of physics and mathematics, is Quantum Field Theory (QFT) -- a physical-mathematical concept within quantum physics focused on describing particles and their interactions at the subatomic level. Since 2018, he has developed the so-called "magnetic quivers" along with colleagues -- a graphical tool that summarizes all the information needed to define a QFT, thus displaying complex interactions between particle fields or other physical quantities clearly and intuitively.

Metaphorical Magnetic Quivers

A quiver consists of directed arrows and nodes. The arrows represent the quantum fields (matter fields), while the nodes represent the interactions -- e.g., strong, weak, or electromagnetic -- between the fields. The direction of the arrows indicates how the fields are charged under the interactions, e.g., what electric charge the particles carry. Marcus Sperling explains, "The term 'magnetic' is also used metaphorically here to point to the unexpected quantum properties that are made visible by these representations. Similar to the spin of an electron, which can be detected through a magnetic field, magnetic quivers reveal certain properties or structures in the QFTs that may not be obvious at first glance." Thus, they offer a practical way to visualize and analyze complex quantum phenomena, facilitating new insights into the underlying mechanisms of the quantum world.

Supersymmetric QFTs

For the current study, the stable ground states (vacua) -- the lowest energy configuration in which no particles or excitations are present -- in a variety of "supersymmetric QFTs" were explored. These QFTs, with their simplified space-time symmetry, serve as a laboratory environment, as they resemble real physical systems of subatomic particles but have certain mathematical properties that facilitate calculations. FWF START award winner Sperling said, "Our research deals with the fundamentals of our understanding of physics. Only after we have understood the QFTs in our laboratory environment can we apply these insights to more realistic QFT models." The concept of magnetic quivers -- one of the main research topics of Sperling's START project at the University of Vienna -- was used as a tool to provide a precise geometric description of the new quantum vacua.

Decay & Fission: Higgs Mechanism Reinterpreted

With calculations based on linear algebra, the research team demonstrated that -- analogous to radioactivity in atomic nuclei -- a magnetic quiver can decay into a more stable state or fission into two separate quivers. These transformations offer a new understanding of the Higgs mechanism in QFTs, which either decay into simpler QFTs or fission into separate, independent QFTs. Physicist Sperling stated, "The Higgs mechanism explains how elementary particles acquire their mass by interacting with the Higgs field, which permeates the entire universe. Particles interact with this field as they move through space -- similar to a swimmer moving through water." A particle that has no mass usually moves at the speed of light. However, when it interacts with the Higgs field, it "sticks" to this field and becomes sluggish, leading to the manifestation of its mass. The Higgs mechanism is thus a crucial concept for understanding the fundamental building blocks and forces of the universe. Mathematically, the "decay and fission" algorithm is based on the principles of linear algebra and a clear definition of stability. It operates autonomously and requires no external inputs. The results achieved through physics-inspired methods are not only relevant in physics but also in mathematical research: They offer a fundamental and universally valid description of the complex, intertwined structures of the quantum vacua, representing a significant advance in mathematics.
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Crucial shift in River Nile's evolution during ancient Egypt discovered | ScienceDaily

Researchers have explored how the River Nile evolved over the past 11,500 years and how changes in its geography could have helped shape the fortunes of ancient Egyptian civilisation.

Research published in Nature Geoscience reveals a major shift in the Nile around four thousand years ago, after which the floodplain in the Nile Valley around Luxor greatly expanded.

The findings raise the possibility that this shift could have contributed to the success of the ancient Egyptian agricultural economy at points between the Old and New Kingdom periods. The New Kingdom was a period of unparalleled prosperity, military conquest, and cultural achievement in Ancient Egyptian history.

Dr Benjamin Pennington, a co-author on the paper from the University of Southampton said: "The expansion of the floodplain will have greatly enlarged the area of arable land in the Nile Valley near Luxor (ancient Thebes) and improved the fertility of the soil by regularly depositing fertile silts."

"While no specific causal links can be inferred between this shift and any contemporaneous social developments, the changes in the landscape are nonetheless an important factor that need to be considered when discussing the trajectory of Ancient Egyptian culture."

The study also suggests that changes in the Nile's behaviour and landscape might have influenced settlement patterns and the location of iconic historical structures, such as Karnak temple.




The research was carried out by an international team led by Dr Angus Graham of Uppsala University in Sweden and including several archaeologists and geographers from the University of Southampton.

Dominic Barker, another co-author also from the University of Southampton, explained how the work was achieved: "We drilled 81 boreholes, many by hand, across the whole Nile Valley near Luxor -- a genuine first for Egypt. Using geological information contained within the cores, and dating the sediments using a technique called Optically Stimulated Luminescence we were able to piece together the evolution of the riverine landscape."

The team found that between around 11,500 and four thousand years ago, the Nile experienced significant valley incision, meaning the river cut down into its bed, creating deep channels and a narrower flood plain. This may have led to more pronounced and forceful flooding.

These flood dynamics would have been in place between the Epipalaeolithic period (a time of hunter-gatherer societies) and the Old Kingdom (the 'age of the pyramids') and perhaps the Middle Kingdom of ancient Egypt.

"The Egyptian Nile we see today looks very different from how it would have been throughout much of the last 11,500 years," says Dr Pennington. "For most of this time, the Nile was made up of a network of interwoven channels that frequently changed their course."

Around 4,000 years ago, the Nile abruptly shifted and there was rapid floodplain aggradation, where the river began depositing large amounts of sediment, building up the valley floor. This created a more expansive and stable floodplain.

The river also progressively changed character during this time -- from a dynamic wandering-braided system to fewer, more stable channels. The single-channel Nile we are familiar with today didn't really establish itself until around two thousand years ago.

The researchers say the major shift in the Nile's behaviour was likely caused by a reduction in the volume of water flowing through the river and an increase in fine sediment supply. This was driven by the aridification of the Nile basin, with the 'Green Sahara' of the African Humid Period transforming into the present-day hyper-arid Sahara Desert. This shift in regional climate may have further combined with changing human impacts on the land to make the soil more prone to erosion.

The new insights into the evolution of the Egyptian Nile Valley near Luxor provide essential landscape context for archaeologists and Egyptologists to reinterpret ancient sites in the region and re-consider locations of settlements in the Nile Valley.
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Fungus breaks down ocean plastic | ScienceDaily
A fungus living in the sea can break down the plastic polyethylene, provided it has first been exposed to UV radiation from sunlight. Researchers from, among others, NIOZ published their results in the scientific journal Science of the Total Environment. They expect that many more plastic degrading fungi are living in deeper parts of the ocean.


						
The fungus Parengyodontium album lives together with other marine microbes in thin layers on plastic litter in the ocean. Marine microbiologists from the Royal Netherlands Institute for Sea Research (NIOZ) discovered that the fungus is capable of breaking down particles of the plastic polyethylene (PE), the most abundant of all plastics that have ended up in the ocean. The NIOZ researchers cooperated with colleagues from Utrecht University, the Ocean Cleanup Foundation and research institutes in Paris, Copenhagen and St Gallen, Switzerland. The finding allows the fungus to join a very short list of plastic-degrading marine fungi: only four species have been found to date. A larger number of bacteria was already known to be able to degrade plastic.

Follow the degradation process accurately

The researchers went to find the plastic degrading microbes in the hotspots of plastic pollution in the North Pacific Ocean. From the plastic litter collected, they isolated the marine fungus by growing it in the laboratory, on special plastics that contain labelled carbon. Vaksmaa: "These so-called 13C isotopes remain traceable in the food chain. It is like a tag that enables us to follow where the carbon goes. We can then trace it in the degradation products."

Vaksmaa is thrilled about the new finding: "What makes this research scientifically outstanding, is that we can quantify the degradation process." In the laboratory, Vaksmaa and her team observed that the breakdown of PE by P. album occurs at a rate of about 0.05 per cent per day. "Our measurements also showed that the fungus doesn't use much of the carbon coming from the PE when breaking it down. Most of the PE that P. album uses is converted into carbon dioxide, which the fungus excretes again." AltThough CO2 is a greenhouse gas, this process is not something that might pose a new problem: the amount released by fungi is the same as the low amount humans release while breathing.

Only under the influence of UV

The presence of sunlight is essential for the fungus to use PE as an energy source, the researchers found. Vaksmaa: "In the lab, P. album only breaks down PE that has been exposed to UV-light at least for a short period of time. That means that in the ocean, the fungus can only degrade plastic that has been floating near the surface initially," explains Vaksmaa. "It was already known that UV-light breaks down plastic by itself mechanically, but our results show that it also facilitates the biological plastic breakdown by marine fungi."

Other fungi out there




As a large amount of different plastics sink into deeper layers before it is exposed to sunlight, P.album will not be able to break them all down. Vaksmaa expects that there are other, yet unknown, fungi out there that are degrading plastic as well, in deeper parts of the ocean. "Marine fungi can break down complex materials made of carbon. There are numerous amounts of marine fungi, so it is likely that in addition to the four species identified so far, other species also contribute to plastic degradation. There are still many questions about the dynamics of how plastic degradation takes place in deeper layers," says Vaksmaa.

Plastic soup

Finding plastic-degrading organisms is urgent. Every year, humans produce more than 400 billion kilograms of plastic, and this is expected to have at least triple by the year 2060. Much of the plastic waste ends up in the sea: from the poles to the tropics, it floats around in surface waters, reaches greater depths at sea and eventually falls down on the seafloor.

Lead author Annika Vaksmaa of NIOZ: "Large amounts of plastics end up in subtropical gyres, ring-shaped currents in oceans in which seawater is almost stationary. That means once the plastic has been carried there, it gets trapped there. Some 80 million kilograms of floating plastic have already accumulated in the North Pacific Subtropical Gyre in the Pacific Ocean alone, which is only one of the six large gyres worldwide."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/06/240603114314.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Food drove the evolution of giraffes' long neck | ScienceDaily
Why do giraffes have such long necks? A study led by Penn State biologists explores how this trait might have evolved and lends new insight into this iconic question. The reigning hypothesis is that competition among males influenced neck length, but the research team found that female giraffes have proportionally longer necks than males -- suggesting that high nutritional needs of females may have driven the evolution of this trait.


						
The study, which explored body proportions of both wild and captive giraffes, is described in a paper that appeared  in the journal Mammalian Biology. The findings, the team said, indicate that neck length may be the result of females foraging deeply into trees for otherwise difficult-to-reach leaves.

In their classic theories of evolution, both Jean Baptiste Lamarck and Charles Darwin suggested that giraffes' long necks evolved to help them reach leaves high up in a tree, avoiding competition with other herbivores. However, a more recent hypothesis called "necks-for-sex" suggests that the evolution of long necks was driven by competition among males, who swing their necks into each other to assert dominance, called neck sparring. That is, males with longer necks might have been more successful in the competition, leading to reproducing and passing their genes to offspring.

"The necks-for-sex hypothesis predicted that males would have longer necks than females," said Doug Cavener, Dorothy Foehr Huck and J. Lloyd Huck Distinguished Chair in Evolutionary Genetics and professor of biology at Penn State and lead author of the study. "And technically they do have longer necks, but everything about males is longer; they are 30% to 40% bigger than females. In this study, we analyzed photos of hundreds of wild and captive Masai giraffes to investigate the relative body proportions of each species and how they might change as giraffes grow and mature."

The researchers gathered thousands of photos of captive Masai giraffes from the publicly accessible photo repositories Flickr and SmugMug as well as photos of wild adult animals that they have taken over the past decade. Because absolute measurements like overall height are difficult to determine from a photograph without a point of reference of known length, the researchers instead focused on measurements relative to one another, or body proportions -- for example the length of the neck relative to the entire height of the animal. They restricted their analysis to images that met strict criteria, such as only using images of giraffes perpendicular to the camera, so they could consistently take a variety of measurements.

"We can identify individual giraffes by their unique spot pattern," Cavener said. "Thanks to the Association of Zoos and Aquariums, we also have the full pedigree, or family tree, of all Masai giraffes in North America in zoos and wildlife parks, as well as their birthdates and transfer history. So, by carefully considering this information, when the photo was taken and the approximate age of the animal, we could identify the specific individual in nearly every photo of a captive giraffe. This information was critical to understanding when male and female giraffes start to exhibit size differences and whether they grow differently."

At birth, male and female giraffes have the same body proportions. The researchers found that, although males generally grow faster in the first year, body proportions are not significantly different until they start to research sexual maturity around three years of age. Because body proportions change early in life, the team limited their study of wild animals -- whose ages are largely unknown -- to fully grown adults.




In adult giraffes, the researchers found that females have proportionally longer necks and trunks -- or the main section of their body, which does not include legs or the neck and head. Adult males, on the other hand, have longer forelegs and wider necks. This pattern was the same in both captive and wild giraffes.

"Rather than stretching out to eat leaves on the tallest branches, you often see giraffes -- especially females -- reaching deep into the trees," Cavener said. "Giraffes are picky eaters -- they eat the leaves of only a few tree species, and longer necks allow them to reach deeper into the trees to get the leaves no one else can. Once females reach four or five years of age, they are almost always pregnant and lactating, so we think the increased nutritional demands of females drove the evolution of giraffes' long necks."

The researchers noted that sexual selection -- either competition among males or preference among females for larger mates -- was likely responsible for the overall size difference between males in females, as is the case in many other large, hoofed mammals that are polygynous -- where one male mates with many females. They suggest that, following the evolution of the long neck, sexual selection -- including male body pushing and neck sparring behaviors -- may have contributed to males' wider necks. Additionally, the longer forelegs of males may assist in mating, which the researchers said is a brief and challenging affair that is rarely observed.

"Interestingly, giraffes are one of few animals whose height we measure to the top of the head -- like humans -- rather than to their withers -- the highest part of the back, like in horses and other livestock," Cavener said. "The female has a proportionally longer axial skeleton -- a longer neck and trunk -- and are more sloped in appearance, while the males are more vertical."

The research team is also using genetics to identify relationships in groups of wild giraffes to better understand which males are successful at breeding. The goal is to shed additional light on mate choice and sexual selection, as well as guide conservation efforts for this endangered species.

"If female foraging is driving this iconic trait as we suspect, it really highlights the importance of conserving their dwindling habitat," Cavener said. "Populations of Masai giraffes have declined rapidly in the last 30 years, in part due to habitat loss and poaching, and it is critical that we understand the key aspects of their ecology and genetics in order devise the most efficacious conservation strategies to save these majestic animals."
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Fresh findings: Earliest evidence of life-bringing freshwater on Earth | ScienceDaily
New Curtin-led research has found evidence that fresh water on Earth, which is essential for life, appeared about four billion years ago -- five hundred million years earlier than previously thought.


						
Lead author Dr Hamed Gamaleldien, Adjunct Research Fellow in Curtin's School of Earth and Planetary Sciences and an Assistant Professor at Khalifa University, UAE, said by analysing ancient crystals from the Jack Hills in Western Australia's Mid West region, researchers have pushed back the timeline for the emergence of fresh water to just a few hundred million years after the planet's formation.

"We were able to date the origins of the hydrological cycle, which is the continuous process through which water moves around Earth and is crucial for sustaining ecosystems and supporting life on our planet," Dr Gamaleldien said.

"By examining the age and oxygen isotopes in tiny crystals of the mineral zircon, we found unusually light isotopic signatures as far back as four billion years ago. Such light oxygen isotopes are typically the result of hot, fresh water altering rocks several kilometres below Earth's surface.

"Evidence of fresh water this deep inside Earth challenges the existing theory that Earth was completely covered by ocean four billion years ago."

Study co-author Dr Hugo Olierook, from Curtin University's School of Earth and Planetary Sciences, said the discovery was crucial for understanding how Earth formed and how life emerged.

"This discovery not only sheds light on Earth's early history but also suggests landmasses and fresh water set the stage for life to flourish within a relatively short time frame -- less than 600 million years after the planet formed," Dr Olierook said.

"The findings mark a significant step forward in our understanding of Earth's early history and open doors for further exploration into the origins of life."

The authors are part of the Earth Dynamics Research Group and the Timescales of Mineral Systems Group, which sit within Curtin's School of Earth and Planetary Sciences, and the John de Laeter Centre.

Part of the research was done using the CAMECA 1300HR3 instrument in the John de Laeter Centre's Large Geometry Ion Microprobe (LGIM) facility, which was funded by AuScope (via the Commonwealth National Collaborative Research Infrastructure Strategy), the Geological Survey of Western Australia and Curtin University.
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Kinship and ancestry of the Celts in Baden-Wurttemberg, Germany | ScienceDaily
The Celtic culture of the pre-Roman Iron Age in Western and Central Europe has left numerous traces to this day, not least in the form of enormous burial mounds and spectacular archaeological artifacts. Despite this rich legacy, much about this civilization remains hidden from us. In a collaboration between the State Office for the Preservation of Historical Monuments in Baden-Wurttemberg and the Max Planck Institute for Evolutionary Anthropology (MPI-EVA) in Leipzig, the genomes of Celtic individuals from several burial mounds have now been reconstructed for the first time.


						
The burial mounds of Eberdingen-Hochdorf and Asperg-Grafenbuhl, known as Furstengraber, are among the richest burials of German prehistory, with gold finds and elaborate bronze vessels. A new genetic analysis has now revealed that the two princes, buried about 10 kilometers apart, were biologically closely related. "It has long been suspected that the two princes from the burial mounds in Eberdingen-Hochdorf and Asperg 'Grafenbuhl' were related," says Dirk Krausse of the State Office for the Preservation of Historical Monuments, "but only now has this assumption been confirmed by the new analyses."

For the current analyses, teeth and skull bones of the inner ear were sampled at the MPI-EVA using the latest methods, and the remaining DNA was sequenced to reconstruct the genomes of a total of 31 individuals. The two central burials stand out from the rest of the group due to their close relationship.

Two princes closely related

After establishing a genetic relationship between the two individuals, the team looked at all possible connections, such as brothers, half-siblings, grandfather and grandson, as well as uncle and nephew. "Based on the fairly precise death dates, estimates of age at death and the genetic similarity of the two princes, only one scenario comes into question as uncle and nephew, more precisely: the sister of the Hochdorf prince was the mother of the Asperg prince," explains Stephan Schiffels from MPI-EVA.

"This result shows that political power in this society was most likely inherited through biological succession, comparable to a dynasty," says Joscha Gretzinger from MPI-EVA. This is also supported by evidence of relationships between other individuals from the two mounds, as well as from the much more distant Magdalenenberg mound, which was built about 100 years earlier. Gretzinger adds: "Overall, we seem to be dealing with a broad network among the Celts in Baden-Wurttemberg, in which political power was underpinned by biological kinship."

But how were the Celts related to other inhabitants of Iron Age Europe beyond Baden-Wurttemberg? A detailed analysis of the genetic origins of this group reveals a genetic origin most likely to be found in present-day France, but which was widespread throughout southern Germany at the time. In addition, several individuals show a genetic origin from Italy, which also fits well with the objects found in the graves, many of which show Mediterranean styles.

The study is therefore an important piece of the puzzle in our understanding of European history in the Middle and Late Iron Age, which, unlike the Roman and other Early Medieval periods, can hardly be researched from written sources.
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How sharks survived a major spike in Earth's temperature | ScienceDaily
The sharks we know today as the open ocean's top predators evolved from stubby bottom dwellers during a dramatic episode of global warming millions of years ago.


						
A massive outpouring of volcanic lava about 93 million years ago sent carbon dioxide levels soaring, creating a greenhouse climate that pushed ocean temperatures to their hottest. UC Riverside researchers discovered that some sharks responded to the heat with elongated pectoral fins.

This discovery is documented in a paper published today in the journal Current Biology. It was made by taking body length and fin measurements from over 500 living and fossilized shark species.

"The pectoral fins are a critical structure, comparable to our arms," said UCR biology doctoral student and paper first author Phillip Sternes. "What we saw upon review of a massive data set, was that these fins changed shape as sharks expanded their habitat from the bottom to the open ocean."

Longer pectoral fins help make shark movements much more efficient. "Their fins are comparable to the wings of commercial airplanes, long and narrow, to minimize the amount of energy needed for movement," Sternes said.

The researchers also saw that the open-water sharks got faster compared to bottom dwelling sharks. "Shark muscle is very sensitive to temperature," said Tim Higham, professor in UCR's Department of Evolution, Ecology, and Organismal Biology and paper co-author.

"The data helped us make a correlation between higher temperatures, tail movement, and swimming speeds," Higham said.




Most living shark species are still bottom dwellers, occupying what scientists refer to as the benthic zone. These benthic sharks do not loom as large in popular culture as their fierce open-water relatives. Many of the bottom dwellers are slender, flatter, more medium-sized predators.

Only about 13% of modern sharks are fast-swimming open-water predators. The researchers believe that breathing may have become difficult for their ancient relatives. Oxygen levels near the bottom during the Cretaceous period likely dropped as the heat increased.

Modern sea surface temperatures average about 68 degrees Fahrenheit. In the Cretaceous they were much warmer, reaching an average of about 83 degrees. The high heat of the Cretaceous did not happen overnight, and neither did the sharks' evolution.

"We had pretty warm open-sea surface temperatures throughout the era, and then a distinct spike that took place over a one- or two-million-year period," said associate professor at Claremont McKenna College and paper co-author Lars Schmitz.

As global warming drove an evolution in some groups of animals, including sharks, it caused the extinction of others. Because those evolutionary changes happened on a longer time scale in the past, it is difficult to predict exactly how sharks or other marine life will respond to current warming trends.

Biologists are seeing some sharks, including tropical species like tiger and bull sharks, starting to swim farther north. But it is unclear whether threatened sharks will again be able to adapt where they live and survive the rapidly increasing heat.

"The temperature is going up so fast now, there is nothing in the geologic record I am aware of that we can use for a true comparison," Sternes said.
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A greener, more effective way to kill termites | ScienceDaily
UC Riverside scientists have discovered a highly effective, nontoxic, and less expensive way to lure hungry termites to their doom.


						
The method, detailed in the Journal of Economic Entomology, uses a pleasant-smelling chemical released by forest trees called pinene that reminds western drywood termites of their food. They follow the scent to a spot of insecticide injected into wood.

"We saw significant differences in the death rates using insecticide alone versus the insecticide plus pinene," said UCR entomologist Dong-Hwan Choe, who led the discovery. "Without pinene, we got about 70% mortality. When we added it in, it was over 95%.

Native to North America, western drywood termites are environmentally important. They are drawn to dead wood above ground, and consume it with the help of microorganisms in their guts. "They are recyclers," Choe said. "And they're very common."

Unfortunately for humans, the insects are unable to distinguish between dead trees and the wood used to build homes. Of particular concern in California and Florida, as well as parts of Canada and Mexico, no dwelling is immune to them. "It's only a matter of time before termites attack a house, especially in warmer parts of the states," Choe said.

Fumigation is one of the most common drywood termite control techniques. Homes are covered with tents and then bombed with gas that kills the insects. In the U.S., California uses this method more than any other state.

The pest control industry is under pressure to find new methods because the chemical, sulfuryl fluoride, is both a greenhouse gas and is also toxic to humans. Additionally, fumigation is an expensive process that does not provide lasting protection against termites.




"Even though it is very thorough, a home can be infested again soon after fumigation is completed," Choe said. "Some people fumigate every three to five years because it doesn't protect structures from future infestations."

Localized injection is an alternative strategy to control drywood termites that does not involve gas. Technicians drill holes into the infested wood to reach the termite "gallery" or lair, then inject poison into the hole to inundate the bugs.

"This is a more localized treatment, and in theory, it is a better strategy when you want to control drywood termites with fewer chemicals. It's less expensive, and the treated wood may also stay protected from future infestations," Choe said.

The challenge with localized injection is figuring out exactly where the bugs are hiding. Typically, this method uses a contact-based insecticide, meaning the insects must touch the poison for it to work.

Using an attractant like pinene eliminates the need to hunt for the termites. "Even at low concentrations, pinene is good at attracting termites from a distance," Choe said.

"We don't think it's functioning as a pheromone," Choe said. "We think the scent is more associated with their food. Smells nice... dinner time! That's the concept that we had in mind."

The insecticide they used, fipronil, is also used to control ant infestations. It can be toxic to aquatic insects and pollinators if it gets into the environment. In this case it is injected into the wood, so chances of off-target effects are low.

Choe's laboratory generally studies the chemical communication systems of urban insect pests to develop strategies like this one for western drywood termites.

"Our study shows that if you understand insect behavior better, it's interesting by itself," Choe said. "Then there are also important implications for more effective pest management, so we can use fewer chemicals without compromising efficiency."
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Martian meteorites deliver a trove of information on Red Planet's structure | ScienceDaily
Mars has a distinct structure in its mantle and crust with discernible reservoirs, and this is known thanks to meteorites that scientists at Scripps Institution of Oceanography at UC San Diego and colleagues have analyzed on Earth.


						
Meteorites that formed roughly 1.3 billion years ago and then ejected from Mars have been collected by scientists from sites in Antarctica and Africa in recent decades. Scripps Oceanography geologist James Day and his colleagues report May 31 in the journal Science Advances on analyses of the chemical compositions of these samples from the Red Planet.

These results are important for understanding not only how Mars formed and evolved, but also for providing precise data that can inform recent NASA missions like Insight and Perseverance and the Mars Sample Return, said study lead Day.

"Martian meteorites are the only physical materials we have available from Mars," said Day. "They enable us to make precise and accurate measurements and then quantify processes that occurred within Mars and close to the martian surface. They provide direct information on Mars' composition that can ground truth mission science, like the ongoing Perseverance rover operations taking place there."

Day's team assembled its account of Mars' formation using meteorite samples that all came from the same volcano, known as nakhlites and chassignites. Some 11 million years ago, a large meteor impact on Mars sheared away parts of the planet and sent the rocks hurtling into space. Some of those landed on Earth in the form of meteorites, with the first of these being discovered in 1815 in Chassigny, France and then in 1905 in Nakhla, Egypt.

Since then, more such meteorites have been discovered in locations including Mauritania and Antarctica. Scientists are able to identify Mars as their place of origin because these meteorites are relatively young, so come from a recently active planet, have distinct compositions of the abundant element oxygen compared to Earth, and retain the composition of Mars' atmosphere measured on the surface by the Viking landers in the 1970s.

The team analyzed the two keystone nakhlite and chassignite meteorite types. Nakhlites are basaltic, similar to lavas erupting in Iceland and Hawaii today, but are rich in a mineral called clinopyroxene. Chassignites are almost exclusively made of the mineral olivine. On Earth, basalts are a main component of the planet's crust, especially under the oceans, while olivines are abundant in its mantle.




The same is true on Mars. The team showed that these rocks are related to each other through a process known as fractional crystallization within the volcano in which they were formed. Using the composition of these rocks, they also show that some of the then-molten nakhlites incorporated portions of crust close to the surface that also interacted with Mars' atmosphere.

"By determining that nakhlites and chassignites are from the same volcanic system, and that they interacted with martian crust that was altered by atmospheric interactions, we can identify a new rock type on Mars," said Day. "With the existing collection of martian meteorites, all of which are volcanic in origin, we are able to better understand the internal structure of Mars."

The team was able to do this because of the distinctive chemical characteristics of nakhlites and chassignites, as well as the characteristic compositions of other martian meteorites. These reveal an atmospherically altered upper crust to Mars, a complex deeper crust and a mantle where plumes from deep within Mars have penetrated to the base of the crust, while the interior of Mars', formed early in its evolution have also melted to produce distinct types of volcanoes.

"What's remarkable is that Mars' volcanism has incredible similarities, but also differences, to Earth," said Day. "On the one hand, nakhlites and chassignites formed in similar ways to recent volcanism in places like Oahu in Hawaii. There, newly formed volcanoes press down on the mantle generating tectonic forces that produce further volcanism."

"On the other hand, the reservoirs in Mars are extremely ancient, separating from one another shortly after the Red planet formed. On Earth, plate tectonics has helped to remix reservoirs back together over time. In this sense, Mars provides an important link between what the early Earth may have looked like from how it looks today."

Besides Day, Marine Paquet of Scripps Oceanography and colleagues from the University of Nevada Las Vegas and the French National Centre for Scientific Research contributed to the study. The NASA Solar Systems Workings and Emerging Worlds program funded the research.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/05/240531182852.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Glimpses of a volcanic world: New telescope images of Jupiter's moon Io rival those from spacecraft | ScienceDaily
New images of Jupiter's volcano-studded moon Io, taken by the Large Binocular Telescope on Mount Graham in Arizona, offer the highest resolution of Io ever achieved with an Earth-based instrument. The observations were made possible by a new high-contrast optical imaging instrument, dubbed SHARK-VIS, and the telescope's adaptive optics system, which compensates for the blurring induced by atmospheric turbulence.


						
The images, to be published in the journal Geophysical Research Letters, reveal surface features as small as 50 miles across, a spatial resolution that until now had been achievable only with spacecraft sent to Jupiter. This is equivalent to taking a picture of a dime-sized object from 100 miles away, according to the research team. SHARK-VIS allowed the researchers to identify a major resurfacing event around Pele, one of Io's most prominent volcanoes. According to the paper's first author, Al Conrad, the eruptions on Io, the most volcanically active body in the solar system, dwarf their contemporaries on Earth.

"Io, therefore, presents a unique opportunity to learn about the mighty eruptions that helped shape the surfaces of the Earth and the moon in their distant pasts," said Conrad, associate staff scientist at the Large Binocular Telescope Observatory. The Large Binocular Telescope, or LBT, is part of Mount Graham International Observatory, a division of the University of Arizona Steward Observatory.

Conrad added that studies like this one will help researchers understand why some worlds in the solar system are volcanic but not others. They also may someday shed light on volcanic worlds in exoplanet systems around nearby stars.

Slightly larger than Earth's moon, Io is the innermost of Jupiter's Galilean moons, which in addition to Io include Europa, Ganymede and Callisto. Locked in a gravitational "tug of war" among Jupiter, Europa and Ganymede, Io is constantly being squeezed, leading to frictional heat buildup in its interior -- believed to be the cause for its sustained and widespread volcanic activity.

Jupiter moon Io, imaged by SHARK-VIS on Jan. 10, 2024. This is the highest resolution image of Io ever obtained by an Earth-based telescope. The image combines three spectral bands -- infrared, red and yellow -- to highlight the reddish ring around the volcano Pele (below and to the right of the moon's center) and the white ring around Pillan Patera, to the right of Pele.

By monitoring the eruptions on Io's surface, scientists hope to gain insights into the heat-driven movement of material underneath the moon's surface, its internal structure and ultimately, on the tidal heating mechanism responsible for Io's intense volcanism.




Io's volcanic activity was first discovered in 1979, when Linda Morabito, an engineer on NASA's Voyager mission, spotted an eruption plume in one of the images taken by the spacecraft during its famous "Grand Tour" of the outer planets. Since then, countless observations have been made that document Io's restless nature, from both space and Earth-based telescopes.

Study co-author Ashley Davies, a principal scientist at NASA's Jet Propulsion Laboratory, said the new image taken by SHARK-VIS is so rich in detail that it has allowed the team to identify a major resurfacing event in which the plume deposit around a prominent volcano known as Pele, located in Io's southern hemisphere close to the equator, is being covered by eruption deposits from Pillan Patera, a neighboring volcano. A similar eruption sequence was observed by NASA's Galileo spacecraft, which explored the Jupiter system between 1995 and 2003.

"We interpret the changes as dark lava deposits and white sulfur dioxide deposits originating from an eruption at Pillan Patera, which partially cover Pele's red, sulfur-rich plume deposit," Davies said. "Before SHARK-VIS, such resurfacing events were impossible to observe from Earth."

While telescope images in the infrared can detect hot spots caused by ongoing volcanic eruptions, they are not sharp enough to reveal surface details and unambiguously identify the locations of the eruptions, explained co-author Imke de Pater, professor emerita of astronomy at the University of California -- Berkeley.

"Sharper images at visible wavelengths like those provided by SHARK-VIS and LBT are essential to identify both locations of eruptions and surface changes not detectable in the infrared, such as new plume deposits," de Pater said, adding that visible light observations provide researchers with vital context for the interpretation of infrared observations, including those from spacecraft such as Juno, which is currently orbiting Jupiter.

SHARK-VIS was built by the Italian National Institute for Astrophysics at the Rome Astronomical Observatory and is managed by a team led by principal investigator Fernando Pedichini, assisted by project manager Roberto Piazzesi. In 2023, it was installed, together with its complementary near-infrared instrument SHARK-NIR, at the LBT to fully take advantage of the telescope's outstanding adaptive optics system. The instrument houses a fast, ultra-low-noise camera that allows it to observe the sky in "fast imaging" mode, capturing slow-motion footage that freezes the optical distortions caused by atmospheric turbulence, and to post-process data to an unprecedented sharpness.

Gianluca Li Causi, data processing manager for SHARK-VIS at the Italian National Institute for Astrophysics, explained how it works: "We process our data on the computer to remove any trace of the sensor's electronic footprint. We then select the best frames and combine them using a highly efficient software package called Kraken, developed by our colleagues Douglas Hope and Stuart Jefferies from Georgia State University. Kraken allows us to remove atmospheric effects, revealing Io in incredible sharpness."

SHARK-VIS instrument scientist Simone Antoniucci said he anticipates new observations to be made of objects throughout the solar system.

"The keen vision of SHARK-VIS is particularly suited to observing the surfaces of many solar system bodies, not only the moons of giant planets but also asteroids," he said. "We have already observed some of those, with the data currently being analyzed, and are planning to observe more."
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'Ugly' fossil places extinct saber-toothed cat on Texas coast | ScienceDaily
Important scientific finds don't always come in the biggest, buzziest packages. Sometimes new discoveries come in little ugly rocks. Such is the case of a 6-centimeter-wide, nondescript mass of bone and teeth that helped a scientist at The University of Texas at Austin expand the geographic footprint of a large cat that roamed the Earth tens of thousands of years ago.


						
"You can't even tell what it is, let alone which animal it came from," said John Moretti, a doctoral student at the UT Jackson School of Geosciences who led research. "It's like a geode. It's ugly on the outside, and the treasure is all inside."

The research was published in the May issue of The Anatomical Record.

The fossil looks like a lumpy, rounded rock with a couple of exposed teeth that are a little worse for wear, having been submerged and tumbled along the floor of the Gulf of Mexico for thousands of years before washing up on a beach. But when the fossil was X-rayed at the Jackson School's University of Texas Computed Tomography Lab, Moretti saw there was more to the fossil that met the eye: a hidden canine tooth that had not yet erupted from the jaw bone.

It was just what Moretti needed to identify the fossil as belonging to a Homotherium, a genus of large cat that roamed much of the Earth for millions of years. Because this specific cat wasn't fully grown when it died, its distinctive saber-like canine tooth had not fallen into its permanent position. Nestled inside the jaw, the tooth was protected from the elements.

"Had that saber tooth been all the way erupted and fully in its adult form, and not some awkward teenage in-between stage, it would have just snapped right off," Moretti said. "It wouldn't have been there, and we wouldn't have that to use as evidence."

Homotherium spanned across habitats in Africa, Eurasia and the Americas. It was a large, robust cat about the size of a jaguar, with an elongated face, lanky front legs, and a sloping back that ended in a bobtail. Their serrated canine teeth were covered by large gum flaps, similar to domestic dogs today.




Their fossils have been found in several areas of Texas, but this fossil shows for the first time that the big cat roamed the now-submerged continental shelf that connects Texas and Florida. Scientists hypothesize that this stretch of land was a Neotropical corridor. Animals such as capybaras and giant armadillos that wouldn't have ventured farther north used this strip of humid grassland to move from Mexico to Texas to Florida.

The discovery that Homotherium lived along this corridor gives scientists a small glimpse into the ecology of this landscape during the Late Pleistocene, Moretti said. Big carnivores such as these cats helped shape the broader animal community, tamping down prey-animal populations and influencing regional biodiversity.

The fossil specimen was discovered more than 60 years ago on McFaddin Beach, south of Beaumont, by Russell Long, a professor at Lamar University, but was donated by U.S. Rep. Brian Babin, a former student of Long's who worked for 38 years as a dentist. Babin said that his training in paleontology and dentistry helped him recognize that what seems like a strange rock at first glance is actually an upper jaw bone and teeth.

"Without question, my professional knowledge and what I've learned as a dentist helped me in that regard," he said.

The research is part of a larger initiative on McFaddin Beach fossils started in 2018 by William Godwin, curator at the Sam Houston State University Natural Science Museum and a co-author of the study. Co-authors also include Deanna Flores, Christopher J. Bell, Adam Hartstone-Rose, and Patrick J. Lewis. The research was funded by UT, Sam Houston State University and North Carolina State University.
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In the brain at rest, neurons rehearse future experience | ScienceDaily
Some dreams may, in fact, predict the future: New research has found that during sleep, some neurons not only replay the recent past but also anticipate future experience.


						
The discovery is one in a series of insights afforded by a study on sleep and learning published in Nature by a team of researchers from Rice University and the University of Michigan. The research offers an unprecedented view of how individual neurons in the hippocampus of rats stabilize and tune spatial representations during periods of rest following the animals' first time running a maze.

"Certain neurons fire in response to specific stimuli," said Kamran Diba, an associate professor of anesthesiology at Michigan and corresponding author on the study. "Neurons in the visual cortex fire when presented with the appropriate visual stimulus. The neurons we're studying show place preferences."

Together with collaborators in Michigan's Neural Circuits and Memory Lab led by Diba, Rice neuroscientist Caleb Kemere has been studying the process by which these specialized neurons produce a representation of the world after a new experience. Specifically, the researchers tracked sharp wave ripples, a pattern of neuronal activation known to play a role in consolidating new memories and, more recently, also shown to tag which parts of a new experience are to be stored as memories.

"For the first time in this paper, we observed how these individual neurons stabilize spatial representations during rest periods," said Kemere, associate professor of electrical and computer engineering and bioengineering at Rice.

Sleep is critical for memory and learning -- science has quantified this age-old intuition by measuring performance on memory tests after a nap as opposed to after a period of waking or even sleep deprivation.

A couple of decades ago, scientists also discovered that neurons in the brains of sleeping animals that had been allowed to explore a new setting just before resting were firing in ways that replayed the animals' trajectories during exploration. This finding aligned with the knowledge that sleep helps new experiences crystallize into stable memories, thus suggesting that the spatial representations of many of these specialized neurons in the hippocampus are stable during sleep. However, the researchers wanted to see if there was more to the story.




"We imagined that some neurons might change their representations -- reflecting the experience we've all had of waking up with a new understanding of a problem," Kemere said. "Showing this, however, required that we track how individual neurons achieve spatial tuning, i.e., the process by which the brain learns to navigate a new route or environment."

The researchers trained rats to run back and forth on a raised track with liquid reward at either end and observed how individual neurons in the animals' hippocampus would "spike" in the process. By calculating an average spiking rate over many laps back and forth, the researchers were able to estimate the neurons' place field -- or the area in the environment that a given neuron "cared" about most.

"The critical point here is that place fields are estimated using the behavior of the animal," Kemere said, highlighting the challenge of assessing what happens to place fields during rest periods when the animal is not physically moving through the maze.

"I've been thinking for a long time about how we can evaluate the preferences of neurons outside of the maze, such as during sleep," Diba said. "We addressed this challenge by relating the activity of each individual neuron to the activity of all the other neurons."

This was the study's key innovation: The researchers developed a statistical machine learning approach that used the other neurons surveyed to map out an estimate of where the animal was dreaming of being. They next used those dreamed positions to estimate the spatial tuning process for each neuron in their data sets.

"The ability to track the preferences of neurons even without a stimulus was an important breakthrough for us," Diba said.




Both Diba and Kemere commended Kourosh Maboudi, a postdoctoral researcher at Michigan and the lead author on the study, for his role in the development of the learned tuning approach.

The method confirmed that the spatial representations that form during the experience of a new environment are, for most neurons, stable across several hours of postexperience sleep. But as the researchers had anticipated, there was more to the story.

"The thing that I loved the most about this research and the reason that I was so excited about it is finding that it's not necessarily the case that during sleep the only thing these neurons do is to stabilize a memory of the experience," Kemere said. "It turns out some neurons end up doing something else.

"We can see these other changes occurring during sleep, and when we put the animals back in the environment a second time, we can validate that these changes really do reflect something that was learned while the animals were asleep. It's as if the second exposure to the space actually happens while the animal is sleeping."

This is significant because it constitutes direct observation of neuroplasticity as it is happening during sleep. Kemere underscored that almost all plasticity research -- which examines the mechanisms that allow neurons to rewire and form new representations -- looks at what happens during waking periods as stimuli are being presented rather than during sleep when the relevant stimuli are absent.

"It seems like plasticity or rewiring in the brain requires really fast timescales," Diba said, pointing to the fascinating relationship between the duration of actual experience, "which can take up the span of seconds, minutes but also hours or days," and actual memories, "which are super compressed."

"If you remember anything, the memory -- it's instant," Diba said, referencing a famous literary passage by French modernist writer Marcel Proust in which a childhood memory unspools a whole lost world of past experience at barely a moment's notice.

The study is an example of advancements in neuroscience enabled in the past few decades by technological progress in the design of stable, high-resolution neural probes as well as by machine learning-backed computation power.

In light of these advancements, Kemere said brain science stands poised to make significant progress in the future, while at the same time expressing concern for the impact of recent budget cuts on continued research.

"It's quite possible that if we were starting this work today, we might not have been able to do these experiments and get these results," Kemere said. "We're definitely grateful that the opportunity was there."
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Scientists develop most sensitive way to observe single molecules | ScienceDaily
Scientists at the University of Wisconsin-Madison have developed the most sensitive method yet for detecting and profiling a single molecule -- unlocking a new tool that holds potential for better understanding how the building blocks of matter interact with each other. The new method could have implications for pursuits as varied as drug discovery and the development of advanced materials.


						
The technical achievement, detailed this month in the journal Nature, marks a significant advance in the burgeoning field of observing individual molecules without the aid of fluorescent labels. While these labels are useful in many applications, they alter molecules in ways that can obscure how they naturally interact with one another. The new label-free method makes the molecules so easy to detect, it is almost as if they had labels.

"We're very excited about this," says Randall Goldsmith, a UW-Madison professor of chemistry who led the work. "Capturing behaviors at the level of single molecules is an amazingly informative way of understanding complex systems, and if you can build new tools that grant better access to that perspective, those tools can be really powerful."

While researchers can glean useful information from studying materials and biological systems at larger scales, Goldsmith says that observing the behavior of and interactions between individual molecules is important for contextualizing that information, sometimes leading to new insights.

"When you see how nations interact with each other, it all comes down to interactions between individuals," says Goldsmith. "You wouldn't even think of understanding how groups of people interact with each other while ignoring how individuals interact with each other."

Goldsmith has been chasing the allure of single molecules since he was a postdoctoral researcher at Stanford University more than a decade ago. There, he worked under the chemist W.E. Moerner, who received the Nobel Prize in chemistry in 2014 for developing the first method of using light to observe a single molecule.

Since Moerner's initial success, researchers around the world have devised and refined new ways to observe these tiny bits of matter.




The method that the UW-Madison team developed relies on a device called an optical microresonator, or microcavity. As its name suggests, the microcavity is an extremely tiny space where light can be trapped in both space and time -- at least for a few nanoseconds -- where it can interact with a molecule. Microcavities are more commonly found in physics or electrical engineering laboratories, not chemistry labs. Goldsmith's history of combining concepts from disparate scientific fields was recognized in 2022 with a Polymath award from Schmidt Futures.

Microcavities are built from incredibly small mirrors fashioned right on top of a fiber optic cable. These fiber optic mirrors bounce the light back and forth many times very quickly within the microcavity.

The researchers let molecules tumble into the cavity, let the light pass through it, and can not only detect the molecule's presence, but also learn information about it, such as how fast it moves through water. This information can be used to determine the molecule's shape, or conformation.

"Conformation at the molecular level is incredibly important, particularly for thinking about how biomolecules interact with each other," says Goldsmith. "Let's say you have a protein and you have some small-molecule drug. You want to see if the protein's druggable, which is to say, 'Does the drug have some kind of major interaction with the protein?' One way you might be able to see that is if it introduces a conformational change."

There are other ways to do that, but they require large amounts of sample material and time-consuming analyses. With the newly developed microcavity technique, Goldsmith says, "we can potentially build a black-box tool to give us the answer in tens of seconds."

The team, which included Lisa-Maria Needham, a former postdoctoral researcher who is now a laboratory director at the University of Cambridge, has filed a patent for the device. Goldsmith says the device and methods will now be refined over the next couple of years. In the meantime, he says he and his collaborators are already thinking about the many ways it could be useful.

"We're excited about many other applications in spectroscopy," he says. "We hope we can use this as a stepping stone to other ways to learn about molecules."

This research was primarily funded by the National Institutes of Health (R01GM136981), with resonator construction supported by the Q-NEXT Quantum Center, a U.S. Department of Energy, Office of Science, National Quantum Information Science Research Center, under award number DE-FOA-0002253. 
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How does 'not' affect what we understand? Scientists find negation mitigates our interpretation of phrases | ScienceDaily
When we're told "This coffee is hot" upon being served a familiar caffeinated beverage at our local diner or cafe, the message is clear. But what about when we're told "This coffee is not hot"? Does that mean we think it's cold? Or room temperature? Or just warm?


						
A team of scientists has now identified how our brains work to process phrases that include negation (i.e., "not"), revealing that it mitigates rather than inverts meaning -- in other words, in our minds, negation merely reduces the temperature of our coffee and does not make it "cold."

"We now have a firmer sense of how negation operates as we try to make sense of the phrases we process," explains Arianna Zuanazzi, a postdoctoral fellow in New York University's Department of Psychology at the time of the study and the lead author of the paper, which appears in the journal PLOS Biology. "In identifying that negation serves as a mitigator of adjectives -- 'bad' or 'good,' 'sad' or 'happy,' and 'cold' or 'hot' -- we also have a better understanding of how the brain functions to interpret subtle changes in meaning."

In an array of communications, ranging from advertising to legal filings, negation is often used intentionally to mask a clear understanding of a phrase. In addition, large language models in AI tools have difficulty interpreting passages containing negation. The researchers say that their results show how humans process such phrases while also potentially pointing to ways to understand and improve AI functionality.

While the ability of human language to generate novel or complex meanings through the combination of words has long been known, how this process occurs is not well understood.

To address this, Zuanazzi and her colleagues conducted a series of experiments to measure how participants interpreted phrases and also monitored participants' brain activity during these tasks -- in order to precisely gauge related neurological function.

In the experiments, participants read -- on a computer monitor -- adjective phrases with and without negation (e.g., "really not good" and "really really good") and rated their meaning on a scale from 1 ("really really bad") to 10 ("really really good") using a mouse cursor. This scale was designed, in part, to determine if participants interpreted phrases with negation as the opposite of those without negation -- in other words, did they interpret "really not good" as "bad" -- or, instead, as something more measured?




Here, the researchers found that participants took longer to interpret phrases with negation than they did phrases without negation -- indicating, not surprisingly given the greater complexity, that negation slows down our processing of meaning. In addition, drawing from how the participants moved their cursors, negated phrases were first interpreted as affirmative (i.e., "not hot" was initially interpreted as closer to "hot" than to "cold"), but later shifted to a mitigated meaning, suggesting that, for instance, "not hot" is not interpreted as either "hot" or "cold," but, rather, as something between "hot" and "cold."

The scientists also used magnetoencephalography (MEG) to measure the magnetic fields generated by the electrical activity of participants' brains while they were performing these phrase-interpretation tasks. As with the behavioral experiments, neural representations of polar adjectives such as "cold" and "hot" were made more similar by negation, suggesting that the meaning of "not hot" is interpreted as "less hot" and the meaning of "not cold" as "less cold," becoming less distinguishable. In sum, neural data matched what was observed for the mouse movements in the behavioral experiments: negation does not invert the meaning of "hot" to "cold," but rather weakens or mitigates its representation along the semantic continuum between "cold" and "hot."

"This research spotlights the complexity that goes into language comprehension, showing that this cognitive process goes above and beyond the sum of the processing of individual word meanings," observes Zuanazzi, now at the Child Mind Institute.

The paper's other authors were: Pablo Ripolles, an assistant professor in NYU's Department of Psychology and associate director of Music and Audio Research Laboratory at NYU's Steinhardt School of Culture, Education, and Human Development; Jean-Remi King, a researcher at France's Ecole Normale Superieure; Wy Ming Lin, a doctoral student at the University of Tubingen; Laura Gwilliams, an NYU doctoral student at the time of the study; and David Poeppel, a professor in NYU's Department of Psychology and managing director of the Ernst Strungmann Institute for Neuroscience in Frankfurt, Germany.

The research was supported by a grant from the National Science Foundation (2043717).
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Medium and mighty: Intermediate-mass black holes can survive in globular clusters | ScienceDaily
Joint research led by Michiko Fujii of the University of Tokyo demonstrated a possible formation mechanism of intermediate-mass black holes in globular clusters, star clusters that could contain tens of thousands or even millions of tightly packed stars. The first ever star-by-star massive cluster-formation simulations revealed that sufficiently dense molecular clouds, the "birthing nests" of star clusters, can give birth to very massive stars that evolve into intermediate-mass black holes. The findings were published in the journal Science.


						
"Previous observations have suggested that some massive star clusters (globular clusters) host an intermediate-mass black hole (IMBH)," Fujii explains the motivation for the research project. "An IMBH is a black hole with a mass of 100-10000 solar masses. So far, there has been no strong theoretical evidence to show the existence of IMBH with 1000-10,10.1126/science.adi4211000 solar masses compared to less massive (stellar mass) and more massive (supermassive) ones."

Birthing nests might conjure up images of warmth and tranquility. Not so with stars. Globular star clusters form in turmoil. The differences in density first cause stars to collide and merge. As the stars continue to merge and grow, the gravitational forces grow with them. The repeated stellar collisions in the dense, central region of globular clusters are called runaway collisions. They can lead to the birth of very massive stars with more than 1000 solar masses. These stars could potentially evolve into IMBHs. However, previous simulations of already-formed clusters suggested that stellar winds blow away most of their mass, leaving them too small. To investigate whether IMBHs could "survive," researchers needed to simulate a cluster while it was still forming.

"Star cluster formation simulations were challenging because of the simulation cost," Fujii says. "We, for the first time, successfully performed numerical simulations of globular cluster formation, modeling individual stars. By resolving individual stars with a realistic mass for each, we could reconstruct the collisions of stars in a tightly packed environment. For these simulations, we have developed a novel simulation code, in which we could integrate millions of stars with high accuracy."

In the simulation, the runaway collisions indeed led to the formation of very massive stars that evolved into intermediate-mass black holes. The researchers also found that the mass ratio between the cluster and the IMBH matched that of the observations that originally motivated the project.

"Our final goal is to simulate entire galaxies by resolving individual stars," Fujii points to future research. "It is still difficult to simulate Milky Way-size galaxies by resolving individual stars using currently available supercomputers. However, it would be possible to simulate smaller galaxies such as dwarf galaxies. We also want to target the first clusters, star clusters formed in the early universe. First clusters are also places where IMBHs can be born."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/05/240530182143.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



People are altering decomposition rates in waterways | ScienceDaily
Humans may be accelerating the rate at which organic matter decomposes in rivers and streams on a global scale, according to a new study from the University of Georgia, Oakland University and Kent State University.


						
That could pose a threat to biodiversity in waterways around the world and increase the amount of carbon in Earth's atmosphere, potentially exacerbating climate change.

Published in Science, the study is the first to combine a global experiment and predictive modeling to illustrate how human impacts to waterways may contribute to the global climate crisis.

"Everyone in the world needs water," said Krista Capps, co-author of the study and an associate professor in UGA's Odum School of Ecology and Savannah River Ecology Laboratory. "When human activities change the fundamental ways rivers work, it's concerning. Increases in decomposition rates may be problematic for the global carbon cycle and for animals, like insects and fish, that live in streams because the food resources they need to survive will disappear more quickly, lost to the atmosphere as carbon dioxide."

Global warming, urbanization, increased nutrients altering global carbon cycle

Rivers and streams play a key role in the global carbon cycle by storing and decomposing large amounts of leaves, branches and other plant matter.

Typically, the process would go something like this: Leaf falls into river. Bacteria and fungi colonize the leaf. An insect eats the bacteria and fungi, using the carbon stored in the leaf to grow and make more insects. A fish eats the insect.




The study found that this process is changing in areas of the world impacted by humans.

Rivers impacted by urbanization and agriculture are changing how quickly leaf litter decomposes.

And when the process speeds up, that insect doesn't have a chance to absorb the carbon from the leaf. Instead, the carbon is released into the atmosphere, contributing to greenhouse gas pollution and ultimately disrupting the food chain.

"When we think of greenhouse gas emissions, we tend to think of tailpipes and factories," said Scott Tiegs, co-author of the study and a professor of biological sciences at Oakland. "But a lot of carbon dioxide and methane comes from aquatic ecosystems. This process is natural. But when humans add nutrient pollution like fertilizer to fresh waters and elevate water temperatures, we increase the decomposition rates and direct more CO2 into the atmosphere."

Reducing human impact could improve water quality, help fight climate change

The researchers collected field data from 550 rivers across the globe, collaborating with more than 150 researchers in 40 countries.




Based on that data, the scientists generated one of the first estimates of decomposition rates in rivers and streams throughout the world, including understudied areas such as the tropics.

The authors compiled the data into a free online mapping tool that shows how fast different kinds of leaves decompose in local waterways.

Using predictive modeling, the researchers also identified environmental factors responsible for increased decomposition rates, such as higher temperatures and increased nutrient concentrations.

"Both of these factors are impacted by human activities," said David Costello, co-author of the study and an associate professor at Kent State. "Reducing human impacts on decomposition will keep more carbon in rivers, preventing it from entering the atmosphere as carbon dioxide and contributing to climate change."

The study was co-authored by John Paul Schmidt, from UGA's Odum School of Ecology; Christopher J. Patrick, Virginia Institute of Marine Science; Jennifer J. Follstad Shah, University of Utah; Carrie J. LeRoy, The Evergreen State College; and the CELLDEX Consortium.
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Historic iceberg surges offer insights on modern climate change | ScienceDaily
A great armada entered the North Atlantic, launched from the cold shores of North America. But rather than ships off to war, this force was a fleet of icebergs. And the havoc it wrought was to the ocean current itself.


						
This scene describes a Heinrich Event, or a period of rapid iceberg discharge from the Laurentide Ice Sheet during the last glacial maximum. These episodes greatly weakened the system of ocean currents that circulates water within the Atlantic Ocean. The Atlantic Meridional Overturning Circulation, or AMOC for short, brings warm surface water north and cold deep water south. This oceanic conveyor belt is a major component of the global climate system, influencing marine ecosystems, weather patterns and temperatures.

It's also regarded as a potential tipping element of the Earth's climate, meaning that a tiny perturbation could push the system to a point of no return. "That's why a lot of people are worried about a potential collapse of the AMOC," said Yuxin Zhou, a postdoctoral researcher in UC Santa Barbara's Department of Earth Science. A weakened AMOC would have a global impact, dropping temperatures in the northern hemisphere and raising them in the south. We'd see dramatic cooling in western Europe and eastern North America, and changes in the tropical rain belt that impact the Amazon and central Africa.

Zhou compared the rate of icebergs coming from the Greenland Ice Sheet to ice flux during Heinrich Events, the last time the AMOC collapsed. He found that as Greenland's ice sheet retreats inland, its iceberg calving likely will not persist long enough to completely derail the Atlantic circulation. That said, increased freshwater runoff and continued global warming remain threats to the circulation's stability. The results appear in the journal Science.

"I think that sometimes people are in such despair about the future of the climate that they just give up," Zhou said. "This study is saying that there is still hope, and we should act with that in mind."

The North Atlantic is the lynchpin of the AMOC. This is where surface water chills and sinks to the deep ocean, driving this marine conveyor belt, which is a component of the global current system. Adding cold freshwater to the North Atlantic can disrupt this process, a frightening prospect for human society.

Scientists have a number of ways to predict how the AMOC will evolve in the future, including modern observations, statistical analyses and computational models. But the ocean is vast and complex, making it difficult to capture many of its nuances in studies.




Zhou went back in history to study the most recent period when the AMOC was severely weakened -- from 68,000 to 16,000 years ago, during the last glacial period. During cooler periods there is more water locked up in ice sheets, creating a reservoir for quickly flushing the ocean with freshwater in the form of icebergs or runoff. Scientists call these episodes Heinrich Events when they came from the Laurentide Ice Sheet. "Today it does not exist. But it used to cover northern North America and was kilometers thick in New York City," Zhou said.

Comparing these Heinrich Events to current melting in Greenland enabled Zhou to predict how current trends might change the AMOC in the future. Icebergs bring larger sediment out to sea than water or wind, a signature that geologist Hartmut Heinrich noticed in seafloor cores in the North Atlantic. To estimate how much ice each Heinrich Event released, Yuxin analyzed the amount of thorium-230 found in these sediments. This radioactive element is formed from the decay of naturally occurring uranium in seawater. Unlike uranium, thorium doesn't dissolve well in water, so it precipitates out on particles in the water column. Because thorium-230 is produced at a steady rate, more sediment flux dilutes its concentration. Working in reverse: Less thorium means more sediment raining down, carried by more icebergs.

While this technique has been used before, Zhou is the first to compare the melting rate of icebergs during Heinrich Events to current trends and projections for Greenland's ice sheet. Zhou discovered that Greenland's predicted ice outflow is on par with a mid-range Heinrich Event. And what are the effects of a mid-range Heinrich Event?

"Dramatic," Zhou replied. "It can be bad."

"This is surprising, and people should be worried. But -- and this is a big 'but' -- during Heinrich Events, the AMOC was already moderately weakened before all the icebergs came in," he said. "In contrast, the circulation is very vigorous right now." This difference in initial state is cause for some relief.

Heinrich Events also lasted for tens to hundreds of years. In contrast, the industrial revolution only began around the late 18th century, with carbon emissions ramping up much later. "It is possible that we simply haven't screwed up badly enough for long enough for it to really mess up the AMOC," Zhou remarked.




There's another nuance to the story. Not all melting has the same effect on the Atlantic circulation. Freshwater released as icebergs has a much larger impact on the AMOC than runoff, which is released after melting on land. Icebergs can cool the surrounding seawater, causing it to freeze into sea ice. Ironically, this ice layer acts as a blanket, keeping the ocean surface warm and preventing it from plunging down to the depths and driving the Atlantic circulation. What's more, icebergs travel much farther out to sea than runoff, delivering freshwater to the regions where this deepwater formation occurs.

Scientists on the Intergovernmental Panel on Climate Change predict that the AMOC will weaken moderately over the 21st century, a trend similar to the effects of a Heinrich Event. However, Greenland's ice discharge is projected to dwindle by that time as its ice sheet melts. This will cause its glaciers to recede inland, meaning they melt on land and release freshwater runoff rather than icebergs.

"This presents a tug-o-war between these two factors: the more disruptive but decreasing ice discharge and the less effective but accelerating runoff," Zhou explained. "It's going to be a competition, and the interplay between the two will determine the future of the AMOC."

Zhou hopes to study the factors that caused Heinrich Events in the future. Some research suggests that each episode was preceded by ice discharge in the Pacific Ocean from the smaller Cordilleran Ice Sheet. Although this ice sheet hasn't left any remnants, Zhou believes studying these Siku Events, as the latter are known, could provide more insight on global ocean circulation.

??He's also interested in the sediments around Antarctica. While Greenland's location causes it to dominate the AMOC, the southern ice sheet is much larger, meaning it could have a greater influence on global sea level and salinity. Further, the West Antarctic Ice Sheet is marine based, making it more susceptible to a feedback loop that could induce runaway melting. Zhou believes that applying the methodologies in this study to the Antarctic ice sheets could provide a better understanding of their future evolution and impacts.

"We have a lot of anxiety about how fast climate change is happening and how dramatic the changes could be," Zhou said. "But this is a piece of good climate news that hopefully will dissuade people from climate doomism, and give people hope, because we do need hope to fight the climate crisis."
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Scientists invent 'living bioelectronics' that can sense and heal skin | ScienceDaily
For years, Prof. Bozhi Tian's lab has been learning how to integrate the world of electronics -- rigid, metallic, bulky -- with the world of the body -- soft, flexible, delicate.


						
In their latest work, they have created a prototype for what they call "living bioelectronics": a combination of living cells, gel, and electronics that can integrate with living tissue.

The patches are made of sensors, bacterial cells, and a gel made from starch and gelatin. Tests in mice found that the devices could continuously monitor and improve psoriasis-like symptoms, without irritating skin.

"This is a bridge from traditional bioelectronics, which incorporates living cells as part of the therapy," said Jiuyun Shi, the co-first author of the paper and a former PhD student in Tian's lab (now with Stanford University).

"We're very excited because it's been a decade and a half in the making," said Tian.

The researchers hope the principles can also be applied to other parts of the body, such as cardiological or neural stimulation. The study is published May 30 in Science.

A third layer

Pairing electronics with the human body has always been difficult. Though devices like pacemakers have improved countless lives, they have their drawbacks; electronics tend to be bulky and rigid, and can cause irritation.




But Tian's lab specializes in uncovering the fundamental principles behind how living cells and tissue interact with synthetic materials; their previous work has included a tiny pacemaker that can be controlled with light and strong but flexible materials that could form the basis of bone implants.

In this study, they took a new approach. Typically, bioelectronics consist of the electronics themselves, plus a soft layer to make them less irritating to the body.

But Tian's group wondered if they could add new capabilities by integrating a third component: living cells themselves. The group was intrigued with the healing properties of certain bacteria such as S. epidermidis, a microbe that naturally lives on human skin and has been shown to reduce inflammation.

They created a device with three components. The framework is a thin, flexible electronic circuit with sensors. It is overlaid with a gel created from tapioca starch and gelatin, which is ultrasoft and mimics the makeup of tissue itself. Lastly, S. epidermidis microbes are tucked into the gel.

When the device is placed on skin, the bacteria secrete compounds that reduce inflammation, and the sensor monitors the skin for signals like skin temperature and humidity.

In tests with mice prone to psoriasis-like skin conditions, there was a significant reduction in symptoms.




Their initial tests ran for a week, but the researchers hope the system -- which they term the ABLE platform, for Active Biointegrated Living Electronics -- could be used for a half-year or more. To make the treatment more convenient, they said, the device can be freeze-dried for storage and easily rehydrated when needed.

Since the healing effects are provided by microbes, "It's like a living drug -- you don't have to refill it," said Saehyun Kim, the other co-first author of the paper and a current PhD student in Tian's lab.

In addition to treating psoriasis, the scientists can envision applications such as patches to speed wound healing on patients with diabetes.

They also hope to extend the approach to other tissue types and cell types. "For example, could you create an insulin-producing device, or a device that interfaces with neurons?" said Tian. "There are many potential applications."

Tian said this is a goal he has harbored since his time as a postdoctoral researcher nearly 15 years ago, when he first began experimenting with "cyborg tissues."

"Since then, we've learned so much about the fundamental questions, such as how cells interface with materials and the chemistry and physics of hydrogels, which allows us to make this leap," he said. "To see it become reality has been wonderful."

"My passion has always been to push the boundaries of what is possible in science," said Shi. "I hope our work could inspire the next generation of electronic designs."

Other paper authors with the University of Chicago included Pengju Li, Chuanwang Yang, Ethan Eig, Lewis Shi, and Jiping Yue, as well as scientists with Rutgers University and Columbia University.

The researchers used the Soft Matter Characterization Facility and the Pritzker Nanofabrication Facility at the University of Chicago. They are also working with the Polsky Center for Entrepreneurship and Innovation to commercialize the technology.
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Scientists develop visual tool to help people group foods based on their levels of processing | ScienceDaily
Fralin Biomedical Research Institute at VTC scientists studying ultra-processed foods have created a new tool for assessing the rewarding and reinforcing properties of foods that make up 58 percent of calories consumed in the United States. The foods have been linked to a wide range of negative health outcomes.


						
The research, which was published in April in the journal Appetite, provides a collection of carefully curated images of minimally processed and ultra-processed foods matched on 26 characteristics, including macronutrients, sodium, dietary fiber, calories, price, and visual characteristics such as a color and portion size.

The work was based on the NOVA classification system -- "nova" means new in Portuguese -- which groups foods into four categories based on their level of processing. Nutrition researchers at the University of Sao Paulo in Brazil developed the scale while studying the country's sharp increase in obesity rates.

The scale has its detractors.

"A major criticism of the NOVA scale is that it's difficult to use or that foods are classified differently by different people," said Alexandra DiFeliceantonio, corresponding author and assistant professor at the Fralin Biomedical Research Institute. "We found that people with education in nutrition generally agreed on the food classifications, providing some data that it might not be a valid criticism."

What they did

The NOVA system assigns food to four categories: unprocessed or minimally processed, such as fresh fruit, legumes, or plain yogurt; processed culinary ingredients, such as cooking oils, butter, and salt; processed foods, which combine the two above through simple methods suc as cheese, canned vegetables, or freshly baked bread; and ultra-processed foods, such as soft drinks, flavored yogurt, processed meat, and most packaged breads, made through industrial processing and additives rarely found in a home pantry.




To develop the picture set, a team of psychologists, neuroscientists, and registered dietitians selected foods to represent either minimally processed or ultra-processed foods.

The foods were prepared in a lab, visually represented through professional photography, and controlled for consistency. Researchers also gathered price, food weights, and nutritional information -- calories, macronutrients, sodium, and dietary fiber -- for the food in each image.

Study participants rated images across a range of qualities to generate a final set of 28 pictures matched across 26 characteristics. To objectively measure NOVA classification, researchers recruited 67 nutrition professionals and asked them to classify the foods as minimally or ultra-processed.

"With this food picture set we can start to infer that any differences between food pictures is due to the degree of food processing, and not all these other factors that we know are potentially impactful," said Zach Hutelin, the study's lead author and a Fralin Biomedical Research Institute-based graduate student in the translational biology, medicine and health Ph.D. program.

Why this matters

Ultra-processed foods are linked with increased risk of developing obesity, Type 2 diabetes, heart disease, and cancer. They represent more than half of calories consumed in the United States, Canada, and the United Kingdom and have been identified as a global threat to public health.




"There is very little experimental research on ultra-processed foods, and part of what's been holding us back is better tools for measuring and assessing their effects," said DiFeliceantonio, who is also associate director of the Fralin Biomedical Research Institute's Center for Health Behaviors Research. "The more tools we can provide, the more we can learn."

The Virginia Tech team is making the pictures and associated data accessible through the Virginia Tech Data Repository of the Virginia Tech University Libraries. This will allow scientists to test hypotheses in behavioral economic and neuroimaging studies.

In the DiFeliceantonio lab, the photos are being used with functional MRI to reveal associated brain activity, with the images isolating the effects of food processing from other characteristics.

The study was funded by a National Science Foundation graduate research fellowship, the National Institute of Diabetes and Digestive and Kidney Diseases of the National Institutes of Health, and a grant from the Seale Innovation Fund, which supports innovative pilot research projects at the Fralin Biomedical Research Institute. DiFeliceantonio received a grant from the fund to investigate metabolic, neural, and behavioral data to better understand how our brains process nutrient availability and food preference.
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NASA's James Webb Space Telescope finds most distant known galaxy | ScienceDaily
Over the last two years, scientists have used NASA's James Webb Space Telescope (also called Webb or JWST) to explore what astronomers refer to as Cosmic Dawn -- the period in the first few hundred million years after the big bang where the first galaxies were born. These galaxies provide vital insight into the ways in which the gas, stars, and black holes were changing when the universe was very young. In October 2023 and January 2024, an international team of astronomers used Webb to observe galaxies as part of the JWST Advanced Deep Extragalactic Survey (JADES) program. Using Webb's NIRSpec (Near-Infrared Spectrograph), they obtained a spectrum of a record-breaking galaxy observed only two hundred and ninety million years after the big bang. This corresponds to a redshift of about 14, which is a measure of how much a galaxy's light is stretched by the expansion of the universe.  Stefano Carniani from Scuola Normale Superiore in Pisa, Italy, and Kevin Hainline from the University of Arizona in Tucson, Arizona were invited to tell more about how this source was found and what its unique properties tell us about galaxy formation.


						
"The instruments on Webb were designed to find and understand the earliest galaxies, and in the first year of observations as part of the JWST Advanced Deep Extragalactic Survey (JADES), we found many hundreds of candidate galaxies from the first 650 million years after the big bang. In early 2023, we discovered a galaxy in our data that had strong evidence of being above a redshift of 14, which was very exciting, but there were some properties of the source that made us wary. The source was surprisingly bright, which we wouldn't expect for such a distant galaxy, and it was very close to another galaxy such that the two appeared to be part of one larger object. When we observed the source again in October 2023 as part of the JADES Origins Field, new imaging data obtained with Webb's narrower NIRCam (Near-Infrared Camera) filters pointed even more toward the high-redshift hypothesis. We knew we needed a spectrum, as whatever we would learn would be of immense scientific importance, either as a new milestone in Webb's investigation of the early universe or as a confounding oddball of a middle-aged galaxy.

"In January 2024, NIRSpec observed this galaxy, JADES-GS-z14-0, for almost ten hours, and when the spectrum was first processed, there was unambiguous evidence that the galaxy was indeed at a redshift of 14.32, shattering the previous most-distant galaxy record (z = 13.2 of JADES-GS-z13-0). Seeing this spectrum was incredibly exciting for the whole team, given the mystery surrounding the source. This discovery was not just a new distance record for our team; the most important aspect of JADES-GS-z14-0 was that at this distance, we know that this galaxy must be intrinsically very luminous. From the images, the source is found to be over 1,600-light years across, proving that the light we see is coming mostly from young stars and not from emission near a growing supermassive black hole. This much starlight implies that the galaxy is several hundreds of millions of times the mass of the Sun! This raises the question: How can nature make such a bright, massive, and large galaxy in less than 300 million years?

"The data reveal other important aspects of this astonishing galaxy. We see that the color of the galaxy is not as blue as it could be, indicating that some of the light is reddened by dust, even at these very early times. JADES researcher Jake Helton of Steward Observatory and the University of Arizona also identified that JADES-GS-z14-0 was detected at longer wavelengths with Webb's MIRI (Mid-Infrared Instrument), a remarkable achievement considering its distance. The MIRI observation covers wavelengths of light that were emitted in the visible-light range, which are redshifted out of reach for Webb's near-infrared instruments. Jake's analysis indicates that the brightness of the source implied by the MIRI observation is above what would be extrapolated from the measurements by the other Webb instruments, indicating the presence of strong ionized gas emission in the galaxy in the form of bright emission lines from hydrogen and oxygen. The presence of oxygen so early in the life of this galaxy is a surprise and suggests that multiple generations of very massive stars had already lived their lives before we observed the galaxy.

"All of these observations, together, tell us that JADES-GS-z14-0 is not like the types of galaxies that have been predicted by theoretical models and computer simulations to exist in the very early universe. Given the observed brightness of the source, we can forecast how it might grow over cosmic time, and so far we have not found any suitable analogs from the hundreds of other galaxies we've observed at high redshift in our survey. Given the relatively small region of the sky that we searched to find JADES-GS-z14-0, its discovery has profound implications for the predicted number of bright galaxies we see in the early universe, as discussed in another concurrent JADES study (Robertson et al., recently accepted). It is likely that astronomers will find many such luminous galaxies, possibly at even earlier times, over the next decade with Webb. We're thrilled to see the extraordinary diversity of galaxies that existed at Cosmic Dawn!"

These spectroscopic observations were taken as part of Guaranteed Time Observations (GTO) program 1287, and the MIRI ones as part of GTO program 1180.
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Origins of 'Welsh dragons' finally exposed by experts | ScienceDaily
A large fossil discovery has helped shed light on the history of dinosaurs in Wales.


						
Until recently, the land of the dragon didn't have any dinosaurs. However, in the last ten years, several dinosaurs have been reported, but their life conditions were not well known. In a new study by a team from the University of Bristol and published in Proceedings of the Geologists' Association, important details have been revealed for the first time.

They found that early Welsh dinosaurs from over 200 million year ago lived on a tropical lowland beside the sea. Dinosaur trackways are known from Barry and other sites nearby, showing that dinosaurs had walked across the warm lowlands.

The discovery was made at Lavernock Point, close to Cardiff and Penarth, where the cliffs of dark-coloured shales and limestones document ancient shallow seas. At several levels, there are accumulations of bones, including the remains of fish, sharks, marine reptiles and occasionally, dinosaurs.

Former student of the Bristol MSc in Palaeobiology Owain Evans led the study. He explained: "The bone bed paints the picture of a tropical archipelago, which was subjected to frequent storms, that washed material from around the surrounding area, both in land and out at sea, into a tidal zone. This means that from just one fossil horizon, we can reconstruct a complex ecological system, with a diverse array of marine reptiles like ichthyosaurs, plesiosaurs and placodonts in the water, and dinosaurs on land.

"I had visited the coast at Penarth all my life, growing up in Cardiff, but never noticed the fossils. Then, the more I read, the more amazing it became. Local geologists had been collecting bones since the 1870s, and most of these are in the National Museum of Wales in Cardiff."

Cindy Howells, Curator of Palaeontology at the National Museum of Wales, adds: "The collections from Lavernock go all the way back to the 19th century, with many sections of the bone bed being collected over the years. The presence of dinosaur fossils at the site ensure that it remains one of the most significant localities for palaeontology in Wales."

Two discoveries made by the team while conducting fieldwork at Lavernock were the fossilized remains of a placodont osteoderm, and a single coelacanth gular bone. Supervisor Dr Chris Duffin said: "The remains of coelacanths and placodonts are relatively rare in the UK, which makes these finds even more remarkable. These two fossils alone help build a broader picture of what the Rhaetian in the UK would have looked like."




Professor Michael Benton from Bristol's School of Earth Sciences, another project supervisor, adds: "The volume of dinosaur remains found at Lavernock is extremely exciting, and is a chance to study a complex, and often mysterious period in their evolutionary history. We have identified the remains of a large Plateosaurus like animal, along with several bones which likely belonged to a predatory theropod."

A significant section of the paper is dedicated to the abundant microfossils found at the site, which include fish teeth, scales and bone fragments. By examining thousands of specimens, the team were able to identify the key species in the shallow seas and work out the relative importance of each.

The origins of the Welsh dragons have been pinned down at last.
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Local bright spot among melting glaciers: 2000 km of Antarctic ice-covered coastline has been stable for 85 years | ScienceDaily
A whaler's forgotten aerial photos from 1937 have given researchers at the University of Copenhagen the most detailed picture of the ice evolution in East Antarctica to date. The results show that the ice has remained stable and even grown slightly over almost a century, though scientists observe early signs of weakening. The research offers new insights that enhance predictions of ice changes and sea level rise.


						
Higher temperatures, extreme weather, melting glaciers, and rising sea levels -- all indicators that the climate and the world's ice masses are in a critical state. However, a new study from the Department of Geosciences and Natural Resource Management at the University of Copenhagen offers a local bright spot.

Using hundreds of old aerial photographs dating back to 1937, combined with modern computer technology, the researchers have tracked the evolution of glaciers in East Antarctica. The area covers approximately 2000 kilometers of coastline and contains as much ice as the entire Greenland Ice Sheet.

By comparing the historical aerial photos with modern satellite data, the researchers have been able to determine whether the glaciers have retreated or advanced and whether they have thickened or thinned. The study reveals that the ice has not only remained stable but grown slightly over the last 85 years, partly due to increasing snowfall.

"We constantly hear about climate change and new melt records, so it's refreshing to observe an area of glaciers that has remained stable for almost a century," says PhD student Mads Domgaard, the study's first author.

However, the researcher emphasizes that the study also shows the first signs of changes in the sea ice off the glacier. This could mean that the stable East Antarctic glaciers might shrink in the future.

"Our results also indicate weakening sea ice conditions, making the glaciers' floating ice tongues more vulnerable and unable to grow as large as seen in the early aerial images from 1937. We know from other parts of Antarctica that the ocean plays an extremely important role and drives the massive and increasing melt we see in e.g. West Antarctica," says Mads Domgaard.




Hidden from the Nazis 

Most of the images used in the study were captured during a 1937 expedition organized and paid for by Norwegian whaler Lars Christensen. The mission aimed to produce the first maps of this part of East Antarctica, but the maps were never published due to the German invasion of Norway. Since then, the images have been stored at the Norwegian Polar Institute in Tromso and forgotten.

When the researchers from the University of Copenhagen read about the expedition, they realized that valuable images were likely hidden in an archive in Norway. They traveled to Tromso and reviewed all 2200 images taken during the expedition. They supplemented the Norwegian aerial images with images of the same glaciers from Australian surveys conducted between 1950 and 1974.

"By comparing the historical aerial photos with modern satellite data, we have gained critical knowledge about glaciers that we would not otherwise have had. I think it's fantastic that these old images can be used to generated new research results almost 100 years after they were taken," says Assistant Professor Anders Bjork from the University of Copenhagen, who leads the group working with the historical images.

Potential for major sea level rise

The Antarctic Ice Sheet is receiving increasing attention from researchers, due to its potential for extremely large and rapid sea level rise. Unlike Greenland, very little was known about Antarctica glaciers until the 1990s, when the first good satellite observations became available.




"Early observations of glaciers are extremely valuable as they give us a unique insight into how the ice has evolved through a varying climate and whether current changes in the ice exceed the glaciers' normal cycle of advance and retreat," explains Mads Domgaard.

According to the researcher, solid, long-term data is crucial for producing accurate predictions of future glacier evolutions and sea level rise, and this study provides new insights into a vast area in East Antarctica.

"The long time series of glaciers improves our ability to make more accurate models of future ice changes, as the models are trained on historical observations," concludes Anders Bjork.

The results have just been published in Nature Communications and are a collaboration between researchers from the University of Copenhagen, the Norwegian Polar Institute, the Arctic University of Norway and the Institute of Environmental Geosciences in France.

More about the study 

- Out of 2200 images photographed from seaplanes in 1937, 130 were selected for the analysis.

- The researchers combined the historical photos with modern satellite data to create 3D reconstructions of the glaciers.

- The Norwegian aerial images were supplemented with 165 aerial images of the same glaciers from Australian surveys conducted between 1950 and 1974. This allowed the researchers to examine the evolution of the glaciers over different periods and calculate historical ice flow speeds for selected glaciers.

- Compared to modern data, the ice flow speeds are unchanged. While some glaciers have thinned over shorter intermediate periods of 10-20 years, they have remained stable or grown slightly in the long term, indicating a system in balance.
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        Could taking certain drugs reduce risk of ruptured brain aneurysm?
        A new study suggests that people who take a few common drugs may have a decreased risk of having a bleeding stroke due to a ruptured brain aneurysm. The results do not prove that these drugs reduce the risk of this type of aneurysm; they only show an association.

      

      
        Experts alert doctors and the public to the arrival of hard-to-treat fungal skin infections in the United States
        Healthcare providers should watch out for new and highly contagious forms of ringworm or jock itch, which are emerging as a potential public health threat, according to a pair of reports.

      

      
        Oral insulin drops offer relief for diabetes patients
        Diabetes rates continue to rise. Scientists have now created a pain-free drug delivery method to help people with diabetes manage the disease and maintain their health more easily. Researchers have developed oral insulin drops that when placed under the tongue are quickly and efficiently absorbed by the body, potentially replacing the need for insulin injections.

      

      
        Scientists identify 'missing piece' required for blood stem cell self-renewal
        Blood stem cells -- key to transplants that are used as life-saving treatments for blood cancers and blood and immune disorders -- have the capacity to self-renew, but quickly lose their ability to do so in a lab dish. Scientists have identified a protein that not only enables blood stem cells to self-renew in a lab dish, but also allows these expanded cells to function effectively after being transplanted into mouse models. The findings could help make blood stem cell transplants available to mo...

      

      
        Universal bitter blocker could help patients take their medicines as prescribed
        Strong bitterness is the main reason why people all over the world, especially children, avoid taking their medicines, putting their health, and sometimes, their lives at risk. Now, a group of scientists has identified the first temporary, universal taste blocker that works in people.

      

      
        New understanding of how antidepressants work
        Researchers have established a new framework for understanding how classic antidepressants work in treating major depressive disorder (MDD), reemphasizing their importance and aiming to reframe clinical conversation around their role in treatment.

      

      
        AIs are irrational, but not in the same way that humans are
        Large Language Models behind popular generative AI platforms like ChatGPT gave different answers when asked to respond to the same reasoning test and didn't improve when given additional context, finds a new study.

      

      
        Prostate cancer: Protein identified to reduce tumor growth
        As prostate cancer progresses, it becomes increasingly aggressive and can metastasize. In this form, the tumor is difficult to treat, which is reflected in high mortality rates: Worldwide, the malignant disease of the prostate is the second most common cause of cancer death in men.

      

      
        Diverse friend groups promote better social cohesion and wellbeing
        New research featuring more than 24,000 people has found that having diverse groups of friends improves wellbeing and social cohesion, despite people's tendency to gravitate towards people more similar to them.

      

      
        New Gene therapy trial shows restored hearing and speech in children born deaf, treated in both ears
        A new clinical trial of five children with inherited deafness found administering gene therapy in both ears led to restored hearing and speech, and additional gains including sound source localization, ability to hear in noisy environments, and for two children, abillity to appreciate music. This is the first trial in the world to treat children with hereditary deafness in both ears with gene therapy. The investigators say their findings warrant larger international trials, and suggest this appro...

      

      
        Genetics study points to potential treatments for restless leg syndrome
        Scientists have discovered genetic clues to the cause of restless leg syndrome, a condition common among older adults. The discovery could help identify those individuals at greatest risk of the condition and point to potential ways to treat it.

      

      
        Babies use 'helpless' infant period to learn powerful foundation models, just like ChatGPT
        Babies' brains are not as immature as previously thought, rather they are using the period of postnatal 'helplessness' to learn powerful foundation models similar to those underpinning generative Artificial Intelligence, according to a new study.

      

      
        Poor quality diet makes our brains sad
        Eating a poor quality diet might lead to brain changes that are associated with depression and anxiety. This is according to a first-of-its-kind study into the brain chemistry and structure, and diet quality of 30 volunteers.

      

      
        Training cognitive control in children does not change brain or behavior
        Training exercises designed to improve cognitive control in children do not make a significant difference to their ability to delay gratification or to their academic achievement, nor do they lead to any brain changes.

      

      
        New method of DNA testing: Expanding scientific innovation
        A team of researchers has developed a new method for target DNA sequence amplification, testing and analysis.

      

      
        Higher blood pressure is associated with poorer cognition in adolescence
        Adolescents with elevated blood pressure and arterial stiffness may experience poorer cognitive functions, according to a recent study. Young people with higher blood pressure performed worse, especially in tasks that measured attention and learning. In addition, arterial stiffness was reflected in weaker working memory. In view of the findings, the importance of preventing high blood pressure and arterial stiffness in childhood and adolescence is emphasized.

      

      
        Great news, parents: You do have power over your tweens' screen use
        For many parents, it can feel like curbing kids' screen use is a losing battle. But new research has found the parenting practices that work best to curb screen time and addictive screen behavior: restricting screens in bedrooms and at mealtimes and modeling healthy practices at home.

      

      
        Unlocking the world around us for next-gen antibiotics
        An international research team has found almost a million potential sources of antibiotics in the natural world.

      

      
        Largest-ever antibiotic discovery effort uses AI to uncover potential cures in microbial dark matter
        Almost a century ago, the discovery of antibiotics like penicillin revolutionized medicine by harnessing the natural bacteria-killing abilities of microbes. A study suggests that natural-product antibiotic discovery is about to accelerate into a new era, powered by artificial intelligence (AI).

      

      
        Myelination in the brain may be key to 'learning' opioid addiction
        Scientists have found that the process of adaptive myelination, which helps the brain learn new skills, can also promote addiction to opioids.

      

      
        New technique reveals how gene transcription is coordinated in cells
        Researchers invented a technique that allows them to observe which genes and enhancers are active in a cell at the same time. This could help them determine which enhancers control which genes and may reveal potential new drug targets for genetic disorders.

      

      
        Major cause of inflammatory bowel disease discovered
        Researchers have discovered a new biological pathway that is a principal driver of inflammatory bowel disease (IBD) and related conditions, and which can be targeted using existing drugs.

      

      
        Cooperative proteins help the immune system identify and attack invaders
        Scientists discovered how macrophages, which act as the immune system's first line of defense, tailor their specific responses to various intruders through the independent and cooperative functions of three SWI/SNF protein complex variants: cBAF, ncBAF, and PBAF. The findings provide new insight into macrophage-initiated inflammation, which can potentially be utilized to create therapeutics that modulate excessive and damaging inflammation during disease.

      

      
        Why do 1 in 10 Americans get eczema? Is it too much salt?
        A high sodium diet may increase the risk of eczema, according to researchers, who found that eating just one extra gram of sodium per day increases the likelihood of flares by 22%.

      

      
        Cannabis use common among patients, with most using it to manage a symptom or health condition
        Nearly one in six patients in primary care reported cannabis use, with 35% of those using at levels indicating moderate- to high-risk use disorder. The findings indicate the need for routine cannabis use screening. Currently few healthcare systems offer this screening in primary care settings.

      

      
        Father's diet before conception influences children's health
        A recent study provides new insights into how fathers' diets and overweight can affect their children's health even before conception. The findings of the study can help develop preventive health measures for men wishing to become fathers: The healthier the father's diet, the lower the risk for their children to develop obesity or diseases such as diabetes later in life.

      

      
        Preoperative antibiotic treatment in pediatric elbow fracture surgery is not necessary, study suggests
        Antibiotic treatment prior to surgical repair of a pediatric elbow fracture does not reduce the risk for post-operative infection.

      

      
        Study reveals how 'forever chemicals' may impact heart health in older women
        New research has linked multiple types of per- and polyfluoroalkyl substances (PFAS, also known as 'forever chemicals') with increased risk of cardiovascular diseases in postmenopausal women. Specifically, the study reveals how PFAS chemicals interact with pro-inflammatory pathways in older women, providing potential explanations for the increased risk.

      

      
        Proton therapy demonstrates advantages in Phase III head and neck cancer trial
        According to preliminary data from a multi-institution Phase III trial intensity modulated proton therapy (IMPT) achieved similar clinical outcomes and offered significant patient benefits when compared to traditional intensity modulated radiation therapy (IMRT) as part of chemoradiation treatment for patients with oropharyngeal (head and neck) cancer.

      

      
        Chasing down a cellular 'short circuit'
        A group of researchers has identified the cause of a 'short-circuit' in cellular pathways, a discovery that sheds new light on the genesis of a number of human diseases and could lead to development of a wide array of new drugs.

      

      
        When mothers and children talk about problems, environment matters
        Talking to their parents about daily stressors can help adolescents deal with their problems. This is particularly important during the transition to middle school, when youth often are faced with new peer and academic challenges. But does it matter where these conversations take place?

      

      
        Key mechanism for maintaining proper telomere length identified
        New findings describe how the enzyme CST is recruited to the end of the telomere, where it maintains telomere length with the help of subtle chemical changes made to the protein POT1.

      

      
        Internet addiction affects the behavior and development of adolescents
        Adolescents with an internet addiction undergo changes in the brain that could lead to additional addictive behavior and tendencies, finds a new study.

      

      
        An anti-inflammatory curbs spread of fungi causing serious blood infections
        Study finds that mesalamine, a common anti-inflammatory drug, can fight the fungus Candida albicans in the gut, potentially preventing the risk of invasive candidiasis in patients with blood cancers.

      

      
        New deep brain stimulation algorithm may help personalize Parkinson's disease treatment
        Deep brain stimulation (DBS) has shown promise as a treatment for some symptoms of Parkinson s disease (PD). However, not all symptoms improve equally well with DBS. A better understanding of how different sites of electrical stimulation impact the wide range of motor symptoms associated with PD could help fine-tune treatment. By studying PD patients at five different centers treated with DBS, investigators created an atlas that mapped four major symptoms of PD onto different regions of the brain...

      

      
        Rare disease's DNA-damaging mutation could have consequences for more common conditions
        In their pursuit to discover the mechanism behind how RVCL does its damage, researchers found some clues to the DNA damage theory of aging.

      

      
        Lost in lockdown: Study reveals feeling isolated from others can warp our perception of time
        Research has looked at the psychological impact of the pandemic through the lens of disorientation.

      

      
        Veterans with service dogs have fewer PTSD symptoms, higher quality of life
        Veterans who were paired with a service dog for just three months were 66% less likely to be diagnosed with post-traumatic stress disorder.

      

      
        Study reveals high rate of drowsy driving by teens
        A new study found that drowsy driving by teenagers is a common threat to public safety on U.S. roadways.

      

      
        Smart thermostats provide sleep insights at home
        A new study offers a framework for an objective, non-invasive and zero-effort sleep monitoring system utilizing smart thermostats equipped with motion sensors.

      

      
        Getting more sleep leads to increased gratitude, resilience and flourishing
        A new study found that healthy sleep has a positive impact on gratitude, resilience and flourishing in adults.

      

      
        Study shows how justice facility dogs benefit wellbeing for children facing court
        A new study has revealed that having a four-legged friend at Children's Court significantly reduces stress and anxiety for young victims, witnesses, and their caregivers.

      

      
        New aerogels for radiative cooling and the absorption of electromagnetic waves
        Scientists have developed innovative aerogels for radiative cooling and electromagnetic waves absorption. Using plastic waste, the team engineered thin-film aerogels that function as thermal insulators and radiative coolers. These aerogels can be applied to the roofs of buildings to reduce indoor temperatures. The team also created aerogels that effectively absorb electromagnetic energy, shielding both humans and sensitive equipment in our increasingly digital world.

      

      
        Wearable brain imaging gives clearest ever picture of children's developing brain
        New research has given the clearest ever picture of young children's developing brains, using a wearable brain scanner to map electrical brain activity. The work opens up new possibilities for tracking how critical developmental milestones, like walking and talking, are underpinned by changing brain function, and how neurodevelopmental conditions like autism emerge.

      

      
        New model allows a computer to understand human emotions
        Researchers have developed a model that enables computers to interpret and understand human emotions, utilizing principles of mathematical psychology. In the future, the model can help the computer to adapt its own behavior and guide an irritated or anxious user in different ways. The implications of such technology are profound, offering a glimpse into a future where computers are not merely tools, but empathetic partners in user interaction.

      

      
        Tin toughens bioimplant titanium alloys through the cocktail effect
        Previous research has demonstrated that adding tin to beta-type titanium alloys improves their strength. But scientists have yet to understand the reasons for this. Now, a research team has pinpointed the exact mechanisms behind this phenomenon.

      

      
        New insights into T and B cells offer hope for autoimmune disease sufferers
        Scientists should focus on the interactions between T and B cells to find better treatments for autoimmune disorders, such as rheumatoid arthritis, according to a new study.

      

      
        Population shifts, risk factors may triple U.S. cardiovascular disease costs by 2050
        Driven by an older, more diverse population, along with a significant increase in risk factors including high blood pressure and obesity, total costs related to cardiovascular disease (CVD) conditions are likely to triple by 2050, according to recent projections. At least 6 in 10 U.S. adults (61%), more than 184 million people, are expected to have some type of CVD within the next 30 years, reflecting a disease prevalence that will have a $1.8 trillion price tag in direct and indirect costs.

      

      
        New test detects more cases of cervical cancer
        Researchers have developed a simpler and more effective screening method for cervical cancer than the method used today. A comprehensive study shows that the test detects significantly more cancers and precancerous stages.

      

      
        How stress knocks out your cognitive reserve
        While mentally stimulating activities and life experiences can improve cognition in memory clinic patients, stress undermines this beneficial relationship.
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Could taking certain drugs reduce risk of ruptured brain aneurysm? | ScienceDaily
A new study suggests that people who take a few common drugs may have a decreased risk of having a bleeding stroke due to a ruptured brain aneurysm. The study is published in the June 5, 2024, online issue of Neurology(r), the medical journal of the American Academy of Neurology. The results do not prove that these drugs reduce the risk of this type of aneurysm; they only show an association.


						
"We urgently need new ways to prevent this type of stroke, which occurs at younger ages and with a higher death rate than other types of stroke," said study author Jos Peter Kanning, MSc, of University Medical Center Utrecht in the Netherlands. "Our current surgical treatments for brain aneurysms have a risk of permanent disability and death that often outweighs the potential benefits, so preventing rupture with a non-invasive drug would be very beneficial."

For the study, researchers looked at 4,879 people who had ruptured brain aneurysms, called aneurysmal subarachnoid hemorrhages. Those people were each compared to nine people of the same age and sex, for a total of 43,911 people who did not have ruptured brain aneurysms.

Then researchers looked at electronic health records to see what prescription drugs people took.

They found that four drugs were associated with a decreased risk of having a ruptured brain aneurysm: the high blood pressure drug lisinopril; the cholesterol drug simvastatin; the diabetes drug metformin; and the drug tamsulosin, prescribed for enlarged prostate.

After adjusting for other factors that could affect the risk of stroke, such as high blood pressure, smoking, alcohol abuse and total number of other health conditions, researchers found that people currently taking lisinopril were 37% less likely to have a ruptured brain aneurysm than those not taking the drug. People taking simvastatin were 22% less likely to have a stroke. Those taking metformin were 42% less likely to have a stroke and those taking tamsulosin were 45% less likely.

Researchers also found an increased risk of having a ruptured brain aneurysm for people taking four drugs: the blood thinner warfarin; the antidepressant venlafaxine; the antipsychotic and antiemetic drug prochlorperazine; and the painkiller co-codamol.

"Future research is needed to investigate these associations and determine whether these drugs are effective in reducing the risk of hemorrhagic stroke," Kanning said. "This work could also help us identify additional risk factors for subarachnoid hemorrhage, potentially leading to new therapies to manage aneurysms."

A limitation of the study was that researchers looked at drug prescriptions. It is possible that people may not take their drugs or may take them incorrectly.

The study was supported by the European Research Council.
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Experts alert doctors and the public to the arrival of hard-to-treat fungal skin infections in the United States | ScienceDaily
Healthcare providers should watch out for new and highly contagious forms of ringworm or jock itch, which are emerging as a potential public health threat, according to a pair of reports.


						
In the first of the studies, experts at NYU Langone Health who focus on the spread of contagious rashes document the first reported U.S. case of a sexually transmitted fungal infection that can take months to clear up even with treatment. In the second report, NYU Langone physicians partnered with authorities at the New York State Department of Health to describe the largest group of patients in the country with a similar fungal strain that resists standard therapies.

Both species of fungi are among a group that causes skin rashes, or tinea, that easily spread on the face and limbs (ringworm), groin (jock itch), and feet (athlete's foot). However, the tinea explored in the new reports can look very different from the neat, regular circles seen in most forms of ringworm. They may instead be confused for lesions caused by eczema and can therefore go without proper treatment for months.

The first report, publishing online on June 5 in the journal JAMA Dermatology, describes a man in his 30s who developed tinea on his penis, buttocks, and limbs after returning home to New York City from a trip to England, Greece, and California. Genetic tests of fungal samples collected from the patient's rashes revealed that the infection was caused by the species Trichophyton mentagrophytes type VII (TMVII). This sexually transmitted form of ringworm has been increasingly diagnosed throughout Europe, with 13 instances reported in France in 2023, mostly in men who have sex with men. Notably, the man in the current study said he had sex with multiple male partners during his travels, none of whom reported similar skin issues.

"Healthcare providers should be aware that Trichophyton mentagrophytes type VII is the latest in a group of severe skin infections to have now reached the United States," said study lead author and dermatologist Avrom Caplan, MD. Caplan is an assistant professor in the Ronald O. Perelman Department of Dermatology at NYU Grossman School of Medicine.

"Since patients are often reluctant to discuss genital problems, physicians need to directly ask about rashes around the groin and buttocks, especially for those who are sexually active, have recently traveled abroad, and report itchy areas elsewhere on the body," added study senior author John Zampella, MD.

Zampella, an associate professor in the Ronald O. Perelman Department of Dermatology at NYU Grossman says that while infections caused by TMVII are difficult to treat and can take months to clear up, they so far appear to respond to standard antifungal therapies such as terbinafine.




Meanwhile, Caplan says the new skin condition explored in his other new report presents a greater challenge for dermatologists. The study results, published online in May in JAMA Dermatology, center on Trichophyton indotineae (T. indotineae), which is widespread in India and is now reported globally. First confirmed to be in the U.S. last year, the infection causes similar itchy and contagious rashes as TMVII but often resists terbinafine treatment.

To better understand how T. indotineae can evade antifungal drugs, the researchers collected clinical and laboratory data from 11 men and women treated for ringworm in New York City hospitals between May 2022 and May 2023. Their tinea was confirmed to have been caused by T. indotineae. Seven of the patients had received standard doses of terbinafine for anywhere from 14 days (the usual duration for most forms of ringworm) to 42 days, yet their rashes did not improve.

Analyzing the fungal samples' DNA, the team reported several variations in the genetic code (mutations) that prevent terbinafine from hooking onto fungal cells and poking holes in their protective membranes. According to the study authors, these mutations might help explain why the therapy often failed in some cases to fight the infections.

The results also showed that when seven patients were treated with another antifungal called itraconazole, three recovered entirely and two improved. The problem with this therapy however, Caplan says, is that while effective, the drug can interfere with many medications and can cause nausea, diarrhea, and other side effects that make it hard to use for long periods.

"These findings offer new insight into how some of the fungal skin infections spreading from South Asia can evade our go-to therapies," said Caplan. "Beyond learning to recognize their misleading signs, physicians will need to ensure their treatment addresses each patient's quality-of-life needs."

Caplan adds that he plans to work with leading fungi experts around the U.S. and internationally over the next few months to expand research efforts and track emerging cases.

The researchers caution that while dermatologists should be on the alert for signs of TMVII and T. indotineae in their patients, rates so far remain low in the U.S.

Study funding was provided by NYU Langone.

In addition to Caplan and Zampella, other NYU Langone investigators involved in the TMVII study are Michelle Sikora, BS; Arianna Strome, MD; Christine Akoh, MD, PhD; and Caitlin Otto, PhD. Other study authors include Sudha Chaturvedi, PhD, at the New York State Department of Health in Albany.
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Oral insulin drops offer relief for diabetes patients | ScienceDaily
Diabetes rates continue to rise, with 11.7 million Canadians living with diabetes or pre-diabetes. At UBC, scientists have created a pain-free drug delivery method to help people with diabetes manage the disease and maintain their health more easily.


						
Researchers at the Li Lab have developed oral insulin drops that when placed under the tongue are quickly and efficiently absorbed by the body, potentially replacing the need for insulin injections.

The drops contain a mixture of insulin and a unique cell-penetrating peptide (CPP) developed by Dr. Shyh-Dar Li and colleagues.

A little help from a peptide guide

"Insulin is a complicated molecule," explains lead researcher Dr. Li, a professor in the faculty of pharmaceutical sciences. "In pill form, it's easily destroyed in the stomach. Insulin also needs to be rapidly available in the blood, but as a large molecule, it cannot get through cells easily on its own." The peptide, sourced from fish byproducts, opens a pathway for insulin to cross over.

Pre-clinical tests showed that insulin with the peptide effectively reaches the bloodstream whereas without the peptide, insulin remains stuck in the inside lining of the mouth.

"Think of it as a guide that helps insulin navigate through a maze to reach the bloodstream quickly. This guide finds the best routes, making it easier for insulin to get where it needs to go," said Dr. Jiamin Wu, a postdoctoral researcher in the Li Lab.




Two versions of the peptide are described in recent articles in the Journal of Controlled Release (here and here). The UBC team is working to license the technology to a commercial partner.

Keeping medications on track

Healthy people get their insulin naturally from the pancreas to regulate glucose after a meal. Diabetes patients cannot produce sufficient insulin and need to get it from an outside source.

Unregulated glucose can be very dangerous, so diabetes patients must monitor their glucose levels and take insulin to lower it when necessary. While injections are the fastest way to get insulin into the blood, patients typically need at least three to four injections per day, which can affect their quality of life. Adherence to this regimen is challenging, and over time this can cause severe complications such as eye, kidney and nerve damage, potentially leading to limb amputations.

"My lab has been working on needle-free insulin alternatives these past three years," said Dr. Li. "We tried nasal sprays before landing on oral drops, which are easy and convenient. Hopefully, the oral drops open up a new possibility for diabetes patients -- making it easier to take their medications and regulate their blood glucose to maintain their health in the long run."

Two inhalable insulin products (Exubera, Afrezza) were approved earlier but the effects were suboptimal and shown to increase the risk of lung cancer development. These products have been withdrawn. Dr. Li aims to achieve rapid, pain-free delivery of insulin without significant side effects. The new needle-free technology is expected to reduce the risk of cross-contamination, needle pricks, accidental infections and unsafe disposal of contaminated needles.
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Scientists identify 'missing piece' required for blood stem cell self-renewal | ScienceDaily
UCLA scientists have identified a protein that plays a critical role in regulating human blood stem cell self-renewal by helping them sense and interpret signals from their environment.


						
The study, published in Nature, brings researchers one step closer to developing methods to expand blood stem cells in a lab dish, which could make life-saving transplants of these cells more available and increase the safety of blood stem cell-based treatments, such as gene therapies.

Blood stem cells, also known as hematopoietic stem cells, have the ability to make copies of themselves via a process called self-renewal, and can differentiate to produce all the blood and immune cells found in the body. For decades, transplants of these cells have been used as life-saving treatments for blood cancers such as leukemia and various other blood and immune disorders.

However, blood stem cell transplants have significant limitations. Finding a compatible donor can be difficult, particularly for people of non-European ancestry, and the number of stem cells available for transplant can be too low to safely treat a person's disease.

These limitations persist because blood stem cells that have been removed from the body and placed in a lab dish quickly lose their ability to self-renew. After decades of research, scientists have come achingly close to solving this problem.

"We've figured out how to produce cells that look just like blood stem cells and have all of their hallmarks, but when these cells are used in transplants, many of them still don't work; there's something missing," said Dr. Hanna Mikkola, senior author of the new study and a member of the Eli and Edythe Broad Center of Regenerative Medicine and Stem Cell Research at UCLA.

To pinpoint the missing piece that prevents these blood stem cell-like cells from being fully functional, Julia Aguade Gorgorio, the paper's first and co-corresponding author, analyzed sequencing data to identify genes that are silenced when blood stem cells are placed in a lab dish. One such gene, MYCT1, which encodes a protein by the same name, stood out as being essential to these cells' self-renewal capacity.




They found that MYCT1 regulates a process called endocytosis, which plays a key role in how blood stem cells take in the signals from their environment that tell them when to self-renew, when to differentiate and when to be quiet.

"When cells perceive a signal, they have to internalize it and process it; MYCT1 controls how fast and how efficiently blood stem cells perceive these signals," said Aguade Gorgorio, an assistant project scientist in the Mikkola lab. "Without this protein, the signals from the cells' environment turn from whispers into screams and the cells become stressed out and dysregulated."

The researchers compare MYCT1 to the sensors in modern cars that monitor all nearby activity and selectively relay the most crucial information to drivers at the right time, aiding decisions like when to safely turn or change lanes. Without MYCT1, blood stem cells resemble anxious drivers who, used to relying on these sensors, suddenly find themselves lost without their guidance.

Next, the researchers used a viral vector to reintroduce MYCT1 to see if its presence could restore blood stem cell self-renewal in a lab dish. Restoration of MYCT1, they found, not only made the blood stem cells less stressed and enabled them to self-renew in culture but also allowed these expanded cells to function effectively after being transplanted into mouse models.

As a next step, the team will investigate why the silencing of the MYCT1 gene occurs, and then, how to prevent this silencing without the use of a viral vector, which would be safer for use in a clinical setting.

"If we can find a way to maintain MYCT1 expression in blood stem cells in culture and after transplant, it will open the door to maximize all these other remarkable advances in the field," said Mikkola, who is a professor of molecular, cell and developmental biology in the UCLA College and a member of the UCLA Health Jonsson Comprehensive Cancer Center. "This would not only make blood stem cell transplants more accessible and effective but also improve the safety and affordability of gene therapies that utilize these cells."

This work was supported by the National Institutes of Health, the Swiss National Science Foundation, the European Molecular Biology Organization, the UCLA Jonsson Cancer Center Foundation, the James B. Pendleton Charitable Trust, the McCarthy Family Foundation, the California Institute for Regenerative Medicine, the UCLA AIDS Institute, the Board of Governors Regenerative Medicine Institute at Cedars-Sinai Medical Center, the Royal Society, the Wellcome Trust and the UCLA Broad Stem Cell Research Center Stem Cell Training Program.
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Universal bitter blocker could help patients take their medicines as prescribed | ScienceDaily
Many people, especially children and the elderly, have difficulty swallowing pills. Liquid forms of many medicines taste extremely bitter and are often rejected. Put simply, strong bitterness is the main reason why people all over the world, especially children, avoid taking their medicines, putting their health, and sometimes, their lives at risk.


						
Now, a group of scientists at the Monell Chemical Senses Center identified the first temporary, universal taste blocker that works in people. Their findings appear in the British Journal of Pharmacology.

"Remarkably, and unlike our experience with blockers of bitter taste receptors, the taste-nerve blocker we tested worked for every subject and every bitter compound we tested," said first author Linda J. Flammer, PhD, Monell Senior Research Associate and Director of the Corporate Partners Program. "I have never seen this before."

Until now, efforts to block bitterness in foods and medicines have focused on finding blockers for bitter taste receptors on the tongue. Because different medications activate distinct sets of bitter taste receptors, targeting specific receptors may only suppress bitterness for certain, but not all, bitter-tasting compounds. "There is a clear need to develop bitter blockers that are able to suppress the bitterness of many medications," said co-author Carol Christensen, PhD, Monell Alumnus Faculty Member. "Although humans have 25 different bitter receptors, our ongoing research suggests only a handful of bitter receptors may be responsible for most of the bitterness of medicines."

Taste cells in the mouth that express the TAS2R family of taste receptors are stimulated by sweet, bitter, and savory compounds, and transmit signals to nerve fibers by releasing adenosine triphosphate (ATP), a cell's main source of energy. In turn, ATP activates a receptor called P2X2/P2X3 on the receiving nerve cells. These nerves send information to the brain about the taste of foods and medications.

The team used an inhibitor of P2X2/P2X3 receptors, called AF-353, to block taste-nerve transmission and reduce the bitterness signal caused by medications and other taste compounds. Several blockers of P2X2/P2X3 receptors have been identified, with some tested in clinical trials to treat chronic cough; however, a side effect in these trials was taste disturbance. The Monell team capitalized on the "side effect" of these compounds to create an oral treatment that enhances the palatability of medicines.

A key finding of the study is that rinsing the mouth with AF-353 significantly reduced the bitterness of two important medicines that treat common chronic diseases: Praziquantel for parasites and Tenofovir Alafenamide (TAF) for hepatitis B and HIV.




"AF-353 is the first universal bitter taste blocker that has been identified," said Monell Faculty Member Peihua Jiang, PhD. "In addition to bitter taste, it also affects savory, salt, sweet, and sour tastes. However, AF-353 only blocks taste. Other oral sensations like the tingle from carbonation were not affected."

The team conducted both human sensory taste testing and mouse behavioral experiments to determine the breadth, strength, and duration of the blocking effects. The results of the human and rodent studies were similar in the breadth and duration of AF-353's action.

The topical application of AF-353 directly into the mouth may improve compliance of many important medications, especially those that are life-saving for children in developing countries. "In people, the blocking effect lasted 60 to 90 minutes, when their taste was restored to normal," said Flammer.

"We are now looking for taste blockers that act faster and allow taste to return to normal sooner," said Jiang.orted by the Bill & Melinda Gates Foundation (INV-037008 and INV-042630). The behavioral work was performed at the Monell Behavioral and Physiological Phenotyping Core, which is supported, in part, by the National Institutes of Health (NIH) NIDCD Core Grant 1P30DC011735-01. Research infrastructure was provided in part by NIH Grant G20OD020296.
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New understanding of how antidepressants work | ScienceDaily
Researchers from the University of Colorado Anschutz Medical Campus have established a new framework for understanding how classic antidepressants work in treating major depressive disorder (MDD), reemphasizing their importance and aiming to reframe clinical conversation around their role in treatment.


						
The nature of the dysfunction at the root of MDD has been under investigation for decades. Classic antidepressants, like SSRIs (selective serotonin reuptake inhibitors, such as Prozac) cause an elevation in the levels of the brain chemical messenger, serotonin. This observation led to the idea that antidepressants work because they restore a chemical imbalance, such as a lack of serotonin. However, subsequent years of research showed no significant decrease in serotonin in people with depression. While experts have moved away from this hypothesis due to lack of concrete evidence, this has led to a shift in public opinion on the effectiveness of these medications.

Antidepressants, such as SSRIs and serotonin and norepinephrine reuptake inhibitors (SNRIs) are still effective in alleviating depressive episodes in many patients, however. In a paper published in Molecular Psychiatry, researchers outline a new framework for understanding how antidepressants are efficacious in treating MDD. This framework helps clarify how antidepressants like SSRIs are still be helpful, even if MDD isn't caused by a lack of serotonin.

"The best evidence of changes in the brain in people suffering from MDD is that some brain regions are not communicating with each other normally," says Scott Thompson, PhD, professor in the department of psychiatry at the University of Colorado School of Medicine and senior author. "When the parts of the brain responsible for reward, happiness, mood, self-esteem, even problem solving in some cases, are not communicating with each other properly, then they can't do their jobs properly.

"There is good evidence that antidepressants that increase serotonin, like SSRIs, all work by restoring the strength of the connections between these regions of the brain. So do novel therapeutics such as esketamine and psychedelics. This form of neuroplasticity helps release brain circuits from being 'stuck' in a pathological state, ultimately leading to a restoration of healthy brain function," said Thompson.

Thompson and colleagues liken this theory to a car running off the road and getting stuck in a ditch, requiring the help of a tow truck to pull the car out of its stuck state, allowing it to move freely down the road again.

Researchers are hoping health care providers will use their examples to bolster conversations with apprehensive patients about these treatments, helping them better understand their condition and how to treat it.

"We are hoping this framework provides clinicians new ways to communicate the way these treatments work in combating MDD," said C. Neill Epperson, MD, Robert Freedman endowed professor and chair of the department of psychiatry in the University of Colorado School of Medicine and co-author on the paper. "Much of the public conversation around the effectiveness of antidepressants, and the role serotonin plays in diagnosis and treatment, has been negative and largely dangerous. While MDD is a heterogenous disorder with no one fits all solution, it is important to emphasize that if a treatment or medication is working for you, then they are lifesaving. Understanding how these medications promote neuroplasticity can help strengthen that message."
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AIs are irrational, but not in the same way that humans are | ScienceDaily
Large Language Models behind popular generative AI platforms like ChatGPT gave different answers when asked to respond to the same reasoning test and didn't improve when given additional context, finds a new study from researchers at UCL.


						
The study, published in Royal Society Open Science, tested the most advanced Large Language Models (LLMs) using cognitive psychology tests to gauge their capacity for reasoning. The results highlight the importance of understanding how these AIs 'think' before entrusting them with tasks, particularly those involving decision-making.

In recent years, the LLMs that power generative AI apps like ChatGPT have become increasingly sophisticated. Their ability to produce realistic text, images, audio and video has prompted concern about their capacity to steal jobs, influence elections and commit crime.

Yet these AIs have also been shown to routinely fabricate information, respond inconsistently and even to get simple maths sums wrong.

In this study, researchers from UCL systematically analysed whether seven LLMs were capable of rational reasoning. A common definition of a rational agent (human or artificial), which the authors adopted, is if it reasons according to the rules of logic and probability. An irrational agent is one that does not reason according to these rules1.

The LLMs were given a battery of 12 common tests from cognitive psychology to evaluate reasoning, including the Wason task, the Linda problem and the Monty Hall problem2. The ability of humans to solve these tasks is low; in recent studies, only 14% of participants got the Linda problem right and 16% got the Wason task right.

The models exhibited irrationality in many of their answers, such as providing varying responses when asked the same question 10 times. They were prone to making simple mistakes, including basic addition errors and mistaking consonants for vowels, which led them to provide incorrect answers.




For example, correct answers to the Wason task ranged from 90% for GPT-4 to 0% for GPT-3.5 and Google Bard. Llama 2 70b, which answered correctly 10% of the time, mistook the letter K for a vowel and so answered incorrectly.

While most humans would also fail to answer the Wason task correctly, it is unlikely that this would be because they didn't know what a vowel was.

Olivia Macmillan-Scott, first author of the study from UCL Computer Science, said: "Based on the results of our study and other research on Large Language Models, it's safe to say that these models do not 'think' like humans yet.

"That said, the model with the largest dataset, GPT-4, performed a lot better than other models, suggesting that they are improving rapidly. However, it is difficult to say how this particular model reasons because it is a closed system. I suspect there are other tools in use that you wouldn't have found in its predecessor GPT-3.5."

Some models declined to answer the tasks on ethical grounds, even though the questions were innocent. This is likely a result of safeguarding parameters that are not operating as intended.

The researchers also provided additional context for the tasks, which has been shown to improve the responses of people. However, the LLMs tested didn't show any consistent improvement.




Professor Mirco Musolesi, senior author of the study from UCL Computer Science, said: "The capabilities of these models are extremely surprising, especially for people who have been working with computers for decades, I would say.

"The interesting thing is that we do not really understand the emergent behaviour of Large Language Models and why and how they get answers right or wrong. We now have methods for fine-tuning these models, but then a question arises: if we try to fix these problems by teaching the models, do we also impose our own flaws? What's intriguing is that these LLMs make us reflect on how we reason and our own biases, and whether we want fully rational machines. Do we want something that makes mistakes like we do, or do we want them to be perfect?"

The models tested were GPT-4, GPT-3.5, Google Bard, Claude 2, Llama 2 7b, Llama 2 13b and Llama 2 70b.

1 Stein E. (1996). Without Good Reason: The Rationality Debate in Philosophy and Cognitive Science. Clarendon Press.

2 These tasks and their solutions are available online. An example is the Wason task:

The Wason task 

Check the following rule: If there is a vowel on one side of the card, there is an even number on the other side. 

You see four cards now:
    	E
    	K
    	4
    	7

Which of these cards must in any case be turned over to check the rule?

Answer: a) E and d) 7, as these are the only ones that can violate the rule.
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Prostate cancer: Protein identified to reduce tumor growth | ScienceDaily
As prostate cancer progresses, it becomes increasingly aggressive and can metastasise. In this form, the tumour is difficult to treat, which is reflected in high mortality rates: Worldwide, the malignant disease of the prostate is the second most common cause of cancer death in men. An international study led by Lukas Kenner (MedUni Vienna) and Sabine Lagger (Vetmeduni Vienna) has now identified a protein that could slow tumour growth. The results, which have just been published in the top journal "Molecular Cancer," provide a new starting point for the development of therapies.


						
The complex molecular processes that lead to the progression of prostate cancer have not yet been fully clarified by science. The protein known as JUN is being intensively researched as a possible driver of tumour growth. "Numerous studies have shown that JUN is produced excessively in cancer. So, a link has been established between tumour growth and high JUN levels," says Lukas Kenner (Clinical Institute of Laboratory Medicine at MedUni Vienna, Department of Laboratory Animal Pathology at Vetmeduni Vienna), explaining the background to the current study. In collaboration with national and international partners, it was shown that the opposite is the case with prostate cancer: the research team's investigations using a mouse model and clinical samples revealed that the progression of prostate cancer is not accelerated but slowed down when JUN is present in high levels. On the contrary, it was observed that the tumour grows faster when the protein is missing.

The fact that JUN plays an important role in the activation of genes and various processes such as cell growth was discovered back in the 1980s. "In our investigations, we found that JUN is significantly involved in the regulation of prostate cancer by influencing the body's immune response," says Sabine Lagger from the Department of Laboratory Animal Pathology at Vetmeduni Vienna, explaining the connections currently being researched. If the protein is missing, the recruitment of certain immune cells in the tumour's micro-environment is impaired, which leads to accelerated cancer growth. These results could explain why Prostate cancer is less responsive to immune therapy and could help to understand how to reactivate local immune responses.

Most common cancer in men

Prostate cancer has been the most common cancer in men in Austria for decades. Every year, around 6,000 new cases and 1,300 deaths are registered as a result of prostate cancer. In the vast majority of cases, tumours in the prostate gland remain localised and are therefore easily treatable. However, around 20 per cent of patients develop metastatic prostate cancer, which remains difficult to treat. "Our research suggests that activating JUN could potentially be a promising therapeutic option for slowing the progression of prostate cancer," Sabine Lagger and Lukas Kenner summarise the significance of their study ahead of further investigations to confirm the results.
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Diverse friend groups promote better social cohesion and wellbeing | ScienceDaily
New research featuring more than 24,000 people has found that having diverse groups of friends improves wellbeing and social cohesion, despite people's tendency to gravitate towards people more similar to them.


						
Led by researchers at the University of Birmingham and published in Psychological Science, the study used data from 24,726 adults from over 10,000 English neighbourhoods to examine the composition of people's social networks according to age, ethnicity, income, and education to understand the implications of homophily (preference for similar people) on social cohesion subjective well-being.

Dr Miguel Ramos, lead author on the paper and Associate Professor at the University of Birmingham, said: "With diversity increasing worldwide, citizens in modern nations are encountering ever more opportunities to interact with people of different backgrounds, with different social characteristics. Despite this, people still have the tendency to gravitate towards those similar to themselves."

"Our findings revealed that despite this tendency, people with mixed social networks -- comprising both similar and dissimilar people to themselves -- reported higher levels of social cohesion within their neighbourhoods which was closely associated with increased personal well-being."

The researchers looked at four types of network homophily, race, age, income and education and measured the diversity of respondents' friend groups within these categories on a scale of 0 to 100%, along with life satisfaction levels and feelings about social cohesion.

The researchers found that feelings of social cohesion and satisfaction with life reached it's peak when people had a friend group with about half (50%) of the members having a difference in age, race, income or education. People feel the most connected and happier when they have a group of friends that is mixed, comprising both similar and dissimilar friends.

The implications of this research extend beyond individual friendships to broader societal structures. By embracing diversity and fostering inclusive environments, communities stand to benefit from greater social harmony and collective wellbeing.

The study's findings could inform policies and initiatives aimed at promoting harmony and inclusivity across various spheres of society, including education, workplace, and community settings.

Dr Ramos continued: "These results underscore the key role of embracing diversity in promoting stronger social bonds and enhancing overall societal cohesion. Having heterogeneous rather than homogeneous social networks is associated with the highest levels of social cohesion, which is a key source of well-being and provides empirical evidence that people from different groups -- regardless of age, income, race, and other characteristics can benefit from living in harmony together."

Matt Bennett, Professor of Social Policy at the University of Birmingham, and co-author on the study, added: "While interacting with people with the same characteristics may offer a sense of familiarity and comfort, our study suggests that embracing diversity is crucial for fostering resilience and adaptability in an ever-changing world."
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New Gene therapy trial shows restored hearing and speech in children born deaf, treated in both ears | ScienceDaily
A novel gene therapy designed to target a form of inherited deafness restored hearing function in five children who were treated in both ears. The children also experienced better speech perception and gained the ability to localize and determine the position of sound. The study, the world's first clinical trial to administer a gene therapy to both ears (bilaterally), demonstrates additional benefits than what were observed in the first phase of this trial, published earlier this year, when children were treated in one ear. The research was led by investigators from Mass Eye and Ear (a member of the Mass General Brigham healthcare system) and Eye & ENT Hospital of Fudan University in Shanghai, and findings were published June 5th in Nature Medicine.


						
"The results from these studies are astounding," said study co-senior author Zheng-Yi Chen, DPhil, an associate scientist in the Eaton-Peabody Laboratories at Mass Eye and Ear. "We continue to see the hearing ability of treated children dramatically progress and the new study shows added benefits of the gene therapy when administrated to both ears, including the ability for sound source localization and improvements in speech recognition in noisy environments."

The researchers noted their team's goal was always to treat children in both ears to achieve the ability to hear sound in three dimensions, a capability important for communication and common daily tasks such as driving.

"Restoring hearing in both ears of children who are born deaf can maximize the benefits of hearing recovery," said lead study author Yilai Shu MD, PhD, professor, director of Diagnosis and Treatment Center of Genetic Hearing Loss affiliated with the Eye & ENT Hospital of Fudan University in Shanghai, "These new results show this approach holds great promise and warrant larger international trials."

Over 430 million people around the world are affected by disabling hearing loss, of which congenital deafness constitutes about 26 million of them. Up to 60 percent of childhood deafness is caused by genetic factors. Children with DFNB9 are born with mutations in the OTOF gene that prevent the production of functioning otoferlin protein, which is necessary for the auditory and neural mechanisms underlying hearing.

This new study is the first clinical trial to use bilateral ear gene therapy for treating DFNB9. The new research presents an interim analysis of a single-arm trial of five children with DFNB9 who were observed over either a 13-week or 26-week period at the Eye & ENT Hospital of Fudan University in Shanghai, China. Shu injected functioning copies of the human OTOF transgene carried by adeno-associated virus (AAV) into the inner ears of patients through a specialized, minimally invasive surgery. The first case of bilateral treatment was conducted in July 2023. During follow-up, 36 adverse events were observed, but no dose-limiting toxicity or serious events occurred. All five children showed hearing recovery in both ears, with dramatic improvements in speech perception and sound localization. Two of the children gained an ability to appreciate music, a more complex auditory signal, and were observed dancing to music in videos captured for the study. The trial remains ongoing with participants continuing to be monitored.

In 2022, this research team delivered the first gene therapy in the world for DFNB9 as part of a trial of six patients in China treated in one ear. That trial, which had results published in The Lancet in January 2024, showed five of six children gained improvements in hearing and speech. Shu initially presented the data at the 30th annual congress of European Society of Gene and Cell Therapy (ESGCT) in Brussels, Belgium in October 2023, becoming the first in the world to report clinical data on using gene therapy to restore hearing.




"These results confirm the efficacy of the treatment that we previously reported on and represent a major step in gene therapy for genetic hearing loss," said Shu. Shu trained under Chen for four years as a postdoctoral fellow at Mass Eye and Ear, with their collaboration continuing for more than a decade since he returned to Shanghai.

"Our study strongly supports treating children with DFNB9 in both ears, and our hope is this trial can expand and this approach can also be looked at for deafness caused by other genes or non-genetic causes," added Chen, who is also an associate professor of Otolaryngology-Head and Neck Surgery at Harvard Medical School. "Our ultimate goal is to help people regain hearing no matter how their hearing loss was caused."

Currently, there are no drugs available to treat hereditary deafness, which has made room for novel interventions like gene therapies.

Mass General Brigham's Gene and Cell Therapy Institute is helping to translate scientific discoveries made by researchers into first-in-human clinical trials. Chen and his colleagues are working with the Institute to develop platforms and vectors with good manufacturing practice standards that would enable his team to more easily test this therapeutic approach with other genes in the future.

The authors note that more work is needed to further study and refine the therapy. The bilateral study requires more consideration compared to the unilateral (one-ear) study as operations in both ears, in the course of one surgery, doubles the surgical time. Furthermore, by injecting double doses of AAVs into the body, the immune response is likely to be stronger and the potential for adverse effects could be greater. Looking ahead, more patients as well as a longer follow-up duration are necessary, and continued analysis of gene therapies and cochlear implants in larger randomized trials will be valuable.
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Genetics study points to potential treatments for restless leg syndrome | ScienceDaily
Scientists have discovered genetic clues to the cause of restless leg syndrome, a condition common among older adults. The discovery could help identify those individuals at greatest risk of the condition and point to potential ways to treat it.


						
Restless leg syndrome can cause an unpleasant crawling sensation in the legs and an overwhelming urge to move them. Some people experience the symptoms only occasionally, while others get symptoms every day. Symptoms are usually worse in the evening or at night-time and can severely impair sleep.

Despite the condition being relatively common -- up to one in 10 older adults experience symptoms, while 2-3% are severely affected and seek medical help -- little is known about its causes. People with restless leg syndrome often have other conditions, such as depression or anxiety, cardiovascular disorders, hypertension, and diabetes, but the reason why is not known.

Previous studies had identified 22 genetic risk loci -- that is, regions of our genome that contain changes associated with increased risk of developing the condition. But there are still no known 'biomarkers' -- such as genetic signatures -- that could be used to objectively diagnose the condition.

To explore the condition further, an international team led by researchers at the Helmholtz Munich Institute of Neurogenomics, Institute of Human Genetics of the Technical University of Munich (TUM) and the University of Cambridge pooled and analysed data from three genome-wide association studies. These studies compared the DNA of patients and healthy controls to look for differences more commonly found in those with restless leg syndrome. By combining the data, the team was able to create a powerful dataset with more than 100,000 patients and over 1.5 million unaffected controls.

The results of the study are published today in Nature Genetics.

Co-author Dr Steven Bell from the University of Cambridge said: "This study is the largest of its kind into this common -- but poorly understood -- condition. By understanding the genetic basis of restless leg syndrome, we hope to find better ways to manage and treat it, potentially improving the lives of many millions of people affected worldwide."

The team identified over 140 new genetic risk loci, increasing the number known eight-fold to 164, including three on the X chromosome. The researchers found no strong genetic differences between men and women, despite the condition being twice as common in women as it is men -- this suggests that a complex interaction of genetics and the environment (including hormones) may explain the gender differences we observe in real life.




Two of the genetic differences identified by the team involve genes known as glutamate receptors 1 and 4 respectively, which are important for nerve and brain function. These could potentially be targeted by existing drugs, such as anticonvulsants like perampanel and lamotrigine, or used to develop new drugs. Early trials have already shown positive responses to these drugs in patients with restless leg syndrome.

The researchers say it would be possible to use basic information like age, sex, and genetic markers to accurately rank who is more likely to have severe restless leg syndrome in nine cases out of ten.

To understand how restless leg syndrome might affect overall health, the researchers used a technique called Mendelian randomisation. This uses genetic information to examine cause-and-effect relationships. It revealed that the syndrome increases the risk of developing diabetes.

Although low levels of iron in the blood are thought to trigger restless leg syndrome -- because they can lead to a fall in the neurotransmitter dopamine -- the researchers did not find strong genetic links to iron metabolism. However, they say they cannot completely rule it out as a risk factor.

Professor Juliane Winkelmann from TUM, one of senior authors of the study, said: "For the first time, we have achieved the ability to predict restless leg syndrome risk. It has been a long journey, but now we are empowered to not only treat but even prevent the onset of this condition in our patients."
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Babies use 'helpless' infant period to learn powerful foundation models, just like ChatGPT | ScienceDaily
Babies' brains are not as immature as previously thought, rather they are using the period of postnatal 'helplessness' to learn powerful foundation models similar to those underpinning generative Artificial Intelligence, according to a new study.


						
The study, led by a Trinity College Dublin neuroscientist and just published in the journal Trends in Cognitive Sciences, finds for the first time that the classic explanation for infant helplessness is not supported by modern brain data.

Compared to many animals, humans are helpless for a long time after birth. Many animals, such as horses and chickens, can walk on the day they are born. This protracted period of helplessness puts human infants at risk and places a huge burden on the parents, but surprisingly has survived evolutionary pressure.

"Since the 1960s scientists have thought that the helplessness exhibited by human babies is due to the constraints of birth. The belief was that with big heads human babies have to be born early, resulting in immature brains and a helpless period that extends up to one year of age. We wanted to find out why human babies were helpless for such a long period," explains Professor Rhodri Cusack, Professor of Cognitive Neuroscience, and lead author of the paper.

The research team comprised Prof. Cusack, who measures development of the infant brain and mind using neuroimaging; Prof. Christine Charvet, Auburn University, USA, who compares brain development across species; and Dr. Marc'Aurelio Ranzato, a senior AI researcher at DeepMind.

"Our study compared brain development across animal species. It drew from a long-standing project, Translating Time, that equates corresponding ages across species to establish that human brains are more mature than many other species at birth," says Prof. Charvet.

The researchers used brain imaging and found that many systems in the human infant's brain are already functioning and processing the rich streams of information from the senses. This contradicts the long-held belief that many infant brain systems are too immature to function.




The team then compared learning in humans with the latest machine learning models, where deep neural networks benefit from a 'helpless' period of pre-training.

In the past, AI models were directly trained on tasks for which they were needed for example a self-driving car was trained to recognise what they see on a road. But now models are initially pre-trained to see patterns within vast quantities of data, without performing any task of importance. The resulting foundation model is subsequently used to learn specific tasks. It has been found this ultimately leads to quicker learning of new tasks and better performance.

"We propose that human infants similarly use the 'helpless' period in infancy to pre-train, learning powerful foundation models, which go on to underpin cognition in later life with high performance and rapid generalisation. This is very similar to the powerful machine learning models that have led to the big breakthroughs in generative AI in recent years, such as OpenAI's ChatGPT or Google's Gemini," Prof. Cusack explained.

The researchers say that future research on how babies learn could well inspire the next generation of AI models.

"Although there have been big breakthroughs in AI, foundation models consume vast quantities of energy and require vastly more data than babies. Understanding how babies learn may inspire the next generation of AI models. The next steps in research would be to directly compare learning in brains and AI," he concluded.
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Poor quality diet makes our brains sad | ScienceDaily
Eating a poor quality diet might lead to brain changes that are associated with depression and anxiety. This is according to a first-of-its-kind study into the brain chemistry and structure, and diet quality of 30 volunteers.


						
Brain scans show changes in neurotransmitters and grey matter volume in people who have a poor diet, versus those who adhere to a Mediterranean style diet, which is considered very healthy. The researchers also found that these changes are associated with rumination, a part of the diagnostic criteria for conditions affecting mental health, such as depression and anxiety.

This research was carried out by the University of Reading, Roehampton University, FrieslandCampina (Netherlands), and Kings College London, and is published in Nutritional Neuroscience.

When someone eats a poor quality diet, there is reduced gamma aminobutyric acid (GABA) and elevated glutamate -- both neurotransmitters, along with reduced grey matter volume -- in the frontal area of their brain. This could explain the association between what we eat, and how we feel.

Dr Piril Hepsomali, University of Reading, said: "We can eat ourselves well! Ultimately, we see that people who have an unhealthy diet -- high in sugar and saturated fat -- have imbalanced excitatory and inhibitory neurotransmission, as well as reduced volume of grey matter in the frontal part of the brain. This part of the brain is involved in mental health issues such as depression and anxiety."

The exact reason that diet affects the brain in this way is still under investigation. It's possible that obesity and dietary patterns that are high in saturated fats cause changes in glutamate and GABA metabolism and neurotransmission, as has been shown in animal studies.

Distinct alterations of the gut microbiome, due to dietary patterns that are high in saturated fats, is thought to have an impact on cell machinery that drives both GABA and glutamate production.




A high saturated fat, high sugar, diet has also been shown to reduce the number of parvalbumin interneurons, which perform the role of delivering GABA to where it is needed.

Unhealthy diets also have an impact on glucose, making blood glucose and insulin higher. This increases glutamate in the brain and plasma, thus reducing GABA production and release. Having a diet high in fat and cholesterol can cause changes in cell membranes that alter the release of neurotransmitters, too.

These changes in brain chemistry might lead to changes in the brain grey matter volume, as observed in this study.

Dr Hepsomali continued: "I would like to note that GABA and glutamate are intimately involved in appetite and food intake, too. Reduced GABA and/or increased glutamate might also be a driving factor in making unhealthy food choices. So, there may be a circular relationship between eating well, having a healthier brain and better mental wellbeing, and making better food choices to eat well."
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Training cognitive control in children does not change brain or behavior | ScienceDaily
Training exercises designed to improve cognitive control in children do not make a significant difference to their ability to delay gratification or to their academic achievement, nor do they lead to any brain changes, finds a new study led by UCL researchers.


						
The findings, published in Nature Neuroscience, appear to debunk the popular idea that brain training could improve cognitive control -- the mental processes that allow us to set and pursue short- or long-term goals -- and thereby lead to tangible benefits to other real-life outcomes.

Lead author Professor Nikolaus Steinbeis (UCL Psychology & Language Sciences) said: "Cognitive control is a very important cognitive function that is positively correlated with prudent decision-making, academic achievement, good social skills and mental health. Children with good cognitive control are also more likely to have better mental health and attainment later in life.

"There is an enormous and growing industry developing brain training programmes purporting to improve children's cognitive control and as a result other areas of functioning, and yet the evidence for their efficacy has been patchy."

For the study, 235 children aged six to 13 completed an eight-week training programme designed to train either cognitive control or response speed. The cognitive control training was focussed on response inhibition (the ability to stop oneself from doing an action that is no longer helpful in achieving a goal) and informed by neuroscientific research. They completed a range of gamified tasks, often requiring them to inhibit their impulses.

Before and immediately after the study, as well as one year later, the children were also tested for other outcomes known to be related to cognitive control, including decision-making like delaying gratification, academic achievement, fluid reasoning, mental health and creativity.

The researchers found that immediately after completing the training, and a full year later, the children improved their performance on the specific tasks they trained on. However, those improvements did not carry over into other skills and there were no improvements in any of the related cognitive or behavioural measures.




The research team also scanned the children's brains using MRI, and found no changes in brain structure or function across the entire brain. The researchers ran additional statistical analysis which provided strong evidence of the absence of any training effects.

Professor Steinbeis said: "Our findings suggest that even though cognitive control is clearly very important for other real-life outcomes, we simply do not see that training can yield such broader benefits even when trained over an extensive period of time. We should stop seeing cognitive control as a skill that can be readily boosted by training exercises, as that is likely a waste of time and resources.

"While our study only investigated a specific set of training exercises, they were designed in line with the best evidence and did improve children's abilities on the specific tasks themselves, so we find it unlikely that other training exercises would be any better at improving real-life outcomes.

"Instead, it may be better to focus on how we use our cognitive control in practice. We are more able to concentrate and learn effectively when we are motivated, so focusing on motivational factors may be a better way to impact how we use cognitive control to guide our behaviours."

While the study was conducted only in children, the researchers say that their findings would likely apply to adults as well, as children's brains are more malleable and thus it would be even more difficult to train such abilities in adults.

The researchers caution that their study did not include clinical populations or children with learning disabilities, so they cannot say whether their findings generalise beyond typically developing children.

The study was conducted by researchers at UCL, McGill University, Washington University in St. Louis, and Radboud University Medical Center.
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New method of DNA testing: Expanding scientific innovation | ScienceDaily
A team of researchers from the Case Western Reserve University School of Medicine has developed a new method for target DNA sequence amplification, testing and analysis.


						
This new technique, or reaction, known as AMPLON (Amplifying DNA with Multiarm Priming and Looping Optimization of Nucleic Acid), offers an alternative to the previously accepted "gold-standard" Polymerase Chain Reaction (PCR) method, opening the opportunity for more applications in medical diagnosis.

The team's findings were recently published in the journal Advanced Materials.

"AMPLON has the potential to positively change the way molecular analysis and clinical diagnostics are performed," said Mohamed S. Draz, an assistant professor at the School of Medicine and the study's principal investigator, "from infectious-disease diagnostics to personalized medicine and environmental monitoring."

How it works

Researchers use such technology to compare the DNA of sick cells to that of healthy cells, allowing them to better understand the changes that occur as a disease progresses and how to treat it.

AMPLON provides several extensions along the DNA strand to simultaneously increase the speed and accuracy of DNA synthesis under constant temperature conditions.




Using this new simplified process eliminates the need to operate between high and low temperature extremes that can cause stress on materials. It also makes the amplification process more structured and accessible, especially in settings where precise temperature control is challenging.

Using the traditional PCR method, the DNA sample is heated so it can separate into two pieces of single-stranded DNA. Next, an enzyme builds two new strands of DNA, using the original strands as templates. The process is tedious, time consuming and expensive.

"We've developed a new method of DNA amplification that does not require bulky lab-bound equipment but can be conducted in one step and in diverse settings," Draz said. "More significantly, our approach does not weaken enzymes like the PCR method."

AMPLON's multiarmed DNA primer design can turn the shortcomings of enzymes into strengths to improve amplification efficiency and produce consistent results.

"We've been able to enhance amplification and reduce amplification time by 50%," Draz said. "Our approach has the potential to dramatically change the way nucleic acid amplification is performed, providing instead a portable, reliable and cost-effective solution for applications, ranging from point-of-care diagnostics to field-based research." said Draz.
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Higher blood pressure is associated with poorer cognition in adolescence | ScienceDaily
Adolescents with elevated blood pressure and arterial stiffness may experience poorer cognitive functions, according to a recent Finnish study conducted at the University of Jyvaskyla and the University of Eastern Finland. Young people with higher blood pressure performed worse, especially in tasks that measured attention and learning. In addition, arterial stiffness was reflected in weaker working memory. In view of the findings, the importance of preventing high blood pressure and arterial stiffness in childhood and adolescence is emphasized.


						
It is well-established that poor arterial health can lead to cognitive decline in adults. However, there is limited knowledge about this connection in adolescents. To address this gap, this study examined the associations of arterial stiffness and blood pressure with cognition in adolescents and whether these associations differed between girls and boys. Moreover, it examined whether physical activity or sedentary time are confounding factors in these associations.

Higher blood pressure was a more significant factor in the brain health of girls

Adolescents with higher blood pressure had poorer attention, learning, and overall cognition. Higher pulse wave velocity, an indicator of arterial stiffness, was associated with poorer working memory.

Interestingly, girls with higher blood pressure demonstrated a negative association with a broader range of cognitive functions than boys. Conversely, boys with higher arterial stiffness exhibited better attention and working memory. The associations were not influenced by either physical activity or sedentary time.

"Our findings underscore the importance of preventing high blood pressure and arterial stiffening to promote cognitive and brain health in young people. However, we did observe some contradictory associations," says Doctoral Researcher Petri Jalanko from the Faculty of Sport and Health Sciences at the University of Jyvaskyla.

"The study provides insight into how blood pressure and arterial stiffness are linked to cognitive function. However, to establish a definitive cause-and-effect relationship between arterial health and brain health, and to determine whether increasing physical activity or reducing sedentary time can mitigate the negative effects of poor arterial health on cognition, further randomized controlled trials with appropriate control groups and advanced brain imaging techniques are necessary."

The study utilized cross-sectional data from the eight-year follow-up assessments of the Physical Activity and Nutrition in Children (PANIC) study. A total of 116 adolescents (45 girls and 71 boys) participated, and their mean age was 15.9 years. Systolic and diastolic blood pressure were measured using an aneroid sphygmomanometer. Pulse wave velocity was measured by impedance cardiography, while carotid intima-media thickness and carotid artery distensibility were measured by carotid ultrasonography. The CogState test battery was used to assess cognition, with overall cognition computed from the results of attention, working memory, and learning tests. Physical activity and sedentary time were assessed using a combined accelerometer/heart rate monitor. The study was published in Physiological Reports.
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Great news, parents: You do have power over your tweens' screen use | ScienceDaily
Restricting use in bedrooms and at mealtimes have the biggest impact, but modeling good behavior is also important.


						
For many parents, it can feel like curbing kids' screen use is a losing battle. But new research from UC San Francisco (UCSF) has found the parenting practices that work best to curb screen time and addictive screen behavior: restricting screens in bedrooms and at mealtimes and modeling healthy practices at home.

Researchers asked 12- to 13-year-olds how often they used screens for everything but school, including gaming, texting, social media, video chatting, watching videos and browsing the internet; and whether their screen use was problematic.

Then, they asked parents how they used their own screens in front of their kids, how they monitored and restricted their kids' screen use, and whether they used it to reward or punish behavior. They also asked about the family's use of screens at mealtimes and the child's use of screens in the bedroom.

Using screens in bedrooms and at mealtime were linked to increased time and addictive use. But use went down when parents kept track of and limited their kids' screen time, and when they modeled healthy behavior themselves.

"These results are heartening because they give parents some concrete strategies they can use with their tweens and young teens: set screen time limits, keep track of your kids' screen use, and avoid screens in bedrooms and at mealtimes," said Jason Nagata, MD, a pediatrician at UCSF Benioff Children's Hospitals and the first author of the study, publishing June 5 in Pediatric Research. "Also, try to practice what you preach."

Refining AAP guidance 

The study analyzed the effectiveness on tweens of parenting strategies recommended by the American Academy of Pediatrics' (AAP) for children and adolescents aged 5 to 18 years old. It is one of the few studies to examine how parenting practices affect screen use in early adolescence, when children start to become more independent.




"We wanted to look at young adolescents in particular, because they are at a stage when mobile phone and social media use often ramps up and sets the course for future habits," Nagata said.

The researchers collected data from 10,048 U.S. participants, 46% of whom were racial or ethnic minorities, from the Adolescent Brain Cognitive Development (ABCD) study.

Parents were asked to rate, on a scale of 1 to 4, their level of agreement with such statements as, "My child falls asleep using a screen-based device."

The researchers then looked to see how the level of parental agreement predicted the children's daily screen time, and found it went up 1.6 hours for each additional point related to bedroom screen use. The same held true for using screens at mealtimes, which added 1.24 hours. Poor modeling by parents added 0.66 hours.

Limiting and monitoring their kids' screen time reduced it by 1.29 hours and 0.83 hours, respectively. But using screen time as either a reward or a punishment was not effective, resulting in 0.36 more hours, as well as more problematic video game use.

Used in moderation, screens can help maintain social connections and foster community, but especially for children, problematic use can lead to mental health problems, as well as physical inactivity and problems with sleep.

"Screen time at bedtime displaces sleep time, which is essential for health and development in young adolescents," Nagata said. "Parents can consider keeping screens outside their children's bedroom and turning off devices and notifications overnight."
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Unlocking the world around us for next-gen antibiotics | ScienceDaily
An international research team has found almost a million potential sources of antibiotics in the natural world.


						
Research published in the journal Cell by a team including Queensland University of Technology (QUT) computational biologist Associate Professor Luis Pedro Coelho has used machine learning to identify 863,498 promising antimicrobial peptides -- small molecules that can kill or inhibit the growth of infectious microbes.

The findings of the study come with a renewed global focus on combatting antimicrobial resistance (AMR) as humanity contends with the growing number of superbugs resistant to current drugs.

"There is an urgent need for new methods for antibiotic discovery," Professor Coelho, a researcher at the QUT Centre for Microbiome Research, said. The centre studies the structure and function of microbial communities from around the globe.

"It is one of the top public health threats, killing 1.27 million people each year."

Without intervention, it is estimated that AMR could cause up to 10 million deaths per year by 2050.

"Using artificial intelligence to understand and harness the power of the global microbiome will hopefully drive innovative research for better public health outcomes," he said.




The team verified the machine predictions by testing 100 laboratory-made peptides against clinically significant pathogens. They found 79 disrupted bacterial membranes and 63 specifically targeted antibiotic-resistant bacteria such as Staphylococcus aureus and Escherichia coli.

"Moreover, some peptides helped to eliminate infections in mice; two in particular reduced bacteria by up to four orders of magnitude," Professor Coelho said.

In a preclinical model, tested on infected mice, treatment with these peptides produced results similar to the effects of polymyxin B -- a commercially available antibiotic which is used to treat meningitis, pneumonia, sepsis and urinary tract infections.

More than 60,000 metagenomes (a collection of genomes within a specific environment), which together contained the genetic makeup of over one million organisms, were analysed to get these results. They came from sources across the globe including marine and soil environments, and human and animal guts.

The resulting AMPSphere -- a comprehensive database comprising these novel peptides -- has been published as a publicly available, open-access resource for new antibiotic discovery.

Professor Coelho's research was conducted as part of his ARC Future Fellowship through the QUT School of Biomedical Science, in collaboration with the Cesar de la Fuente laboratory at the University of Pennsylvania, Fudan University, the European Molecular Biology Laboratory and APC Microbiome Ireland.
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Largest-ever antibiotic discovery effort uses AI to uncover potential cures in microbial dark matter | ScienceDaily
Almost a century ago, the discovery of antibiotics like penicillin revolutionized medicine by harnessing the natural bacteria-killing abilities of microbes. Today, a new study co-led by researchers at the Perelman School of Medicine at the University of Pennsylvania suggests that natural-product antibiotic discovery is about to accelerate into a new era, powered by artificial intelligence (AI).


						
The study, published in Cell, details how the researchers used a form of AI called machine learning to search for antibiotics in a vast dataset containing the recorded genomes of tens of thousands of bacteria and other primitive organisms. This unprecedented effort yielded nearly one million potential antibiotic compounds, with dozens showing promising activity in initial tests against disease-causing bacteria.

"AI in antibiotic discovery is now a reality and has significantly accelerated our ability to discover new candidate drugs. What once took years can now be achieved in hours using computers" said study co-senior author Cesar de la Fuente, PhD, a Presidential Assistant Professor in Psychiatry, Microbiology, Chemistry, Chemical and Biomolecular Engineering, and Bioengineering.

Nature has always been a good place to look for new medicines, especially antibiotics. Bacteria, ubiquitous on our planet, have evolved numerous antibacterial defenses, often in the form of short proteins ("peptides") that can disrupt bacterial cell membranes and other critical structures. While the discovery of penicillin and other natural-product-derived antibiotics revolutionized medicine, the growing threat of antibiotic resistance has underscored the urgent need for new antimicrobial compounds.

In recent years, de la Fuente and colleagues have pioneered AI-powered searches for antimicrobials. They have identified preclinical candidates in the genomes of contemporary humans, extinct Neanderthals and Denisovans, woolly mammoths, and hundreds of other organisms. One of the lab's primary goals is to mine the world's biological information for useful molecules, including antibiotics.

For this new study, the research team used a machine learning platform to sift through multiple public databases containing microbial genomic data. The analysis covered 87,920 genomes from specific microbes as well as 63,410 mixes of microbial genomes -- "metagenomes" -- from environmental samples. This comprehensive exploration spanned diverse habitats around the planet.

This extensive exploration succeeded in identifying 863,498 candidate antimicrobial peptides, more than 90 percent of which had never been described before. To validate these findings, the researchers synthesized 100 of these peptides and tested them against 11 disease-causing bacterial strains, including antibiotic-resistant strains of E. coli and Staphylococcus aureus.




"Our initial screening revealed that 63 of these 100 candidates completely eradicated the growth of at least one of the pathogens tested, and often multiple strains," de la Fuente said. "In some cases, these molecules were effective against bacteria at very low doses."

Promising results were also observed in preclinical animal models, where some of the potent compounds successfully stopped infections. Further analysis suggested that many of these candidate molecules destroy bacteria by disrupting their outer protective membranes, effectively popping them like balloons.

The identified compounds originated from microbes living in a wide variety of habitats, including human saliva, pig guts, soil and plants, corals, and many other terrestrial and marine organisms. This validates the researchers' broad approach to exploring the world's biological data.

Overall, the findings demonstrate the power of AI in discovering new antibiotics, providing multiple new leads for antibiotic developers, and signaling the start of a promising new era in antibiotic discovery.

The team has published their repository of putative antimicrobial sequences, which they call AMPSphere, which is open access and freely available at https://ampsphere.big-data-biology.org/
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Myelination in the brain may be key to 'learning' opioid addiction | ScienceDaily
Our brains, even in adulthood, continually adapt to what we do, strengthening or weakening neural pathways as we practice new skills or abandon old habits. Now, research by Stanford Medicine scientists has found that a particular type of neuroplasticity, known as adaptive myelination, can also contribute to drug addiction.


						
In adaptive myelination, more active brain circuits gain more myelin -- the fatty insulation that allows electrical signals to travel faster and more efficiently through nerve fibers. Learning to juggle or practicing the piano, for example, gradually increases myelination in the brain circuits involved, optimizing for these abilities.

But the same adaptive myelination that is essential to learning, attention and memory has a dark side. In the new study in mice, researchers found that a single dose of morphine was enough to trigger the steps leading to myelination of dopamine-producing neurons -- part of the brain's reward circuitry -- spurring the mice to seek out more of the drug. When myelination was blocked, the mice made no effort to find more morphine.

The new findings, to be published June 5 in Nature, show how using addictive drugs can drive maladaptive myelination of the brain's reward circuitry, which in turn reinforces drug-seeking behavior.

Myelin matters

"Myelin development does not complete until we're in our late 20s or early 30s, which is kind of fascinating," said Michelle Monje, MD, PhD, the Milan Gambhir Professor in Pediatric Neuro-Oncology and senior author of the study.

Even after such a protracted developmental period, special cells in the brain called oligodendrocytes continue to generate new myelin in some brain regions.




"What we've come to understand over the last decade or so is that myelin, in some parts of the nervous system, is actually plastic and adaptable to experience," Monje said. "The activity of a neuron can regulate the extent to which its axon is myelinated."

Research in neuroplasticity has mostly focused on changes that occur at synapses -- where neurons meet and communicate with each other. Adaptive myelination adds a new layer to how our brains learn from experience.

Much of the foundational knowledge about adaptive myelination has come from Monje's lab. In 2014, her team reported that stimulating the premotor cortex of mice increased the myelination of neurons there and improved limb movement. Subsequent studies by her lab and collaborators have found that mice need adaptive myelination for spatial learning -- to navigate a maze, for example, or to remember a threatening situation.

Reward learning

In the new study, Monje's team wondered whether adaptive myelination was involved in reward learning. The researchers generated a rewarding experience in mice by giving them cocaine or morphine, or by directly stimulating their dopamine-producing neurons using optogenetic techniques.

Within three hours of a single injection of cocaine or morphine or 30 minutes of stimulation, the researchers were surprised to see a proliferation of the specialized stem cells that are destined to become myelin-producing oligodendrocytes. The proliferation was isolated to a brain region known as the ventral tegmental area, which is involved in reward learning and addiction.




"We didn't think one dose of morphine or cocaine would do anything," said Belgin Yalcin, PhD, lead author of the new study and an instructor in neurology and neurological sciences. "But within three hours there was a change. A very mild change, but still a change."

Both the speed and specificity of the changes were unexpected, the researchers said.

When researchers repeated the drug injections or brain stimulation for several days, then examined the mice a month later, they indeed found more oligodendrocytes and more myelinated dopamine-producing cells, with thicker myelin around their axons, again only in the ventral tegmental area.

Even a slight thickening of myelin -- in this case, by several hundred nanometers -- can affect brain function and behavior.

"Details matter in terms of myelin plasticity," Yalcin said. "So little can make such a big difference in conduction velocity and the synchronicity of the circuit."

Potent rewards

To see how the myelination translated into behavior, the researchers placed each mouse in a box where it could move freely between two chambers. In one chamber, the mice received a daily injection of morphine. (The researchers decided to focus on morphine because of its relevance to the opioid epidemic.) After five days, the mice strongly preferred the chamber where they had received the drug and would linger there, hoping for another hit.

The morphine stimulated the mice's reward circuitry (specifically, the dopamine-producing neurons in the ventral tegmental area), increased the myelination of these neurons and tuned their brains for further reward-seeking behavior.

Curiously, when the researchers tested a food reward instead of morphine, the mice did not develop more food-seeking behavior, perhaps because the reward was less potent, the researchers said.

"You might not want your reward circuits to be modified by everyday kinds of rewards," Monje said.

From mice to men

"In the healthy nervous system, adaptive myelination tunes circuit dynamics in a way that supports healthy cognitive functions like learning, memory and attention," Monje said.

But as the new study demonstrates, the process can go awry, enhancing circuits that drive unhealthy behaviors or failing to enhance circuits required for healthy brain function.

In 2022, Monje's lab reported that adaptive myelination could explain why some epileptic seizures worsen over time. The experience of seizures drives more myelination of the circuits involved, allowing faster and more synchronized signaling, which become more frequent and severe seizures. Her team also has found that reduced myelin plasticity contributes to "chemo-fog," the cognitive impairments that often follow cancer treatment.

In the new study, the precise biochemical steps by which a drug reward leads to myelination are not completely clear. The researchers tried bathing oligodendrocyte precursor cells in dishes of morphine or dopamine and determined that neither chemical directly causes proliferation of these cells.

"A future direction would be to understand what exactly these myelin-forming cells are responding to that comes from the activity of dopaminergic neurons," Yalcin said.

They found that a pathway known as BDNF-TrkB signaling is part of the story. When they blocked this pathway, the mice did not generate new oligodendrocytes and did not acquire a preference for the chamber where they received the drug.

"The mice just couldn't learn where they received their morphine reward," Monje said.

Ultimately, a better understanding of adaptive myelination might reveal new strategies to help people recover from opioid addiction. Perhaps the process can be reversed and an addiction unlearned.

"We don't know whether these changes are permanent, but there's reason to believe that they would not be," Monje said. "We think that myelin plasticity is bidirectional -- you can both increase myelination of a circuit and decrease myelination of a circuit."

The study was supported by funding from the Gatsby Charitable Foundation, the Wu Tsai Neurosciences Institute NeuroChoice Initiative, the National Institute of Neurological Disorders and Stroke (grant R01NS092597), the NIH Director's Pioneer Award (DP1NS111132), the National Institute for Drug Abuse (P50DA042012, T32DA035165 and K99DA056573), the National Cancer Institute (P50CA165962, R01CA258384 and U19CA264504), the Robert J. Kleberg, Jr. and Helen C. Kleberg Foundation, Cancer Grand Challenges and Cancer Research UK, a Maternal and Child Health Research Institute at Stanford University Postdoctoral Award, and a Dean's Postdoctoral Fellowship at Stanford University.
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New technique reveals how gene transcription is coordinated in cells | ScienceDaily
The human genome contains about 23,000 genes, but only a fraction of those genes are turned on inside a cell at any given time. The complex network of regulatory elements that controls gene expression includes regions of the genome called enhancers, which are often located far from the genes that they regulate.


						
This distance can make it difficult to map the complex interactions between genes and enhancers. To overcome that, MIT researchers have invented a new technique that allows them to observe the timing of gene and enhancer activation in a cell. When a gene is turned on around the same time as a particular enhancer, it strongly suggests the enhancer is controlling that gene.

Learning more about which enhancers control which genes, in different types of cells, could help researchers identify potential drug targets for genetic disorders. Genomic studies have identified mutations in many non-protein-coding regions that are linked to a variety of diseases. Could these be unknown enhancers?

"When people start using genetic technology to identify regions of chromosomes that have disease information, most of those sites don't correspond to genes. We suspect they correspond to these enhancers, which can be quite distant from a promoter, so it's very important to be able to identify these enhancers," says Phillip Sharp, an MIT Institute Professor Emeritus and member of MIT's Koch Institute for Integrative Cancer Research.

Sharp is the senior author of the new study, which will appear in Nature. MIT Research Assistant D.B. Jay Mahat is the lead author of the paper.

Hunting for eRNA

Less than 2 percent of the human genome consists of protein-coding genes. The rest of the genome includes many elements that control when and how those genes are expressed. Enhancers, which are thought to turn genes on by coming into physical contact with gene promoter regions through transiently forming a complex, were discovered about 45 years ago.




More recently, in 2010, researchers discovered that these enhancers are transcribed into RNA molecules, known as enhancer RNA or eRNA. Scientists suspect that this transcription occurs when the enhancers are actively interacting with their target genes. This raised the possibility that measuring eRNA transcription levels could help researchers determine when an enhancer is active, as well as which genes it's targeting.

"That information is extraordinarily important in understanding how development occurs, and in understanding how cancers change their regulatory programs and activate processes that lead to de-differentiation and metastatic growth," Mahat says.

However, this kind of mapping has proven difficult to perform because eRNA is produced in very small quantities and does not last long in the cell. Additionally, eRNA lacks a modification known as a poly-A tail, which is the "hook" that most techniques use to pull RNA out of a cell.

One way to capture eRNA is to add a nucleotide to cells that halts transcription when incorporated into RNA. These nucleotides also contain a tag called biotin that can be used to fish the RNA out of a cell. However, this current technique only works on large pools of cells and doesn't give information about individual cells.

While brainstorming ideas for new ways to capture eRNA, Mahat and Sharp considered using click chemistry, a technique that can be used to join two molecules together if they are each tagged with "click handles" that can react together.

The researchers designed nucleotides labeled with one click handle, and once these nucleotides are incorporated into growing eRNA strands, the strands can be fished out with a tag containing the complementary handle. This allowed the researchers to capture eRNA and then purify, amplify, and sequence it. Some RNA is lost at each step, but Mahat estimates that they can successfully pull out about 10 percent of the eRNA from a given cell.




Using this technique, the researchers obtained a snapshot of the enhancers and genes that are being actively transcribed at a given time in a cell.

"You want to be able to determine, in every cell, the activation of transcription from regulatory elements and from their corresponding gene. And this has to be done in a single cell because that's where you can detect synchrony or asynchrony between regulatory elements and genes," Mahat says.

Timing of gene expression

Demonstrating their technique in mouse embryonic stem cells, the researchers found that they could calculate approximately when a particular region starts to be transcribed, based on the length of the RNA strand and the speed of the polymerase (the enzyme responsible for transcription) -- that is, how far the polymerase transcribes per second. This allowed them to determine which genes and enhancers were being transcribed around the same time.

The researchers used this approach to determine the timing of the expression of cell cycle genes in more detail than has previously been possible. They were also able to confirm several sets of known gene-enhancer pairs and generated a list of about 50,000 possible enhancer-gene pairs that they can now try to verify.

Learning which enhancers control which genes would prove valuable in developing new treatments for diseases with a genetic basis. Last year, the U.S. Food and Drug Administration approved the first gene therapy treatment for sickle cell anemia, which works by interfering with an enhancer that results in activation of a fetal globin gene, reducing the production of sickled blood cells.

The MIT team is now applying this approach to other types of cells, with a focus on autoimmune diseases. Working with researchers at Boston Children's Hospital, they are exploring immune cell mutations that have been linked to lupus, many of which are found in non-coding regions of the genome.

"It's not clear which genes are affected by these mutations, so we are beginning to tease apart the genes these putative enhancers might be regulating, and in what cell types these enhancers are active," Mahat says. "This is a tool for creating gene-to-enhancer maps, which are fundamental in understanding the biology, and also a foundation for understanding disease."

The findings of this study also offer evidence for a theory that Sharp has recently developed, along with MIT professors Richard Young and Arup Chakraborty, that gene transcription is controlled by membraneless droplets known as condensates. These condensates are made of large clusters of enzymes and RNA, which Sharp suggests may include eRNA produced at enhancer sites.

"We picture that the communication between an enhancer and a promoter is a condensate-type, transient structure, and RNA is part of that. This is an important piece of work in building the understanding of how RNAs from enhancers could be active," he says.
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Major cause of inflammatory bowel disease discovered | ScienceDaily
Researchers at the Francis Crick Institute, working with UCL and Imperial College London, have discovered a new biological pathway that is a principal driver of inflammatory bowel disease (IBD) and related conditions, and which can be targeted using existing drugs.


						
About 5% of the world's population, and one in ten people in the UK1, are currently affected by an autoimmune disease, such as IBD, the umbrella term for Crohn's disease and ulcerative colitis. These diseases are also becoming more common, with over half a million people living with IBD in the UK as of 2022, nearly double the 300,000 previously estimated2.

Despite increasing prevalence, current treatments do not work in every patient and attempts to develop new drugs often fail due to our incomplete understanding of what causes IBD.

In research published in Nature, scientists at the Crick journeyed into a 'gene desert' -- an area of DNA that doesn't code for proteins -- which has previously been linked to IBD and several other autoimmune diseases3.

They found that this gene desert contains an 'enhancer', a section of DNA that is like a volume dial for nearby genes, able to crank up the amount of proteins they make. The team discovered that this particular enhancer was only active in macrophages, a type of immune cell known to be important in IBD, and boosted a gene called ETS2, with higher levels correlating with a higher risk of disease.

Using genetic editing, the scientists showed that ETS2 was essential for almost all inflammatory functions in macrophages, including several that directly contribute to tissue damage in IBD. Strikingly, simply increasing the amount of ETS2 in resting macrophages turned them into inflammatory cells that closely resembled those from IBD patients.

The team also discovered that many other genes previously linked to IBD are part of the ETS2 pathway, providing further evidence that it is a major cause of IBD.




ETS2 as a treatment target 

Specific drugs that block ETS2 don't exist, so the team searched for drugs that might indirectly reduce its activity. They found that MEK inhibitors, drugs already prescribed for other non-inflammatory conditions, were predicted to switch off the inflammatory effects of ETS2.

The researchers then put this to the test, and discovered that these drugs not only reduced inflammation in macrophages, but also in gut samples from patients with IBD.

As MEK inhibitors can have side effects in other organs, the researchers are now working with LifeArc to find ways to deliver MEK inhibitors directly to macrophages.

James Lee, Group Leader of the Genetic Mechanisms of Disease Laboratory at the Crick, and Consultant Gastroenterologist at the Royal Free Hospital and UCL, who led the research, said: "IBD usually develops in young people and can cause severe symptoms that disrupt education, relationships, family life and employment. Better treatments are urgently needed.

"Using genetics as a starting point, we've uncovered a pathway that appears to play a major role in IBD and other inflammatory diseases. Excitingly, we've shown that this can be targeted therapeutically, and we're now working on how to ensure this approach is safe and effective for treating people in the future."

Christina Stankey, PhD student at the Crick, and first author along with Christophe Bourges and Lea-Maxie Haag, said: "IBD and other autoimmune conditions are really complex, with multiple genetic and environmental risk factors, so to find one of the central pathways, and show how this can be switched off with an existing drug, is a massive step forwards."




Volunteer participants from the NIHR BioResource, with and without IBD, provided blood samples that contributed to this research. The research was funded by Crohn's and Colitis UK, the Wellcome Trust, MRC and Cancer Research UK, and the researchers worked with collaborators across the UK and Europe.

Ruth Wakeman, Director of Services, Advocacy and Evidence at Crohn's & Colitis UK said: "Every year, more than 25,000 people are told that they have Inflammatory Bowel Disease. Crohn's and Colitis are complex, lifelong conditions for which there is no cure, but research like this is helping us to answer some of the big questions about what causes them. The more we can understand about Inflammatory Bowel Disease, the more likely we are to be able to help patients live well with these conditions. This research is a really exciting step towards the possibility of a world free from Crohn's and Colitis one day."

Lauren Golightly is 27 years old and was diagnosed with Crohn's Disease in 2018 after experiencing stomach cramps, blood in her poo and irregular bowel habits.

She said: "Crohn's has had a huge impact on my life. I've had a rocky road since diagnosis, with many hospital admissions, several different medications and even surgery to have a temporary stoma bag. One of the hardest things about having Inflammatory Bowel Disease ( IBD) is the uncertainty around it. I still experience flare-ups and can still spend quite a bit of time in hospital. Learning about this research is so exciting and encouraging. I am hopeful this could potentially make a difference for myself and so many other hundreds of thousands of people living with IBD."
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Cooperative proteins help the immune system identify and attack invaders | ScienceDaily
Bacteria, parasites, viruses -- the immune system tackles them all. At the front line of the human immune response are cells called macrophages, which are responsible for correctly identifying intruders and then directing how the entire immune system responds. Researchers at the Salk Institute have now discovered a molecular mechanism that helps macrophages mount a coordinated response tailored to a specific immune challenge.


						
Activating macrophages requires the work of three versions of a protein complex called SWI/SNF: cBAF, ncBAF, and PBAF. Scientists already knew these variants had slightly different structures, but the new findings reveal that these differences have real functional consequences. Salk researchers discovered that each variant plays a distinct role in initiating macrophages' responses to intruders and, consequently, how the immune system regulates inflammation.

By delineating these SWI/SNF variants, the team has revealed new immune system mechanisms that could be targeted with therapeutics to regulate inflammation associated with conditions like sepsis, cytokine storm, COVID-19, and many more.

The findings were published in Immunity on June 5, 2024.

"Macrophages are our first line of defense and the recruiters for adaptive immune cells, so understanding how they work is key to understanding our immune response," says Diana Hargreaves, senior author and associate professor at Salk. "If we can figure out how macrophages tailor their responses to a given immune signal, we'll have a better idea of how we can therapeutically target them to create desirable immune system behaviors."

Macrophages are the first to sense an intruder in the body, so it is their responsibility to accurately identify the intruder and instruct the rest of the immune system's response. To ensure that the correct response is mounted, macrophages require very specific internal signaling.

Each macrophage contains a set of identity-forming instructions encoded in strands of DNA, which are wrapped around protein complexes called histones and then wound into a 3D structure called chromatin. Changes to histones and chromatin impact the identity of a cell, since their modifications can expose or conceal stretches of DNA responsible for the cell's behavior.




The SWI/SNF protein complex was already known to carry out such changes, but it was unclear whether each of the three variants did so in a unique way or led to distinct macrophage behavior. To learn more about the SWI/SNF variants, the researchers observed how macrophages in mice responded to bacterial infection and paid close attention to differences among cBAF, ncBAF, and PBAF activity.

"We found the SWI/SNF variants each serve a unique, important purpose in reorganizing chromatin across the genome and enabling macrophage inflammatory responses," says first author Jingwen Liao, a graduate student in Hargreaves' lab. "This is a major leap in our understanding of how immune systems respond with such a high level of specificity."

When confronted with a bacterial threat, each of the three SWI/SNF variants regulated distinct portions of the macrophages' DNA, producing distinct cellular responses. cBAF remodeled chromatin to promote inflammation, while ncBAF modified histones to stimulate an antiviral response. PBAF also modified histones, but the result of those modifications was less clear than cBAF or ncBAF.

The three acted distinctly and cooperatively to coordinate a complicated immune response that calls on the rest of the immune system to effectively and efficiently rid the body of threats.

"Chronic inflammation is a major cause of mortality across many diseases," says Hargreaves. "When patients succumb to COVID, for example, that's often a product of inflammation. This makes our findings really exciting, because we've found a new way to potentially toggle the immune system's inflammatory pathways to improve outcomes in patients with chronic inflammation."
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Why do 1 in 10 Americans get eczema? Is it too much salt? | ScienceDaily
UCSF Study finds that changes in daily salt intake may explain eczema flares.


						
A high sodium diet may increase the risk of eczema, according to researchers at UC San Francisco (UCSF), who found that eating just one extra gram of sodium per day increases the likelihood of flares by 22%.

Eczema, also known as atopic dermatitis, is a chronic disease that causes dry, itchy skin. It's one of the most common skin conditions, affecting more than 31 million people in the U.S., and one in 10 people will develop it at some point.

It has become increasingly common in recent years, especially in industrialized countries, implicating environmental and lifestyle factors like diet.

Sodium, which most people consume in the form of salt, increases the risk of hypertension and heart disease. And scientists recently discovered that sodium is stored in the skin, where it may play a role in the inflammation in eczema.

Limiting dietary sodium could be an easy way for eczema patients to manage their disease.

"Most Americans eat too much salt and can safely reduce their intake to recommended levels," said Katrina Abuabara, MD, associate professor of dermatology at UCSF and corresponding author of the study, which appears June 5, 2024, in JAMA Dermatology.




"Eczema flares can be difficult for patients to cope with," said Abuabara, who is also associate adjunct professor of epidemiology at the UC Berkeley School of Public Health, "especially when they are unable to anticipate them and don't have recommendations on what they can do to avoid them."

For their cross-sectional study, the researchers analyzed data from more than 215,000 people between 30 and 70 years old from the UK Biobank, which includes urine samples and electronic medical records.

They could tell how much sodium each person was eating from urine samples; and they could see whether people had a diagnosis of atopic dermatitis, as well as the severity, from prescription codes.

They found that each additional gram of sodium excreted in urine over 24 hours was associated with 11% higher odds of an eczema diagnosis; 16% higher odds of having an active case; and 11% higher odds of increased severity.

Then, they looked at 13,000 U.S. adults in the National Health and Nutrition Examination Survey and found that eating just one additional gram a day of sodium -- about half a teaspoon of table salt -- was associated with 22% higher odds that someone would have an active case of eczema.
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Cannabis use common among patients, with most using it to manage a symptom or health condition | ScienceDaily
One in six patients in primary care reported cannabis use, with 35% of those using at levels indicating moderate- to high-risk for cannabis use disorder, new UCLA research finds.


						
The findings, to be published June 5 in JAMA Network Open, suggest that most patients reported using cannabis for symptom management, despite identifying as recreational users, indicating the need for routine cannabis screening. Currently few healthcare systems offer this screening in primary care settings.

"Patients may not tell their primary care providers about their cannabis use, and their doctors may not ask about it," said lead author Dr. Lillian Gelberg, professor of family medicine at the David Geffen School of Medicine at UCLA and of health policy and management at the UCLA Fielding School of Public Health "Not asking patients about their cannabis use results in a missed opportunity for opening up doctor-patient communication regarding use of cannabis generally and for management of their symptoms. "

Thirty-eight states, three US territories and the District of Columbia allow cannabis for medical use, and 24 of these states also permit recreational use. Stigma over cannabis use has fallen likely due to these legal moves. While there has been an increased perception that its use is risk free, cannabis potency has increased.

The U.S. Preventive Services Task Force recommended in 2020 that primary care physicians screen their adult patients for use of cannabis and other substances. The following year the investigators implemented the UCLA universal electronic health record-based, self-administered survey on cannabis use and medical cannabis use. Patients complete this survey as pre-visit screening prior to their primary care visits as sent to them via the Epic patient portal.

The researchers used patients' de-identified electronic health records at UCLA collected from January 2021 to May 2023 to determine the prevalence, correlates and reasons for current cannabis use. The UCLA Health system is one of the few to ask patients to voluntarily complete cannabis use surveys during pre-appointment check-ins. The survey used the WHO Alcohol Substance Involvement Screening Test (ASSIST) to assess cannabis use.

Nearly 176,000 patients completed surveys. Of those, nearly 30,000 (17%) reported cannabis use among whom 35% had results suggesting moderate- to high-risk for a cannabis use disorder, defined as a score of 8 or higher on the screening survey. Among users, 40% used cannabis once or twice in the previous three months, 17% used monthly, 25% used weekly and 19% used it daily or almost daily.




Other findings included:
    	Cannabis use was lowest among people living in the most disadvantaged neighborhoods (14%), yet the risk for disordered use was highest among this group
    	Inhaled modes of cannabis use were as common as ingestion (65.0% and 64.7%), including 29% who vaped
    	47% used cannabis for medical reasons
    	76% used it to manage symptoms such as mental health symptoms or stress (56%), sleep (56%), and pain (37%). Further, most patients who reported using cannabis only for recreational reasons had also used it at some point to manage a symptom.

The study has some limitations. The findings are based on patients' self-reported use and though cannabis is legal in California, some patients may still have been reluctant to disclose using it. Much of the data were from screenings taken during the COVID-19 lockdown, during which cannabis use may have been higher than it might have been otherwise. In addition, the findings may not be applicable to other health systems, particularly in states where cannabis use is still illegal.

However, "given the high rates of cannabis use and medical cannabis use that we found in this large urban healthcare system, it is essential that healthcare systems implement routine screening of all primary care patients," the researchers write. "Integrating screening efforts to include information regarding cannabis use for symptom management could help enhance the identification and documentation of medical cannabis usage, particularly in the healthcare context."

Study co-authors are Dana Beck, PhD, MSN; Julia Koerber, MPH; Whitney N. Akabike, PMP, MSPH; Lawrence Dardick, MD; Clara Lin, MD; Steve Shoptaw, PhD; and Marjan Javanbakht, MPH, PhD.

The study was funded by the University of California Tobacco-Related Disease Research Program (grant #T29IR0277) and the National Institutes of Health National Center for Advancing Translational Science (NCATS) UCLA CTSI (grant #UL1TR001881).
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Father's diet before conception influences children's health | ScienceDaily
Dr. Raffaele Teperino, head of the "Environmental Epigenetics" research group at Helmholtz Munich, along with his research team, has examined the impact of paternal diet on children's health -- specifically, the influence of diet before conception. The researchers focused on special small RNA molecules in sperm, known as mitochondrial tRNA fragments (mt-tsRNAs, see background). These RNAs play a key role in the inheritance of health traits by regulating gene expression.


						
For their study, the researchers used data from the LIFE Child cohort, which includes information from over 3,000 families. The analyses showed that the father's body weight influences the weight of the children and their susceptibility to metabolic diseases. This influence exists independently from other factors such as the mother's weight, the parental genetics, or environmental conditions.

The Father's Diet Influences the Children

To verify the results of their analysis, the research team subsequently conducted experiments with mice. These mice were fed a high-fat diet, meaning food with a higher fat content than a normal diet. This had effects on the reproductive organs of the animals, including the epididymis. The epididymis is the area in the male reproductive system where freshly formed sperm mature. "Our study shows that sperm exposed to a high-fat diet in the mouse epididymis led to offspring with an increased tendency to metabolic diseases," says Raffaele Teperino.

To deepen the findings, the research team conducted additional studies in the laboratory. They created embryos through in-vitro fertilization (fertilization "in a test tube"). When Teperino's team used sperm from mice that had been exposed to a high-fat diet, they found mt-tsRNAs from these sperm in early embryos, significantly influencing gene expression. This, in turn, affects the development and health of the offspring.

"Our hypothesis that acquired phenotypes over the course of life, such as diabetes and obesity, are transmitted via epigenetic mechanisms across generations, is reinforced by this study. Here, epigenetics serves as a molecular link between the environment and the genome, even across generational boundaries. This occurs not only through the maternal line but, as our research results indicate, also through the paternal line," explains Prof. Martin Hrabe de Angelis, co-author of this study and Research Director at Helmholtz Munich.

Preventive Health Care for Men Wishing to Become Fathers

The findings from the researchers at Helmholtz Munich underline the role of paternal health before conception -- and offer new approaches to preventive health care: "Our results suggest that preventive health care for men wishing to become fathers should receive more attention and that programs should be developed for this purpose, especially with regard to diet," says Teperino. "This can reduce the risk of diseases like obesity and diabetes in children."

Background: The Indirect Influence of Fathers

Mitochondria are often referred to as the powerhouses of the cell. They have their own DNA, independent of the DNA in the cell nucleus. This mitochondrial DNA (mt-DNA) produces proteins in the mitochondria via the intermediate mt-RNA and is typically inherited from mothers to offspring. Previously, it was assumed that fathers had no part in the genetic makeup of their offspring's mitochondria. However, recent studies like this one now show that sperm carry fragments of mt-RNA ("mt-tsRNA") into the egg during fertilization. The mt-tsRNAs play a role in epigenetics, regulating gene expression in the early embryo: they can indirectly influence the development and health of the offspring by modifying the activity of certain genes in the mitochondria. Thus, fathers have an important, albeit indirect, influence on the genetic imprinting of mitochondria and thereby on the energy metabolism of their children.
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Preoperative antibiotic treatment in pediatric elbow fracture surgery is not necessary, study suggests | ScienceDaily
Antibiotic treatment prior to surgical repair of a pediatric elbow fracture does not reduce the risk for post-operative infection, according to new findings from a team of researchers and surgeons from the University of Missouri School of Medicine.


						
A humerus bone fracture near the elbow is a common injury among children who fall. The typical surgical approach for repairing pediatric elbow fractures is a procedure called closed reduction percutaneous pinning (CRPP). It involves inserting pins or wires through the skin to promote stability and healing of the bone. CRPP is a minimally invasive, safe and effective procedure, but post-operative infections can occur in a small number of cases. As a result, some physicians will pre-treat the patient with antibiotics hoping to prevent infections from occurring after surgery.

In a recent randomized trial, MU researchers tested whether preoperative, preventative treatment with antibiotics resulted in lower rates of infection following CRPP. What they found was that it didn't matter whether the patient was treated with prophylactic antibiotics or not when it came to rates of post-operative infection.

Sumit Gupta, MD, division chief, Pediatric Orthopaedics and associate professor of orthopaedic surgery at the School of Medicine helped lead the study, which involved 160 patients randomly assigned to either receive pre-surgical antibiotics or a placebo. His team found that the infection rate in those treated with the placebo was only 0.1% higher than in the treatment group. In both groups the infection rate was very low; only 1.2% to 1.3% respectively.

"The evidence suggests there is no need for pre-surgical antibiotic treatment in these types of cases," said Gupta. "As antimicrobial resistance continues to rise, the importance of antibiotic stewardship is essential to preserving the efficacy and benefits of these lifesaving drugs."

The current clinical practice guidelines developed by a joint panel from the American Society of Health-System Pharmacists, the Infectious Diseases Society of America, the Surgical Infection Society, and the Society for Healthcare Epidemiology of America acknowledged that the need for pre-surgical antibiotics is not well established.

"The results of our study provide important data that can be used in the development of new, evidence-based guidelines to aid surgeons in their appropriate use of antibiotics," said Daniel Hoernschemeyer, MD, medical director of Pediatric Procedural Services and associate professor of clinical orthopaedic surgery at the School of Medicine. "It is increasing clear that we should only be using antibiotics to treat infections that are actually occurring."

"Effect of Antibiotic Prophylaxis on Infection Rates in Pediatric Supracondylar Humerus Fractures Treated with Closed Reduction and Percutaneous Pinning: A Prospective Double-Blinded Randomized Controlled Trial" was recently published in the Journal of the American Academy of Orthopaedic Surgeons. In addition to Gupta and Hoernschemeyer, the research team from the University of Missouri included Emily Leary, PhD, director of orthopaedic biostatistics in the Department of Orthopaedic Surgery; Ennio Rizzo Esposito, MD, Rachel Phillips, MD, and Pierre-Emmanuel Schwab, MD, also of the Department of Orthopaedic Surgery.
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Study reveals how 'forever chemicals' may impact heart health in older women | ScienceDaily
New research from the University of Illinois Urbana-Champaign has linked multiple types of per- and polyfluoroalkyl substances (PFAS, also known as "forever chemicals") with increased risk of cardiovascular diseases in postmenopausal women. Specifically, the study reveals how PFAS chemicals interact with pro-inflammatory pathways in older women, providing potential explanations for the increased risk.


						
"Previous research suggests PFAS exposures may play a role in the development of cardiovascular disease during the menopause transition, but the biological mechanisms were not well understood," said lead study author Alicia Arredondo Eve, a postdoctoral researcher in the Department of Food Science and Human Nutrition (FSHN) in the College of Agricultural, Consumer and Environmental Sciences (ACES) at Illinois. "We focused on specific PFAS chemicals as well as the cardiovascular diseases that are more common in older women."

It's difficult to escape PFAS. The man-made chemicals coat nonstick pans, waterproof clothing, food wrappers, receipts, and many more items we come in contact with daily, not to mention being present in much of our water supply. Some forms -- and there are thousands of chemical variants -- could persist in the environment for hundreds or thousands of years, hence their "forever chemicals" moniker.

Not surprisingly, studies suggest nearly all Americans carry PFAS in their blood and other bodily tissues. But premenopausal women are a little better off. Thanks to childbirth, breastfeeding, and their monthly menstrual cycle, premenopausal women expel more PFAS than men and postmenopausal women. After menstruation stops, PFAS accumulates and can cause problems.

Scientists are still piecing together exactly what PFAS chemicals do in the body, but they appear to disrupt hormone signaling, interfering with normal reproductive and cardiovascular function. Most PFAS studies have focused on men or women during their reproductive years, but Arredondo Eve and co-author Zeynep Madak-Erdogan say postmenopausal women experience unique cardiovascular issues.

Motivated to fill the knowledge gap, the researchers analyzed data and samples from 70 postmenopausal women in Turkey. About a third of the women had been diagnosed with coronary artery disease, the world's leading form of heart disease. Another third had coronary microvascular disease, which is common in postmenopausal women. The remaining third had no sign of heart disease.

All of the samples were tested for the presence and levels of two long-chain "legacy" PFAS (no longer manufactured in the U.S.) -- PFOS and PFOA -- and a newer short-chain PFAS chemical known as PFBS. Next, the researchers used complex machine-learning techniques to analyze the relationships between the PFAS and various blood metabolites and proteins.




"When you have multiple factors and you want to focus on one or two, machine learning techniques are very efficient in reducing that number," said Madak-Erdogan, an associate professor in FSHN. "We found PFOS was closely associated with coronary artery disease, while PFOA was more predictive of coronary microvascular disease."

Further, the two chemicals interacted with proteins and pathways associated with inflammation. Chronic inflammation, triggered by stress, poor diet, infections, or other causes, is a risk factor for both coronary artery and coronary microvascular disease. While interactions with inflammatory pathways weren't a surprise given the diseases in question, an unexpected pattern emerged.

"The PFAS we studied affected the abundance of circulating pro-inflammatory factors differently. We did not expect that," Arredondo Eve said. "PFOA and PFOS aren't that different in terms of their chemical structure. Our results show you can't lump all PFAS together."

Higher levels of PFOA, which predicted coronary microvascular disease, were associated with higher levels of amino acids isoleucine and leucine and higher levels of pro-inflammatory cytokines. On the flipside, higher PFOS, related to coronary artery disease, was associated with lower isoleucine and leucine levels.

In addition to these opposing effects on metabolites, each PFAS was associated with a distinct set of pro-inflammatory proteins. The researchers say further preclinical research is needed to understand the mechanistic basis of these differences.

Ultimately, the study corroborates earlier research linking exposure to PFAS with cardiovascular disease in postmenopausal women, providing hints at how the chemicals interact with pro-inflammatory processes in the body. Unfortunately, the authors say there's not much women can do to get rid of PFAS after they get into the body. Instead, they caution women to avoid prolonged exposure by choosing PFAS-free clothing, cookware, and other materials.

"We need more education as to how we can reduce our exposure to PFAS," Madak-Erdogan said. "There also needs to be more action to regulate and mitigate these chemicals getting into the environment."

The team plans to continue studying the effects of PFAS on women's health.
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Proton therapy demonstrates advantages in Phase III head and neck cancer trial | ScienceDaily
According to preliminary data from a multi-institution Phase III trial led by researchers at The University of Texas MD Anderson Cancer Center, intensity modulated proton therapy (IMPT) achieved similar clinical outcomes and offered significant patient benefits when compared to traditional intensity modulated radiation therapy (IMRT) as part of chemoradiation treatment for patients with oropharyngeal (head and neck) cancer.


						
The results were presented today at the 2024 American Society of Clinical Oncology (ASCO) Annual Meeting by Steven Frank, M.D., professor of Radiation Oncology and executive director of the Particle Therapy Institute at The University of Texas MD Anderson Cancer Center.

With a median follow-up of three years, the progression-free survival (PFS) rate was 83% and 83.5% for IMPT and IMRT, respectively, and IMPT was statistically non-inferior to IMRT. There was a significant reduction of malnutrition with IMPT, with 24% of patients sustaining their nutrition with less than 5% weight loss during treatment compared with 14% of those receiving IMRT. Additionally, there was a significant reduction of feeding-tube dependence with IMPT at 28%, compared to 42% with IMRT.

"The results of this multi-center Phase III randomized trial provide evidence for IMPT as a new standard-of-care treatment approach for the management of head and neck tumors," Frank said. "This is significant for patients as it represents a curative, de-intensified option compared to traditional radiation therapy."

Proton therapy has both biological and physical advantages over traditional radiation therapy using photons. Unlike photons, protons have mass and can be stopped by the human body. This allows proton radiation to be delivered specifically to the targeted area, limiting the amount that reaches nearby normal tissues. This trial represents the largest randomized Phase III trial to date to investigate proton therapy in comparison to traditional radiation.

The trial enrolled 440 patients at 21 sites in the U.S., with 219 receiving IMRT and 221 receiving IMPT. Patients were stratified based on human papillomavirus (HPV) status, smoking status and whether they had received induction chemotherapy. The primary endpoint of the study was the PFS rate at three years.

"Historically, these kind of large-scale trials to confirm the benefits of proton therapy have been challenging, due in part to relatively few patients having access to proton therapy centers," Frank said." Encouraging results like these demonstrate the benefits of proton therapy and hopefully help pave the way for increased access for patients in need."

This study was funded by grants from the National Institutes of Health (NIH)/National Cancer Institute (NCI) (U19CA021239, R03CA188162, R56DE025248) and Hitachi. Frank reports proton-related grant funding by Hitachi and honoraria fees from Ion Beam Applications S.A. (IBA). He also has non-proton related health care relationships with Boston Scientific (consulting fees), Affirmed Pharma (NIH grant), and C4 Imaging (founder, scientific advisory committee, patents/royalties, ownership interest). 
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Chasing down a cellular 'short circuit' | ScienceDaily
A group of researchers at University of California San Diego has identified the cause of a "short-circuit" in cellular pathways, a discovery that sheds new light on the genesis of a number of human diseases.


						
The recent study, published in the journal Science Signaling, explores the biochemical mechanism that can interrupt the cellular communication chain -- a disruptive interaction that Pradipta Ghosh, M.D., likens to a game-ending "buzzer." Ghosh, a professor in the Departments of Medicine and Cellular and Molecular Medicine at University of California San Diego School of Medicine, and Irina Kufareva, Ph.D., an associate professor in the Skaggs School of Pharmacy and Pharmaceutical Sciences at University of California San Diego, are the corresponding authors on the paper.

The paper explains the mechanism of "cross talk" between two cellular pathways, one initiated by proteins known as growth factors and by their cellular receptors. The second pathway is mediated by a completely different G protein-coupled set of cellular receptors (GPCRs). Both classes of receptors deliver molecular messages from outside to inside the cell and signal cells to change in some way. Kufareva says that members of the GPCR family are targets of around 34 percent of all the drugs approved by the U.S. Food and Drug Administration.

"GPCRs are important drug targets mainly due to their involvement in signaling pathways related to many diseases," she explained, citing mental and endocrinological disorders, viral infections, cardiovascular and inflammatory conditions, and even cancer.

Growth factors enable a second, equally important communication pathway inside the cell that makes the cells grow and divide. Whereas GPCRs act through intracellular molecular switches (G proteins), growth factor receptors are conventionally thought to bypass the switches. However, Ghosh and Kufareva note that researchers had been suspicious about some kind of a potential conflict between the two pathways, and careful research allowed the UC San Diego team to identify it.

Ghosh said the conflict stems from problematic phosphorylation, the attachment of a phosphate group to the G protein molecule. She explained that the team used advanced mass spectrometry techniques to map all occurrences of phosphoevents, the sites on G proteins that were phosphorylated when cells were stimulated by growth factors. Then they checked how this changed the ability of G proteins to perform their normal job downstream of GPCRs.

"Whatever aspect of GPCR signaling we looked at, it was negatively impacted by almost all phosphoevents on the 'switch' protein -- the G protein -- that would be introduced by growth factors," Kufareva said. "That was understandable when we looked at how these phosphoevents distorted the G protein structure. Growth factors effectively 'steal' G proteins from GPCRs and in this way paralyze their signaling."

Further testing of the phosphoevents showed that one single amino acid was responsible for the G protein theft. Ghosh said the amino acid known as tyrosine is located at position 320 within the G protein, which happens to be on the side of the G protein that makes contact with G protein-coupled receptors.




"This specific tyrosine was identified almost a decade ago as a special 'trigger point' for G protein-coupled receptors to relay their signals. We began to think about the importance of such a coincidence," Ghosh explained. "That's when a light bulb went off in our heads: If cell communication were a game, the tyrosine at position 320 on the G protein would be the buzzer. If the growth factors got to it first and phosphorylated that site, the G protein-coupled receptors simply had no shot!"

Kufareva and Ghosh say that the group's discovery has implications for the development of new therapies for a number of conditions, including cancer. Ghosh said that many pharmaceuticals on the market are effective in treating a wide range of diseases because the drugs target G protein-coupled receptors. But there remain a number of conditions without good drug therapies -- fibrosis, chronic inflammation and cancers -- because until now the interaction of these two pathways has not been understood.

"We believe our findings are likely to be both important and timely, and will contribute to other emerging studies mapping the landscape of these two major signaling pathways that control practically every process in our cells," Ghosh said.

"Our work is especially relevant in that growth factors, their receptors, and G-protein-coupled receptors appear to be highly co-expressed in many cancers," added Kufareva.

All authors on the paper are associated with UC San Diego. Suchismita Roy, Saptarshi Sinha and Ananta James Silas are members of the School of Medicine's Department of Cellular and Molecular Medicine, while Majid Ghassemian is a member of the Department of Chemistry and Biochemistry, Biomolecular and Proteomics Mass Spectrometry Facility.

This paper was supported by the National Institutes of Health (CA238042, AI141630, CA100768 and CA160911 to Pradipta Ghosh; R21 AI149369, R01 GM136202, R21 AI156662, and R01 AI161880 to Irina Kufareva). Saptarshi Sinha was supported through the American Association of Immunologists Intersect Fellowship Program for Computational Scientist and Immunobiologists.
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When mothers and children talk about problems, environment matters | ScienceDaily
Talking to their parents about daily stressors can help adolescents deal with their problems. This is particularly important during the transition to middle school, when youth often are faced with new peer and academic challenges. But does it matter where these conversations take place? That's the topic of a new study from the University of Illinois Urbana-Champaign.


						
"We were interested in the environmental settings for mother-youth conversations. Where do they typically happen, and what are the preferred locations? We wanted to get the perspectives of both the youth and their mothers," said co-author Kelly Tu, associate professor in the Department of Human Development and Family Studies (HDFS), part of the College of Agricultural, Consumer and Environmental Sciences (ACES) at Illinois.

The study included a racially diverse community sample of 100 fifth-grade students and their mothers. The pairs were first asked to discuss recent peer and academic problems the child had experienced, then they were interviewed separately about their preferred environments for talking about these issues. The researchers focused on mother-child dyads because mothers often are the primary caregiver who spends more time with youth and tend to be more involved with day-to-day activities.

Youth and mothers identified seven preferred locations for their conversations, including the house in general, youth's bedroom, kitchen, living room, parent's bedroom, car, and outdoor leisure spaces.

"The youth most frequently mentioned the house in general, followed by their bedroom, the kitchen, and the living room. They felt the home was a safe space and being in a comfortable environment encouraged conversation," Tu said. "Their bedroom was the preferred location if they needed privacy, whereas if they wanted input from more family members, they preferred the kitchen or living room."

For mothers, the top three locations included the kitchen, youth's bedroom, and the car.

"Mothers often preferred to talk in the car because they could engage in side-to-side conversations with their child, which they felt made the conversation easier and less intimidating compared to directly looking at one another. In the interviews, they would say, 'Where we talk about this the most is in the car, when I'm doing pickup or taking them somewhere because it gives us time and space away from others.' However, the car was not a preferred setting for the kids -- perhaps they felt like they didn't have as much control in the conversation because it was a parent-dominated space," Tu noted.




Boys in particular mentioned outdoor leisure spaces, such as playing ball in the backyard or walking the dog. Family size also mattered in the responses. Only children were more likely to prefer the living room, perhaps because they were less likely to need the privacy of their bedroom. On the other hand, children with multiple siblings may not have their own room, so the parents' bedroom may be better for private conversations.

"We also found that families preferred to talk together in spaces that were already part of their established family routines because they provided opportunities for kids to initiate conversation," said lead author Dina Izenstark, an associate professor at San Jose State University who conducted the research as a doctoral student in HDFS. Mealtime routines can provide opportunities for each family member to talk about their day, while bedtime routines provide a more intimate setting for one-on-one conversations that need more discretion.

"Moms were talking about how they had been doing these things for a long time; for example, asking children about their day when tucking their kid in at bedtime or while eating dinner together. These kids are still young, and it may change during their teenage years, but they have the foundation for these conversations to continue to take place," Izenstark stated.

The research sample consisted of predominantly higher-income families, and results may not be directly generalizable to other groups, the researchers noted. For example, if a parent is working a third shift, the home is small, or there are multiple siblings, the time and space for privacy to talk about daily stressors may look different.

"We have to tailor our advice and rethink what it looks like for families in various circumstances. Every family is going to have their own pattern of moving through the day and their own rituals and routines, but we know that environmental setting matters and it is important for families to select a place to talk that is preferred by both the child and the parent as a way to more meaningfully connect with one another," Izenstark said.
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Key mechanism for maintaining proper telomere length identified | ScienceDaily
The length of telomeres that protect the ends of our chromosomes should be tightly regulated. Those that are too long predispose to cancer, and those that are too short lose their protective ability, resulting in telomere disorders with serious health consequences. Our cells prevent this excessive shortening by adding telomeric DNA to the ends of chromosomes. Researchers at Rockefeller recently showed that this process is mediated by two enzymes: telomerase and the CST-Pola/primase complex. Having determined how telomerase is recruited, scientists were left with a fundamental question: how does CST-Pola/primase find its way to the telomere?


						
Now, a new study published in Cell demonstrates that CST is recruited to the end of the telomere and regulated by subtle chemical changes made to POT1, a protein in the shelterin complex involved in telomere maintenance and implicated in cancer risk. The findings provide new insight into how human telomeres function at the molecular level, with implications for numerous diseases and disorders.

"After the discovery of telomerase, it took decades to figure out how it gets to the telomere. Now, just months after discovering that CST-Pola/primase is the second critical enzyme required for telomere maintenance, we understand the details of how it is recruited," says Titia de Lange, the Leon Hess professor. "Moreover, we've found out how this process is regulated."

Recruiting and regulating CST

Telomeres have two different types of strands, G-rich and C-rich. Scientists have long known how telomerase maintains the length of the G-rich strand, but only recently was it recognized that the same problem also exists for the C-rich strand. A recent study from the de Lange lab identified the CST-Pola/primase complex as the key regulator responsible for keeping that strand intact.

What remained to be seen was how CST, and its associated enzyme Pola-primase, travels to telomere to facilitate C-strand maintenance across replication cycles. Sarah Cai, a PhD candidate at Rockefeller, began investigating this piece of the telomere puzzle. Building on a decade of the de Lange lab's groundwork on CST, Cai added cryo-EM to the techniques used in this study while being co-advised by Rockefeller's Thomas Walz.

"The interdisciplinary nature of the study is one of the most exciting parts," Cai says. "It was a very successful double-lab effort, making use of many different technologies." Walz, whose research focuses on cryo-EM, noted how Cai incorporated AlphaFold, a deep-learning algorithm that can predict the unique 3D structures of proteins, into her work.




With the combined power of biochemistry, structural biology, and cell biology, the team ultimately confirmed that CST is recruited to telomeres by the POT1 protein. Once CST-Pola/primase is onsite, the addition and removal of phosphate groups from POT1 appears to function as an on/off switch that coordinates the final steps of telomere replication. Phosphorylated POT1 ensures that CST-Pola/primase remains inactive until telomerase has finished its job, upon which the dephosphorylation of POT1 activates CST-Pola/primase to add the finishing touches to the telomere.

Telomere disorders and cancer

Next, the team will look for specific enzymes that attach and remove phosphates during this process, controlling the on/off switch on POT1, and determining their role in regulating CST-Pola/primase recruitment and activity. A better understanding of how CST is recruited to the telomere cannot come fast enough for patients suffering from telomere disorders, such as Coats plus syndrome, a severe multi-organ disease characterized by abnormalities in the eyes, brain, bones, and GI tract.

"For a long time, we didn't know why mild alterations in single amino acids would cause such a devastating disease," Cai says. "We now have a better idea of how these mutations affect the recruitment of this critical telomere maintenance machine and lead to Coats plus syndrome."

The findings will also impact their cancer research. The de Lange lab has spent decades studying how telomere shortening contributes to tumor suppression and genome instability in cancer, and the present research may ultimately help answer questions that lie at the heart of tumor development.

"Anything critical to telomere length regulation may well be critical to cancer prevention too," de Lange says. "This is a major focus of our lab, and one of the reasons we'll be looking into the interplay between CST-Pola/primase and telomerase more closely in the future."
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Internet addiction affects the behavior and development of adolescents | ScienceDaily
Adolescents with an internet addiction undergo changes in the brain that could lead to additional addictive behaviour and tendencies, finds a new study by UCL researchers.


						
The findings, published in PLOS Mental Health, reviewed 12 articles involving 237 young people aged 10-19 with a formal diagnosis of internet addiction between 2013 and 2023.

Internet addiction has been defined as a person's inability to resist the urge to use the internet, negatively impacting their psychological wellbeing, as well as their social, academic and professional lives.

The studies used functional magnetic resonance imaging (fMRI) to inspect the functional connectivity (how regions of the brain interact with each other) of participants with internet addiction, both while resting and completing a task.

The effects of internet addiction were seen throughout multiple neural networks in the brains of adolescents. There was a mixture of increased and decreased activity in the parts of the brain that are activated when resting (the default mode network).

Meanwhile, there was an overall decrease in the functional connectivity in the parts of the brain involved in active thinking (the executive control network).

These changes were found to lead to addictive behaviours and tendencies in adolescents, as well as behaviour changes associated with intellectual ability, physical coordination, mental health and development.




Lead author, MSc student, Max Chang (UCL Great Ormond Street Institute for Child Health) said: "Adolescence is a crucial developmental stage during which people go through significant changes in their biology, cognition, and personalities. As a result, the brain is particularly vulnerable to internet addiction related urges during this time, such as compulsive internet usage, cravings towards usage of the mouse or keyboard and consuming media.

"The findings from our study show that this can lead to potentially negative behavioural and developmental changes that could impact the lives of adolescents. For example, they may struggle to maintain relationships and social activities, lie about online activity and experience irregular eating and disrupted sleep."

With smartphones and laptops being ever more accessible, internet addiction is a growing problem across the globe. Previous research has shown that people in the UK spend over 24 hours every week online and, of those surveyed, more than half self-reported being addicted to the internet.

Meanwhile, Ofcom found that of the 50 million internet users in the UK, over 60% said their internet usage had a negative effect on their lives -- such as being late or neglecting chores.

Senior author, Irene Lee (UCL Great Ormond Street Institute of Child Health), said: "There is no doubt that the internet has certain advantages. However, when it begins to affect our day-to-day lives, it is a problem.

"We would advise that young people enforce sensible time limits for their daily internet usage and ensure that they are aware of the psychological and social implications of spending too much time online."

Mr Chang added: "We hope our findings will demonstrate how internet addiction alters the connection between the brain networks in adolescence, allowing physicians to screen and treat the onset of internet addiction more effectively.




"Clinicians could potentially prescribe treatment to aim at certain brain regions or suggest psychotherapy or family therapy targeting key symptoms of internet addiction.

"Importantly, parental education on internet addiction is another possible avenue of prevention from a public health standpoint. Parents who are aware of the early signs and onset of internet addiction will more effectively handle screen time, impulsivity, and minimise the risk factors surrounding internet addiction."

Study limitations

Research into the use of fMRI scans to investigate internet addiction is currently limited and the studies had small adolescent samples. They were also primarily from Asian countries. Future research studies should compare results from Western samples to provide more insight on therapeutic intervention.
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An anti-inflammatory curbs spread of fungi causing serious blood infections | ScienceDaily
A team of UC Davis Health researchers discovered that a common anti-inflammatory drug, mesalamine, can replace the work of good bacteria in fighting the nasty fungus Candida albicans in the gut.


						
C. albicans, or candida, is known to cause yeast infections. In some cases, it develops into invasive candidiasis, a potentially fatal infection occurring mostly in patients with compromised immunity.

The researchers found that this fungus can't grow without an oxygen supply. Their study in mice showed that the drug can maintain a low oxygen (hypoxia) environment that prevents fungal bloom in the gut.

Their study appears today in Cell Host & Microbe.

Antibiotic use may lead to fungal bloom in the gut

The team studied how C. albicans colonizes the gut. The fungus, best known for causing vaginal yeast infections, is usually treated with a topical or oral antifungal without serious side effects. It also harmlessly lives in the gut of around 60% of people.

Yet, when the body's immunity goes down due to cancer or chemotherapy, the fungus may grow beyond the colon and spread throughout the body. In such cases, the patient develops invasive candidiasis.




"Invasive candidiasis is a potentially deadly infection with a mortality rate of around 50%. That's even with the best available treatment," explained the study's lead author Andreas Baumler. Baumler is a distinguished professor in the Department of Medical Microbiology and Immunology.

Patients with leukemia and other blood cancers may need to take antibiotics. This use may cause an imbalance in the gut's microbial community. It reduces Clostridia, a group of bacteria that promotes resistance to fungi colonization in the gut. With less Clostridia, C. albicans grows and colonizes in the tract.

"A bloom of C. albicansin the gut during antibiotic therapy is the most common cause of candidemia in people treated for blood cancers," Baumler explained. Candidemia is the presence of fungi or yeast in the blood.

Baumler and his team wanted to understand the factors involved in antibiotic-induced colonization of C. albicans in the gut.

Candida loves simple sugars and oxygen

They first colonized germ-free mice with Candida to see what the fungus consumed to bloom. They realized that Candida really liked simple sugars, similar to those found in high-sugar diets. Then, they tested its growth in a petri dish. They placed Candida with simple sugars in an aerobic (with oxygen) setting, and the fungi bloomed.




"A healthy gut has low oxygen. So, we repeated the test in a hypoxia setting," Baumler said. The fungi didn't grow despite the presence of sugars. This meant oxygen is a necessary condition for Candida growth.

The role of probiotics in preventing fungal growth

The team did a series of experiments that showed antibiotic use reduced Clostridiain the gut. Giving mice probiotics, such as Clostridia, prevented C. albicans from growing in the gut. Yet, probiotics can be killed by antibiotics and cancer therapy. For this reason, probiotics would not help patients with leukemia or other blood cancers.

"Probiotics are often not safe in patients at the highest risk for invasive candidiasis," Baumler said. "Finding a therapy that can function like probiotics but can endure the impact of cancer treatment and antibiotics was important."

Anti-inflammatory drugs as faux-biotics

The team explored 5-aminosalicylic acid (5-ASA) as a safer way to control C. albicansin the gut. 5-ASA, also known as mesalamine, is an anti-inflammatory drug. It is used to treat inflammatory bowel diseases (IBD) like Crohn's disease and ulcerative colitis.

The team tested 5-ASA in mice treated with antibiotics. They found that the drug could replace the work of probiotics by preventing oxygen in the colon and C. albicans from expanding in the gut.

"Limiting oxygen in the gut by replacing the function of good bacteria could be a strategy for reducing invasive candidiasis," Baumler said. "Our study opens a totally new treatment option for fatal fungal infections, especially for patients with cancer. After all, fungi cannot become resistant against hypoxia."

The team proposed the term "faux-biotics" to refer to products, such as 5-ASA, that mimic the function of probiotics like Clostridia.

The first coauthors of the study are Hannah Savage, Derek Bays and Connor Tiffany. The other co-authors are Mariela Gonzalez, Eli Bejarano, Thaynara Carvalho, Zheng Luo, Hugo Masson, Henry Nguyen, Renato Santos, Krystle Reagan and George Thompson of UC Davis.
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New deep brain stimulation algorithm may help personalize Parkinson's disease treatment | ScienceDaily
Deep brain stimulation (DBS) has shown promise as a treatment for some symptoms of Parkinson's disease (PD). However, not all symptoms improve equally well with DBS. A better understanding of how different sites of electrical stimulation impact the wide range of motor symptoms associated with PD could help finetune treatment. By studying PD patients at five different centers treated with DBS, investigators from Mass General Brigham created an "atlas" that mapped four major symptoms of PD onto different regions of the brain. Based on these findings, the team created an algorithm capable of generating personalized, symptom-specific DBS treatment plans, which they preliminarily tested in five patients. Findings, published in Nature Communications, demonstrate the algorithm's potential to improve patients' symptoms beyond standard-of-care approaches.


						
"There is already strong evidence of improved quality of life for PD patients treated with DBS, but currently we still use a 'one-size-fits-all' approach to treatment," said senior author Andreas Horn, MD, PhD, a Mass General Brigham neurologist who holds titles at the Center for Brain Circuit Therapeutics in the Department of Neurology at Brigham and Women's Hospital and the Center for Neurotechnology and Neurorecovery at Massachusetts General Hospital. "The techniques we have developed will help us readily tailor DBS to what each patient specifically needs and improve DBS even further."

The researchers from Mass General Brigham studied a total of 237 patients with PD who were treated with DBS to identify tracts associated with four major PD symptoms: tremor (uncontrolled movement), bradykinesia (slow movement), rigidity (freezing), and axial symptoms (such as gait and posture irregularity or instability). With software developed by Horn's team, the researchers pinpointed the precise location of DBS electrodes in each patient and created a common map of the circuits associated with patients' symptom improvement. Tremor was shown to improve with stimulation of tracts connected to the primary motor cortex and cerebellum, while bradykinesia was associated with the supplementary motor cortex. Rigidity was shown to improve with stimulation of the premotor cortex.

Axial symptoms, which have not received extensive study in relation to DBS, improved with stimulation of tracts connected to the supplementary motor cortex and brainstem. This finding may be especially important given that axial symptoms, such as gait or postural stability problems, typically do not respond well to DBS and existing dopaminergic therapies, such as levodopa.

Based on their findings, the investigators created Cleartune, an algorithm that suggests optimal stimulation parameters for DBS stimulation. The researchers applied Cleartune to inform treatment for five PD patients in Germany undergoing DBS. In four of the five patients, Cleartune settings led to greater improvements in PD symptoms than standard-of-care protocols. The fifth patient showed comparable improvements with Cleartune versus standard treatments.

The researchers are continuing to refine personalized, symptom-specific treatment for PD and other diseases, such as OCD, in partnership with Mass General Brigham researchers awarded major National Institutes of Health funding to map the brain's circuitry more completely using advanced imaging technologies.

"This was an interdisciplinary effort to create the most precise atlas of symptom-specific pathways that we could," said first and corresponding author Nanditha Rajamani, PhD, of Mass General Brigham. "We went a long way to use anatomical information from many different sources and worked with highly skilled neuroanatomists to produce and validate this research. Going forward, this approach can be a framework for improving DBS treatments for other disorders as well."
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Rare disease's DNA-damaging mutation could have consequences for more common conditions | ScienceDaily

While it was already known that a mutation in TREX1 was behind RVCL, the mechanism by which it did its damage was not known. In discovering that TREX1 speeds up the typical process of DNA damage -- a process some theorize is tied to every animal's aging process -- the researchers may not have only discovered the weapon TREX1 uses on RVCL patients, but also offered insight beyond this rare disease population.

"It seems that accelerated DNA damage in RVCL causes the premature aging of certain cells, including the cells in the blood vessel wall," said the study's lead author Jonathan Miner, MD, PhD, an associate professor of Rheumatology at the Perelman School of Medicine. "If this is the case, then targeting TREX1 could have very broad implications for the treatment of many human diseases linked to aging, including cardiovascular diseases, autoimmune disorders, and cancer."

RVCL impacts about 200 people worldwide and is often misdiagnosed as lupus, multiple sclerosis, or cancer. The disease causes the breakdown of small blood vessels in the body, which can affect many organs, including the brain, eyes, kidneys, liver, and bones. Patients with the condition typically do not begin to have symptoms -- such as memory loss, partial loss of vision, and small strokes -- until their 40s or 50s. Eventually, the breakdowns can cause organ damage and failure, including brain atrophy and blindness. There is no cure or treatment, and many patients die within five to ten years of symptoms beginning.

"We're hopeful that our work will put us on the path toward improving the lives of patients with RVCL," said the other lead author of this study Taisuke Kato, PhD, an associate professor of Molecular Neuroscience at Niigata University. "With our discoveries, we feel we will be much better equipped to address what is happening within their bodies."

Studying RVCL models in animal and human cells, Miner and his colleagues explored their hypothesis that the TREX1 mutation, which shortens the gene, was causing instability within cells and damage that appears similar to breakdowns seen in radiation injuries.

They found that the mutation was interfering with a DNA repair process , which occurs when there is a break in both strands of DNA. This interruption of the process allowed DNA to be deleted, and cells prematurely aged and stopped dividing, which leads to overall premature aging and organ damage.




In addition to uncovering RVCL's primary mechanism of damage, the researchers also found that the TREX1 mutation also displayed a cell-level vulnerability that mirrors those seen in people with mutations to the BRCA1 and BRCA2 genes, which cause breast cancer. Sure enough, the authors found similar elevated rates of risk of breast cancer in patients with TREX1 mutations as in patients with mutations in the BRCA1 and BRCA2 genes.

But on top of that, the TREX1 mutation's effect on DNA damage also makes people with it more susceptible to damage from chemotherapy, the team found.

"I do worry that certain treatments may have accelerated the progression of disease in some patients," Miner said. "In many cases, chemotherapy was prescribed as a way of treating suspected 'autoimmunity' since certain chemotherapeutic agents can also be used to treat patients with systemic lupus. This was frequently employed in the treatment of RVCL in the past, and even recently by some, and we are concerned that this would actually make the disease worse."

The study's findings provide a clearer picture for the types of treatments and medicines that could be pursued for people with RVCL. They could involve lowering levels of TREX1 in the body, correcting the mutation, or just blocking the gene's DNA-damaging effects.

"Until those therapies are developed, we are working to figure out whether certain mediations already FDA-approved for the treatment of other diseases might be repurposed for RVCL or potentially impact TREX1 levels in the body overall," Miner said. "TREX1 levels increase with age in multiple tissues in all humans -- even in healthy individuals without RVCL -- and we need to understand the processes linked to this."

To that end, the study's findings extend well beyond the population of patients with RVCL because of what it may add to the DNA damage theory of aging.

"One hope is that understanding the role of TREX1 in RVCL might help us uncover mechanisms that could link the TREX1 gene to a wide variety of human conditions that could also include normal aging," Miner said.

This study was funded by the National Institutes of Health (K08AR070918, R01AI143982, R01NS131480, T32 GM007170), the Rheumatology Research Foundation, the Colton Center for Autoimmunity, the Clayco Foundation, the Penn RVCL Sisters Fund, the Japan Agency for Medical Research and Development (22ek0109424h0003), the Japan Society for the Promotion of Science (22H00466), and the Japan MHLW for Research on Intractable Disease (JP21FC1007).
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Lost in lockdown: Study reveals feeling isolated from others can warp our perception of time | ScienceDaily
Feelings of loneliness and social isolation during the pandemic left many people confused about the order of events and struggling to remember what day of the week it was, a new study reveals.


						
The research, from the University of York, looked at the psychological impact of the pandemic, which spread to the UK in March 2020, through the lens of disorientation.

The researchers asked more than 3,300 French participants nearly 60 questions analysing the psychological effects of lockdowns. The survey took place during an acute phase of restrictions when there was a lockdown followed by a strict curfew.

The findings reveal both social and temporal disorientation -- a sensation of disarray in social interactions and sense of time -- was common.

Many participants in the study described feeling out of place and unsure how to behave in social situations.They also reported experiencing a blurring of time and feeling adrift as they struggled to keep track of events prior to the pandemic as well as what day of the week it was. The difficulty also extended onwards in time. Participants found it harder to imagine what lay ahead, and they felt more anxious and less in control of their future.

The researchers found that people who felt disconnected socially were highly likely to also experience temporal disorientation. Their analysis of the study data suggested a causal relationship between the two, with social isolation leading to disruptions in the experience of time.

Dr Pablo Fernandez Velasco, a British Academy postdoctoral fellow at the University of York, and the lead author of the study, said: "We found that social disorientation was a strong predictor of temporal disorientation and it looks likely that there was a causal relationship between the two. Feeling lonely and isolated from others seems to warp our perception of time, with a sense of feeling lost and confused spanning the past, present and future.




"Many people in our society, across all groups and demographics, suffer from loneliness. The findings of our study reinforce the importance for public authorities to address the compounding effect of feeling isolated both during crises and in day to day life."

The researchers found that young people under 25 were the age group most affected by feelings of disorientation.

The researchers suggest their findings point to a new phenomenon which they call "temporal rupture" which is like a fault line in our minds separating the "before" and "after" of the pandemic.

Dr Fernandez Velasco added: "Our study shows that the sense of a rift separating time before and time after the pandemic was a common experience during the Covid-19 crisis.

"The larger the experienced rift between pre-pandemic and pandemic times, the more disorientated people felt.

"The personal accounts collected in our study help advance the understanding of the potential impacts of feelings of loneliness and isolation via the extraordinary experiences of the pandemic."
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Veterans with service dogs have fewer PTSD symptoms, higher quality of life | ScienceDaily
Ret. Command Sgt. Maj. Gretchen Evans served in the United States Army for 27 years until a rocket blast in Afghanistan brought her career to an abrupt end in 2006. At just 46 years old, Evans was left with near-total hearing loss, a traumatic brain injury and post-traumatic stress disorder.


						
After more than a year of rehabilitation, she struggled to find a new identity.

"It was a devastating shock to me," Evans said. "I lost my career, my passion and purpose. In the beginning, it was a very rough transition, not just from the military to civilian world, but overcoming these injuries. I struggled with employment. I struggled connecting with other people. I fell into a very lonely depressive state."

Relief finally came in the form of a service dog named Aura, a black labrador retriever with "lovable brown eyes" with whom Evans was paired in 2015. Evans retired her four-legged friend to a more domestic life in her home five years later -- at which time she was paired with her second dog, a golden retriever and black lab mix she likes to call "Rambunctious Rusty."

Whether at home or on the road, Aura and Rusty alert Evans to people behind her and different noises such as doorbells, alarms or family members trying to get her attention. The dogs even allowed Evans to get back behind the wheel of a car, as they can alert and point in the direction of sounds like emergency vehicles.

"As soon as I got Aura and had her by my side, that really took away the fear of engaging with people and day-to-day life," Evans said. "I didn't feel like a Deaf person anymore. I had working ears; they just so happened to have four legs and black fur. Aura opened so many doors and gave me my confidence back. And I was never lonely, because those dogs are your best battle buddy in the world."

Improved patient outcomes

The benefits of service dogs for veterans with post-traumatic stress disorder are well documented in personal stories like Evans', but there is a lack of empirical research on the use of the animals as a medical intervention.




Researchers at the University of Arizona College of Veterinary Medicine have taken a step toward improving better understanding the relationship, which they believe could lead to life-changing improvements in health care for veterans.

When compared to the control group, veterans in the study who worked with service dogs experienced significantly lower self-reported and clinician-rated PTSD symptom severity, lower anxiety and depression, a significantly higher quality of life and fewer feelings of isolation. Veterans working with service dogs also had a 66% lower odds of receiving a PTSD diagnosis from a mental health professional after three months with a dog.

The researchers, whose work is published in the medical journal JAMA Network Open, wanted to better understand how living and working with service dogs impacts PTSD symptoms, depression, anxiety and psychosocial functioning among veterans already receiving traditional medical care.

The lack of data on service dogs as medical care leads to a series of challenges for veterans seeking treatment, said lead study author Sarah Leighton, a graduate student studying psychology and a member of the OHAIRE research group in the College of Veterinary Medicine.

Those challenges include limited funding for service dog nonprofits that rely on donations, medical insurance companies that do not fund service dog intervention, and legislative gaps in terms of protecting the civil rights of people with disabilities partnered with service dogs.

"We know that veterans with PTSD are struggling," Leighton said. "Rates of death by suicide among veterans with PTSD are about one-and-a half times higher than civilian adults, and they also have very high rates of other conditions like depression and anxiety. We're really seeking to identify complementary interventions that can support veterans with PTSD, and hopefully improve their outcomes."

According to the U.S. Department of Veterans Affairs, post-traumatic stress disorder is a mental health problem some people develop "after experiencing or witnessing a life-threatening or traumatic event" and is slightly more common in veterans than in the general population. The number of veterans with PTSD varies by demographic, service era and available data, but The National Library of Medicine concludes that upwards of 23% of veterans experience PTSD during their lifetime. Symptoms can include flashbacks, nightmares and panic attacks. Suicide and suicidal ideations are also closely linked to PTSD. A 2020 study by the Department of Veterans Affairs found the rate of suicide among veterans is nearly double that of the civilian population.




Service dogs are trained to perform tasks that help those with disabilities, and their training can be tailored to different circumstances. For a veteran with PTSD, a service dog may retrieve medication or perform anxiety-relieving actions like nuzzling or leaning against a person when the dog senses a heightened state of anxiety.

To find out whether working with a service dog can impact medical outcomes, Leighton and her colleagues recruited 156 veterans on a waiting list for a service dog through K9s For Warriors, a national nonprofit that specializes in service dog care, training and interaction. Of that group, 81 participants were partnered with service dogs at no cost while the rest remained on a waiting list.

All participants had regular access to any previous medical treatment, which could range from mainstream interventions like therapy or medication to complementary and integrative health interventions such as acupuncture or meditation. The veterans partnered with service dogs took a three-week, in-person course that included 40 hours per week of instruction in service dog care, training and interaction, as well as written and hands-on testing. Service dogs in the study received an average of six months of expert training and socialization to prepare them for their working role.

Participant wellness was measured at the start of the study and after three months. Participants filled out the PTSD Checklist based on the Diagnostic and Statistical Manual of Mental Disorders, which measures symptom severity. At the same time, medical professionals with no knowledge of the experiment conditions conducted the Clinician-Administered PTSD Scale, also known as CAPS-5, which is used to make a PTSD diagnosis.

Leighton said the results are clear evidence that partnership with a service dog may be a highly effective complementary medical intervention.

"We are already seeing these significant changes in nearly every area we measured after just three months of service dog partnership," she said. "In some ways this is remarkable given that, on average, service dog partnerships can last eight or more years. We are seeing that the veterans in the service dog group are having a better quality of life and lower severity of their symptoms. I think that is really powerful."

The study was led by principal investigator Maggie O'Haire, College of Veterinary Medicine associate dean of research and professor, and founder of the OHAIRE group. O'Haire and Leighton worked alongside Evan Maclean, associate professor and founder and director of the Arizona Canine Cognition Center; Kerri Rodriguez, assistant professor of human-animal interaction and the founder and director of the Human-Animal Bond Lab; Clare Jensen, a research scientist with the OHAIRE group; Erin Asbeck, a biostatistician with the university's BIO5 Institute; and Edward John Bedrick, a professor in the Department of Epidemiology and Biostatistics at the Mel and Enid Zuckerman College of Public Health.

'Pawsitive' healing 

While the result of the study supports veterans partnering with service dogs to reduce PTSD symptoms, the researchers say more work must be done to better understand exactly how working with a service dog impacts other treatments for PTSD.

The OHAIRE group is developing a clinical trial that will help with that. O'Haire and her colleagues were recently awarded funding from the Assistant Secretary of Defense for Health Affairs and the Department of Defense for the study, "Psychiatric Service Dogs and Prolonged Exposure Therapy for Military-Connected PTSD." The researchers were awarded more than $750,000 for a one-year planning phase, with an option to initiate a $7.6 million clinical trial once planning is complete. The study will analyze how service dogs impact the effectiveness of prolonged exposure therapy, which O'Haire called "gold-standard" therapy recommended to treat post-traumatic stress disorder. In prolonged exposure therapy, individuals gradually approach trauma-related issues and feelings, confront fear-inducing stimuli, and learn to cope with negative emotions.

"The impact of service dogs on existing PTSD care is unknown," O'Haire said. "We have amazing, frontline, evidence-based treatments that can and will help veterans with their PTSD. The issue is that many of these treatments -- including the best ones -- are difficult and veterans often drop out or do not complete them because they are stressful and challenging. The idea inspiring this project is that a service dog could help alleviate some of these challenges, increase retention and motivation, and get people through a treatment that can work."

During the planning phase, researchers will work with experts in PTSD research, both at the VA and UArizona, to understand how to integrate service dogs into prolonged exposure therapy in the most safe and efficient way possible and to design a large-scale, randomized trial. The year-long planning phase is expected to begin this fall. If approved, the study would begin in 2025 and enroll 216 veterans -- half of whom would work with a service dog.

Specifically, researchers hope to discover if working with a service dog during therapy leads to fewer trauma symptoms and less severe PTSD, less suicidal thinking, better biological, physiological and social well-being and an easier time completing prolonged exposure therapy.

"We are expanding our studies to learn from a broader group and to obtain more detailed information that can improve this practice for both humans and dogs," O'Haire said. "Veterans have told us directly that our research is changing their lives for the better. Service dog partnerships deserve to be researched, and our findings will help increase access for people who could benefit."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/06/240604132219.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Study reveals high rate of drowsy driving by teens | ScienceDaily
A new study to be presented at the SLEEP 2024 annual meeting found that drowsy driving by teenagers is a common threat to public safety on U.S. roadways.


						
Results of the National Sleep Foundation study show that approximately one in six adolescent drivers reported having driven drowsy. Based on these responses, the authors project that 1.7 million teenage drivers have driven drowsy, and more than 400,000 teens drive drowsy at least once per week. The majority of teens pointed to work or school schedules as factors preventing them from getting the sleep they need to drive alert, and teen drivers with jobs were more than twice as likely to have driven drowsy than teens without jobs.

"This is a troubling rate, especially given that teens are new drivers with relatively low opportunity to have engaged in drowsy driving when compared to the lifetime of driving opportunities in adults," said principal investigator Joseph Dzierzewski, who has a doctorate in clinical psychology and is the vice president of research and scientific affairs at the National Sleep Foundation in Washington, D.C.

Additional findings reveal that when asked about the risks associated with drowsy driving, 95% of teens said drowsy driving is extremely or very risky. However, when asked about the likelihood of drunk, drugged, distracted and drowsy driving leading to death or serious injury, drowsy driving was seen as having the lowest risk of death or serious harm.

Formally, the National Sleep Foundation developed and has produced Drowsy Driving Prevention Week(r) since 2007 and recently published a new drowsy driving position statement. The American Academy of Sleep Medicine identifies drowsy driving as a pervasive threat to public health and recommends that states mandate instruction in drowsy driving education as a requirement for driver's education programs, provide comprehensive information about drowsy driving in state curricula and driver's manuals, and include questions related to drowsy driving on driver's license exams. Additionally, the AASM encourages every driver to take responsibility for staying "Awake at the Wheel" by making it a daily priority to get sufficient sleep, refusing to drive when sleep-deprived, recognizing the signs of drowsiness, and pulling off the road to a safe location when sleepy.

The study involved a nationally-representative, probability-based survey of 1,124 U.S. participants aged 13 to 17 years to assess drowsy driving prevalence, frequency and beliefs. Survey respondents reported whether they have ever driven while so tired they had a hard time keeping their eyes open, how often they did so, what kept them from getting the sleep needed to drive alert, and the perceived risks associated with drowsy driving.

With motor vehicle crashes being a leading cause of death among U.S. teenagers, this research sheds light on the increased attention needed for this preventable public health concern.

"Drowsy driving represents an immediate, and potentially tragic, consequence of poor sleep health, residing at the literal intersection of sleep health and public safety," Dzierzewski said.

The research abstract was published recently in an online supplement of the journal Sleep and will be presented Wednesday, June 5, during SLEEP 2024 in Houston. 
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Smart thermostats provide sleep insights at home | ScienceDaily
A new study to be presented at the SLEEP 2024 annual meeting offers a framework for an objective, non-invasive and zero-effort sleep monitoring system utilizing smart thermostats equipped with motion sensors.


						
Results show that smart thermostats identified three distinct sleep quality clusters, with clear variations in sleep duration, disturbances and efficiency. Comparative analysis underscored the heterogeneity in sleep quality, highlighting the potential of smart devices and NextGen IoT data sources in identifying sleep patterns and contributing to sleep research without invasive monitoring.

"Even though these smart thermostats were not originally intended for health monitoring, their capability to accurately differentiate between complex sleep patterns and disturbances were the most surprising part of this study," said Jasleen Kaur, who has a doctorate in computer science and engineering and is a postdoctoral researcher at the UbiLab, University of Waterloo in Ontario, Canada.

The researchers analyzed eight terabytes of data collected from smart thermostats in 178,706 households. Sensor activations were translated into signals that modeled sleep features, and machine learning models were used to discern sleep quality indicators.

The American Academy of Sleep Medicine recognizes that consumer sleep technology may be utilized to enhance the patient-clinician interaction when presented in the context of an appropriate clinical evaluation. However, these tools are not substitutes for medical evaluation.

According to Kaur, the study highlights the potential for smart devices to collect meaningful, long-term behavioral health data in the home for near-real time public health surveillance.

"Quality sleep is critical to people's health and well-being," said Kaur. "However, collecting reliable data is difficult as it often relies on recall bias and subjective interpretation; this offers potential for integrating environmental and behavioral health data to improve sleep health."

The research abstract was published recently in an online supplement of the journal Sleep and will be presented Tuesday and Wednesday, June 4 and 5, during SLEEP 2024 in Houston.
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Getting more sleep leads to increased gratitude, resilience and flourishing | ScienceDaily
A new study to be presented at the SLEEP 2024 annual meeting found that healthy sleep has a positive impact on gratitude, resilience and flourishing in adults.


						
Results show that subjective sleepiness and mood disturbances improved with earlier bedtimes that extended sleep by an average of 46 minutes per night and worsened with later bedtimes that reduced nightly sleep by an average of 37 minutes. Measures of flourishing, resilience and gratitude significantly improved across the week with sleep extension and significantly worsened with sleep restriction. Sleep-extended participants also wrote twice as much on their gratitude list as the other participants in the study.

"Polling data indicates that happiness has declined in the U.S. in recent years, and during the same time period, sleep problems have been widespread," said principal investigator Michael Scullin, who has a doctorate in psychology and is an associate professor of psychology and neuroscience at Baylor University in Waco, Texas. "While it's recognized that sleep loss worsens mental health symptoms, there have not been experimental studies to test whether increasing sleep improves the positive aspects of life like feelings of purpose, hope and gratitude."

The study involved 90 adults who were randomly assigned to late bedtimes, early bedtimes or to sleep normally across a single workweek and were monitored by actigraphy. The primary outcomes were changes in state and trait feelings of flourishing, resilience, and gratitude, as well as behavioral expressions of gratitude.

The impacts of poor sleep health are well-documented. The American Academy of Sleep Medicine and Sleep Research Society recommend that adults should sleep seven hours per night on a regular basis to promote optimal health, productivity and daytime alertness.

Scullin noted that experimentally increasing sleep improved these positive attributes, which are at the core of well-being and among the underpinnings of prosocial behaviors.

"Subtly increasing sleep increased people's gratitude, resilience and feelings of flourishing in life," Scullin said.

This study was supported by an Undergraduate Research and Scholarly Achievement grant from Baylor University, along with grants from the National Science Foundation and the John Templeton Foundation. The research abstract was published recently in an online supplement of the journal Sleep and will be presented Wednesday, June 5, during SLEEP 2024 in Houston.  
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Study shows how justice facility dogs benefit wellbeing for children facing court | ScienceDaily
A new Edith Cowan University (ECU) study has revealed that having a four-legged friend at Children's Court significantly reduces stress and anxiety for young victims, witnesses, and their caregivers.


						
ECU criminology researchers Dr Suz Rock and Associate Professor Natalie Gately have published the first Australian study to evaluate the impact of introducing a justice facility dog to a Children's Court.

The Perth Justice Facility Dog Program is a partnership between the Office of the Commissioner for Victims of Crime and Guide Dogs WA. It aims to support victims of crime, witnesses, and court visitors by hosting a facility dog at the Perth Children's Court.

Winston, a Black Labrador Retriever, was specifically selected and trained by Guide Dogs WA to attend the Perth Children's Court building two to four times a week with his handler.

People could pat, sit with, and talk to Winston. He could also lie on the ground beside people or place his head or paws on their feet, providing a comforting body pressure.

Dr Rock said there can be a perception that children in court are all young people who have offended.

"However, children are also in courts because they have been victims of, and/or witnesses to criminal events," she said.




"Most have already been traumatised in some way and making them relive, recall, remember and talk about it in court can be re-traumatising, so having a way of reducing the trauma is imperative for children.

"Without their testimony offenders can go unpunished as they can't be convicted."

Facility dog significantly reduced stress and anxiety

Dr Rock said court environments can be very stressful, induce anxiety and have lasting impacts for children.

"For child abuse victims in particular the long-term effects of testifying in court are greater for those who had a negative reaction to testifying. They are more likely to have poor adjustment, and negative views of the court system in adulthood," she said.

Children and caregivers were surveyed to determine the effect of interacting with Winston on their self-reported anxiety and stress levels in the court. They reported their stress levels before and after interaction.




Dr Rock said all the children in the study showed a significant reduction in both stress and anxiety when having access to Winston at court, and there were also other benefits.

"Parents and caregivers also reported a reduction of stress and anxiety," she said.

"And court staff who are also dealing with stressful stories, anxious clients, and exposed to various kinds of trauma reported that Winston reduced their stress levels and provided a more positive working environment."

In their own words

Children described how Winston helped them in court and reduced negative feelings:
    	"He helps with getting stuff off your mind."
    	"Winston is a very good service dog, and he calmed me down and helped me."
    	"He really helps you get not stressed."
    	"Winston is a sick dude and a good mate when I have to come here."
    	"He made me feel comforted and helped a lot with the nerves."

One caregiver summarised the consensus well in her experience with Winston and his handler:

My daughter was so nervous to come today but when she heard about Winston, she got excited. He has been the best company for all of us. Having him here has changed the whole atmosphere of the wait. He is so gentle and lovely and the Guide Dogs lady has been so fab too. You have to keep this running! We love Winston!

Dr Rock said despite the positive findings of court users, it was also important to examine whether the program impacted the running of the Children's Court.

"There was no reported negative impact on the functioning of the Children's Court from the perspectives of the court staff," she said.

"Workers reported that Winston calmed the environment in the court," she said.

A remarkable impact in a high-stress environment

Guide Dogs WA CEO Anna Presser said ECU's positive research provides confirmation of the profound difference specialist dogs make.

"We've witnessed firsthand the remarkable impact of our facility dogs in high-stress environments such as children's court. This evidence is crucial as we aim to expand the presence of facility dogs into more courts across the state, aiding more vulnerable individuals," she explained.

"Our local breeding program, established in 2022, ensures our dogs are trained here in Western Australia from puppies. Our experienced trainers identify where they'll best serve our community -- whether it's guiding, assisting individuals with Autism, providing therapy, or serving as facility dogs, or within our breeding program.

"Collaborating with the Office of the Commissioner for Victims of Crime, it's been rewarding for us all to see the confirmed evidence of how the innate calmness and gentle temperament of our facility dogs support children in the Perth Children's Court, substantially reducing their stress and anxiety, enhancing speech and memory function, and promoting overall physical and mental well-being in what we all know is a challenging environment, especially for children."
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New aerogels for radiative cooling and the absorption of electromagnetic waves | ScienceDaily
Aerogels, known for their porosity and low density, are solid materials that offer versatile functionality -- from gobbling up fat globules in weight-management supplements to facilitating more sustainable metal-recycling processes. Traditionally used to provide thermal insulation in the aerospace industry, scientists from the National University of Singapore (NUS) have taken the material to the next level -- harnessing its unique properties to provide value to numerous applications in building and construction, environmental remediation, drug delivery, and even clothing and textiles.


						
In a pioneering effort, a research team led by Associate Professor DUONG Hai-Minh from the Department of Mechanical Engineering under the NUS College of Design and Engineering, has developed aerogels for two new applications: radiative cooling and electromagnetic wave (EMW) absorption.

Utilising plastic waste, the team engineered thin-film aerogels that function as thermal insulators and radiative coolers. These aerogels can be applied to any surface, such as building roofs, to reduce internal temperatures, offering a scalable and sustainable solution for energy-free thermal management. The team's findings were published in the journal Solar Energy on 15 May 2024.

In another study, published in the journal Carbon on 10 January 2024, the NUS researchers devised a simple, scalable method to produce aerogels that absorb EMWs in the X-band, characteristic of those used in weather monitoring and air traffic control. These lightweight, durable aerogels protect against electromagnetic pollution, shielding both humans and sensitive equipment in our increasingly digital world.

The researchers' work builds on their prior successes in developing aerogels from a variety of waste materials, from plastics and paper to agricultural by-products such as pineapple leaves.

Aerogels for radiative cooling

Traditional cooling systems, such as air conditioners, have a ravenous appetite for energy, accounting for approximately 20% of electricity used in buildings worldwide. The new aerogels developed by the NUS team present a passive cooling alternative, leveraging the natural process of radiative cooling to dissipate heat into space without consuming energy.




"This process involves using specially engineered aerogels to emit infrared radiation through the atmospheric 'sky window', effectively cooling surface temperatures below ambient levels," said Assoc Prof Duong. "We are excited to be able to upcycle fibres from disposable polyethylene terephthalate (PET) bottles for the new aerogels designed for this purpose, to help address the global plastic waste crisis."

Previously the team had worked with PET fibres to produce aerogels, but this latest method is significantly more energy-efficient, consuming about 97 per cent less energy and reducing production time by 96 per cent. When tested in Singapore's warm climate, conducted in collaboration with Dr Jaesuk HWANG from the Centre for Quantum Technologies at NUS, 0.5 centimetres of the material produced a cooling effect of 2 degrees Celcius, achieved by emitting infrared heat into the surroundings while exhibiting good heat insulation, preventing heat absorption from the surrounding environment.

"These aerogels could reduce energy consumption in both residential and commercial buildings, especially in tropical climates where cooling is now a necessity," added Assoc Prof Duong.

Future research will focus on adapting these aerogels for diverse climatic conditions and expanding their applications beyond building insulation, such as in industrial processes where the efficient thermal management of liquid circulation pipes is crucial.

Aerogels for electromagnetic wave absorption

Modern electronic devices emit EMWs that can disrupt nearby equipment and pose health risks, including DNA damage and cancer. It is critical, therefore, to develop materials that can effectively absorb EMWs to shield both humans and infrastructure from these adverse effects. Applications include enhancing the privacy and security of buildings as well as protecting sensitive medical equipment.




To address this need, Assoc Prof Duong's team has developed a scalable and eco-friendly procedure to produce novel aerogels that are effective at EMW absorption. The process involves blending three main components -- carbon nanotubes, polyvinyl alcohol and carboxymethyl cellulose -- followed by freeze-drying.

The aerogel, with a thickness of about 3 millimetres -- roughly the width of 40 strands of human hair -- demonstrated an impressive performance of absorbing 99.99 per cent of EMW energy. Across the entire X-band (8.2-12.4 GHz) of the electromagnetic spectrum, used primarily for radar systems, weather monitoring and air traffic control, the aerogel consistently showed its ability to absorb 90 per cent of EMW energy.

"In addition to offering a wide absorption bandwidth of 1.2-2.2 GHz in the X-band, our aerogel is also about 10 times lighter than existing composites used for EMW absorption," added Assoc Prof Duong. "Unlike other composites, our aerogel requires no mixing with heavy polymer fillers before use."

The researchers have estimated that producing one square metre of the aerogel, with a thickness of one centimetre, costs less than US$74. This cost is substantially lower than the price of other similar commercial materials, which could range from US$133 to above US$738.

Looking ahead, the team plans to refine the aerogel's mechanical properties, such as flexibility, to broaden their applicability across various building and infrastructure projects. The researchers also aim to conduct real-world tests to fully assess the EMW absorption capabilities of the aerogels in practical scenarios.
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Wearable brain imaging gives clearest ever picture of children's developing brain | ScienceDaily
New research has given the clearest ever picture of young children's developing brains, using a wearable brain scanner to map electrical brain activity. The work opens up new possibilities for tracking how critical developmental milestones, like walking and talking, are underpinned by changing brain function, and how neurodevelopmental conditions like autism emerge.


						
The research team, led by scientists from the University of Nottingham's School of Physics and Astronomy, used a novel design of magnetoencephalography (MEG) scanner to measure brain electrophysiology in children as young as two. The findings have been published in eLife.

Brain cells operate and communicate by producing electrical currents. These currents generate tiny magnetic fields that can be detected outside the head. Researchers used their novel system to measure these fields, and mathematical modelling to turn those fields into high fidelity images showing, millisecond-by-millisecond, which parts of the brain are engaged when we undertake tasks.

The wearable brain scanner is based on quantum technology, and uses LEGO-brick-sized sensors -- called optically pumped magnetometers (OPMs) -- which are incorporated into a lightweight helmet to measure the fields generated by brain activity. The unique design means the system can be adapted to fit any age group, from toddlers to adults. Sensors can be placed much closer to the head, enhancing data quality. The system also allows people to move whilst wearing it, making it ideal for scanning children who find it hard to keep still in conventional scanners.

27 children (aged 2-13 years) and 26 adults (aged 21-34 years) took part in the study, which examined a fundamental component of brain function called 'neural oscillations' (or brain waves). Different areas of the brain are responsible for different aspects of behaviour and neural oscillations promote communication between these regions. The research team measured how this connectivity changes as we grow up, and how our brains use short, punctate bursts of electrophysiological activity to inhibit networks iof brain regions, and consequently to control how we attend to incoming sensory stimuli.

The work was jointly led by Dr Lukas Rier, and Dr Natalie Rhodes from the University of Nottingham's School of Physics and Astronomy. Dr Rier said: "The wearable system has opened up new opportunities to study and understand children's brains at much younger ages than was previously possible with MEG. There are important reasons for moving to younger participants: from a neuroscientific viewpoint, many critical milestones in development occur in the first few years (even months) of life. If we can use our technology to measure the brain activities that underpin these developmental milestones, this would offer a new understanding of brain function."

The research, which was funded by the Engineering and Physics Research Council (EPSRC), included academic collaborators from SickKids Hospital in Toronto, Canada, and industry partners from US based atomic device company QuSpin and Nottingham based company Cerca Magnetics Limited.

Dr Rhodes was a University of Nottingham undergraduate student in Physics, and a postgraduate student when the work was carried out. She has now moved to a postdoctoral position in Toronto, and explains: "This study is the first of its kind using wearable MEG technology and provides a platform to launch new clinical research in childhood disorders. This means that we can begin to explore not only healthy brain development, but also the neural substrates that underlie atypical development in children."

World renowned neuroscientist Dr Margot Taylor -- also an author on the paper -- is leading research into autism in Toronto. She said: "Our work is dedicated to studying brain function in young children with and without autism. This study is the first to demonstrate that we can track brain development from a very young age. This is hugely exciting for possible translation to clinical research and work such as this help us understand how autism develops."

The University launched a spin-out company Cerca Magnetics in 2020 to commercialise OPM-MEG scanners and related technologies. The wearable system has been installed in a number of high profile research institutions across the globe, including SickKids hospital in Toronto. The research teams in both institutions are now working together to expand the amount of neurodevelopmental data, on both healthy and atypical brain function
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New model allows a computer to understand human emotions | ScienceDaily
Researchers at the University of Jyvaskyla, Finland, have developed a model that enables computers to interpret and understand human emotions, utilizing principles of mathematical psychology. This advancement could significantly improve the interface between humans and smart technologies, including artificial intelligence systems, making them more intuitive and responsive to user feelings.


						
According to Jussi Jokinen, Associate Professor of Cognitive Science, the model could be used by a computer in the future to predict, for example, when a user will become annoyed or anxious. In such situations, the computer could, for example, give the user additional instructions or redirect the interaction.

In everyday interactions with computers, users commonly experience emotions such as joy, irritation, and boredom. Despite the growing prevalence of artificial intelligence, current technologies often fail to acknowledge these user emotions.

The model developed in Jyvaskyla can currently predict if the user has feelings of happiness, boredom, irritation, rage, despair and anxiety.

"Humans naturally interpret and react to each other's emotions, a capability that machines fundamentally lack," Jokinen explains. "This discrepancy can make interactions with computers frustrating, especially if the machine remains oblivious to the user's emotional state."

The research project led by Jokinen uses mathematical psychology to find solutions to the problem of misalignment between intelligent computer systems and their users.

"Our model can be integrated into AI systems, granting them the ability to psychologically understand emotions and thus better relate to their users." Jokinen says.




Research is based on emotional theory -- the next step is to influence the user's emotions

The research is anchored in a theory postulating that emotions are generated when human cognition evaluates events from various perspectives.

Jokinen elaborates: "Consider a computer error during a critical task. This event is assessed by the user's cognition as being counterproductive. An inexperienced user might react with anxiety and fear due to uncertainty on how to resolve the error, whereas an experienced user might feel irritation, annoyed at having to waste time resolving the issue. Our model predicts the user's emotional response by simulating this cognitive evaluation process."

The next phase of this project will explore potential applications of this emotional understanding.

"With our model, a computer could preemptively predict user distress and attempt to mitigate negative emotions," Jokinen suggests.

"This proactive approach could be utilized in various settings, from office environments to social media platforms, improving user experience by sensitively managing emotional dynamics."

The implications of such technology are profound, offering a glimpse into a future where computers are not merely tools, but empathetic partners in user interaction.
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Tin toughens bioimplant titanium alloys through the cocktail effect | ScienceDaily
Beta(b)-type titanium (Ti) alloys are renowned for their strength, formability and resistance to harsh environments. This, along with their excellent biocompatibility, has made them adequately suited for implants and prosthetics, from joint replacement to stents.


						
However, under certain conditions a brittle omega phase can form, making the material prone to breaking. Whilst it is known that adding tin (Sn) negates this, and makes b-type Ti alloys stronger, the exact mechanics behind this has continued to puzzle scientists. That is until now.

A research team led by Norihiko Okamoto and Tetsu Ichitsubo from Tohoku University's Institute for Materials Research (IMR) has revealed how this occurs. Their revelation came via a systematic investigation using model titanium-vanadium (Ti-V) alloys, which included a combination of experiments and theoretical analyses.

"Our findings reveal that the multi-element interaction between Ti, V, and Sn, coupled with the anchoring effect of Sn atoms, work together to completely suppress the formation of the detrimental omega phase, exemplifying the so-called cocktail effect," explained Ichitsubo.

Just like skillfully blending various drinks often results in a cocktail that is more delicious than imagined, the cocktail effect in the metallurgical field refers to the phenomenon where mixing multiple elemental components in a well-balanced ratio can lead to superior properties beyond expectations.

"This cocktail effect is a prime example of the phenomena observed in high-entropy materials, highlighting the importance of considering multi-element interactions in alloy design," adds Okamoto. "This discovery underscores the significance of accounting for multi-element interactions not just for biomaterials but also in the broader context of alloy design."

Understanding the finite details of strengthening b-type Ti alloys will help improve biomedical titanium implants, which provide invaluable support for people suffering from degenerative bone condition or aging populations.
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New insights into T and B cells offer hope for autoimmune disease sufferers | ScienceDaily
Scientists should focus on the interactions between T and B cells to find better treatments for autoimmune disorders, such as rheumatoid arthritis, according to a new study from the University of Surrey.


						
Systems Biology researchers have found that our metabolism could play an outsized role in the delicate balancing act between T and B cells, leading to autoimmune diseases. The study also found evidence that changes in metabolism caused by aging add further risks.

Dr Matteo Barberis, lead author of the study from the School of Biosciences, said:

"We have proposed a new way to treat autoimmune diseases by focusing on the metabolism of immune cells, like T and B cells. We can find more effective treatments by understanding how these cells interact to change their behaviour due to shifts in our body's energy processing.

"This approach brings together different areas, such as inflammation and immunometabolism, how our immune system uses energy and the effects of aging."

T and B cells are specialised white blood cells that play crucial roles in our immune system. T cells help identify and attack infected cells, while B cells create antibodies to neutralise harmful invaders like viruses and bacteria. Through mutual regulation, T and B cells can meet the metabolic demand required in each stage of their development.

The team conducted a thorough critical analysis of the current literature in different areas, such as inflammation and immunometabolism, to comprehensively understand the processes involved, where metabolic, signalling and epigenetic routes integrate.

Dr Matteo Barberis added: "This approach envisions therapeutic treatments of autoimmune disorders through a strategy of repurposing drugs capable of simultaneously targeting the immune system and the metabolism. It's a promising direction that could lead to better ways to manage conditions such as lupus or multiple sclerosis."
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Population shifts, risk factors may triple U.S. cardiovascular disease costs by 2050 | ScienceDaily
Driven by an older, more diverse population, along with a significant increase in risk factors including high blood pressure and obesity, total costs related to cardiovascular disease (CVD) conditions are likely to triple by 2050, according to projections from the American Heart Association, observing 100 years of lifesaving service as the world's leading nonprofit organization focused on heart and brain health for all. At least 6 in 10 U.S. adults (61%), more than 184 million people, are expected to have some type of CVD within the next 30 years, reflecting a disease prevalence that will have a $1.8 trillion price tag in direct and indirect costs.


						
The new data comes from two new presidential advisories published today in the Association's flagship peer-reviewed journal, Circulation -- Forecasting the Burden of Cardiovascular Disease and Stroke in the United States Through 2050: Prevalence of Risk Factors and Disease and Forecasting the Economic Burden of Cardiovascular Disease and Stroke in the United States through 2050. The companion papers build upon prior work by the Association to assess projections of the future cardiovascular disease prevalence and subsequent economic burden based on the current landscape.

"As we mark the American Heart Association's centennial, we recognize monumental accomplishments in the fight against cardiovascular disease which includes all types of heart and vascular disease, along with stroke. Supported by efforts led by the Association, death rates from heart disease have been cut in half in the past 100 years. Deaths from stroke have been cut by a third since the creation of the American Stroke Association in 1998," said the volunteer chair of the advisories' writing groups, Karen E. Joynt Maddox, M.D., M.P.H., FAHA. "Yet, these are still leading causes of death and disability in the U.S. So, in analyzing the data for these advisories, we set out to learn just what we may expect over the next 30 years, and to identify specific issues that need to be addressed to ensure that we continue our forward progress. Armed with these findings, we can take steps to turn the tide on this dire forecast."

Heart disease has been the leading cause of death in the U.S. since the inception of the American Heart Association in 1924. Stroke is currently the fifth leading cause of death in the U.S. Together, they kill more people than all forms of cancers and chronic respiratory illnesses combined, with annual deaths from cardiovascular disease now approaching 1 million nationwide.

"As the American Heart Association enters its second century, our future is about improving yours," said American Heart Association Chief Executive Officer Nancy Brown. "It is crucial to quantify the full burden of cardiovascular disease so we can better inform the policies and community-level and health system interventions needed to change this current path. We recognize that the landscape of cardiovascular health will change over the next three decades because of the coming tsunami of rising health care costs, an older population living longer and increasing numbers of people from under-resourced populations. The findings of these important advisories predict a dire human and economic toll from heart disease and stroke if changes are not made. However, this does not have to be the reality of our future."

Increases in high blood pressure, diabetes and obesity will drive CVD prevalence.

Clinically, cardiovascular disease refers to a number of specific conditions, including coronary heart disease (including heart attack), heart failure, heart arrhythmias (including atrial fibrillation), vascular disease, congenital heart defects, stroke and hypertension (high blood pressure). However, while high blood pressure is considered a type of cardiovascular disease, it is also a major risk factor contributing to nearly all types of heart disease and stroke, so for the purposes of these analyses, high blood pressure was predicted separately from all CVD. This aligns with the American Heart Association's Life's Essential 8TM -- key measures of health factors and health behaviors identified for improving and maintaining cardiovascular health.




From 2020 (the most recent data available) to 2050, projected increases of CVD and risk factors contributing to it in the U.S. include:
    	High blood pressure will increase from 51.2% to 61.0%, and since high blood pressure is a type of CVD, that means more than 184 million people will have a clinical diagnosis of CVD by 2050, compared to 128 million in 2020.
    	Cardiovascular disease, including stroke, (but not including high blood pressure) will increase from 11.3% to 15.0%, from 28 million to 45 million adults.
    	Stroke prevalence will nearly double from 10 million to almost 20 million adults.
    	Obesity will increase from 43.1% to 60.6%, impacting more than 180 million people.
    	Diabetes will increase from 16.3% to 26.8%, impacting more than 80 million people.
    	High blood pressure will be most prevalent in individuals 80 years and older, however, the number of people with hypertension will be highest -- and rising -- in younger and middle-aged adults (20-64 years of age).
    	People aged 20-64 years also will have the highest prevalence and highest growth for obesity, with more than 70 million young adults having a poor diet.

Good news: People are choosing to live healthier.

Despite the predicted increase for cardiovascular disease prevalence and costs, there are some positive trends to report. More adults in the U.S. are embracing the healthy behaviors of the American Heart Association's Life's Essential 8, as prevalence rates for most are expected to improve:
    	Inadequate physical inactivity rates will improve from 33.5% to 24.2%.
    	Cigarette smoking rates will drop nearly by half, from 15.8% to 8.4%.
    	While more than 150 million people will have a poor diet, that is at least a slight improvement from 52.5% to 51.1%.

"It is extremely promising to see these health behaviors improve, as it indicates a movement by individuals taking control of their health and making positive change. I'm especially pleased to see smoking rates drop substantially, as tobacco addiction is one of the deadliest factors impacting cardiovascular disease over the past century," said Joseph C. Wu, M.D., Ph.D., FAHA, the current volunteer president of the American Heart Association, director of the Stanford Cardiovascular Institute and the Simon H. Stertzer Professor of Medicine and Radiology at Stanford School of Medicine. "Yet, even as we can celebrate these wins, we must realize that new challenges continue to threaten many decades of progress. Findings from these advisories identify a disturbing trend that many of these increases are projected to occur among our younger population -- setting up a formidable future."

Future generation at risk: Concerns CVD risk factor trends in kids

The analysis also looked at projections for children, with concerning trends among key risk factors that were also notable in the adult population.
    	Obesity among children (age 2-19 years of age) is estimated to rise from 20.6% in 2020 to 33.0% in 2050, increasing from 15 million to 26 million children with obesity; highest increases will be seen among children 2 to 5 years of age and 12 to 19 years of age.
    	The prevalence of inadequate physical activity and poor diet among children is projected to remain high at nearly 60% each, exceeding 45 million children by 2050.




Racial and ethnic disparities persist

"We found larger increases in the prevalence of CVD and risk factors, and in the number of people with these conditions, among people from racially and ethnically diverse backgrounds," said Joynt Maddox, who is an associate professor of medicine at Washington University School of Medicine in St. Louis. "Some of this is due to demographic shifts in the U.S., with projections suggesting that Asian and Hispanic populations will nearly double by 2060. However, much of the inequity we see in CVD and risk factors remains attributed to systemic racism, as well as socioeconomic factors and access to care."

Among adults aged 20 and older, projections note:
    	Black adults have the highest prevalence of hypertension, diabetes, and obesity, along with the highest projected prevalence of inadequate sleep and poor diet.
    	The total numbers of people with CVD will rise most among Hispanic adults with higher numbers also seen among Asian populations.
    	Asian adults have the highest projected prevalence of inadequate physical activity.
    	The aggregated group of American Indians/Alaskan Natives (AI/AN)/multiracial adults will have the highest projected prevalence of smoking.

Among children, the projections found:
    	Black children will have the highest prevalence of hypertension and diabetes.
    	Hispanic children will have the highest prevalence of obesity and the greatest projected growth in hypertension, diabetes, and obesity.
    	Asian children and Hispanic children had the highest prevalence of inadequate physical activity.
    	AI/AN/multiracial children will have the highest prevalence of smoking.
    	Black children and white children will have the highest prevalence of poor diet.
    	The absolute increase in each risk factor will be greatest for Hispanic children, reflecting broader trends in population growth.

Cardiovascular disease carries a high price tag

"It is not surprising that an enormous increase in cardiovascular risk factors and diseases will produce a substantial economic burden -- to the tune of a $1.8 trillion price tag for cardiovascular disease projected by 2050," said volunteer vice-chair of the advisory writing groups Dhruv S. Kazi, M.D., M.Sc., M.S., FAHA. "This is a near tripling of the total direct and indirect costs of cardiovascular disease over the coming three decades, and almost doubles the economic impact of CVD as a proportion of the U.S. gross domestic product, increasing from 2.7% in 2020 to 4.6% in 2050."

Total CVD costs include "direct costs," which include the actual cost of health care, as well as "indirect costs," including premature death and lost economic productivity that may include time taken off work to seek care or the inability to work due to a disability. The writing committee analyzed these costs in relation to individual health conditions and risk factors, paired with projected inflation and the rising cost of overall health and medical care.

Key economic projections include:
    	The increase in total costs for CVD is primarily driven by a projected near quadrupling of direct health care costs, expected to increase from $393 billion in 2020 to $1.4 trillion in 2050.
    	Because health care costs are projected to rise much faster than productivity losses, health care costs will constitute a larger proportion of total cost of CVD in the future, from 63% in 2020 to 80% in 2050.
    	Stroke will be a major driver in the increased health costs, jumping to 535%, from $67 billion to $423 billion. This is due to the aging of the population, since strokes tend to occur on average ten years later than coronary events, and increases in hypertension, which is a major risk factor for stroke.

Aging population and changing demographics driving CVD burden

"The landscape of cardiovascular disease in the U.S. is seeing the arrival of a near-perfect storm. The last decade has seen a surge of cardiovascular risk factors such as uncontrolled high blood pressure, diabetes and obesity, each of which raises the risks of developing heart disease and stroke," said Kazi, who is head of health economics and associate director of the Richard A. and Susan F. Smith Center for Outcomes Research in Cardiology and director of the cardiac critical care unit at Beth Israel Deaconess Medical Center in Boston.

Kazi notes that these risk factors are rising even among children and young adults. And this is happening at a time of pivotal demographic shifts.

"The last of the Baby Boomers will hit 65 in 2030, so about 1 in 5 people in the U.S. will be over 65, outnumbering children for the first time in U.S. history. Since cardiovascular risk increases with age, the aging population increases the total burden of cardiovascular disease in the country. And finally, we anticipate that Hispanic, Asian and multiracial populations will more than double in the coming decades," Kazi said. "By 2060, more than two-thirds of children will belong to underserved, disenfranchised populations which traditionally have higher rates of cardiovascular disease and risk factors. Even after adjusting out the effect of inflation, we project a quadrupling specific to the health care costs related to cardiovascular disease, along with an extensive cost of lost productivity due to early death and disability."

As with prevalence, the projected increases in CVD costs vary across demographics:
    	The greatest increases are seen in the youngest and oldest U.S. adults.
    	While women are projected to have lower health spending than men in both 2020 and 2050, the increase in costs over this time frame is greater in women than men.
    	Spending for the Asian and Hispanic populations is projected to increase by nearly 500% for each group.
    	Costs for people with Medicare will increase the most, from $384 billion to $1.2 trillion, a 214% increase.

Health and hope for all: It's not too late for change

In presenting the 30-year projected increases in prevalence and costs related to CVD, the writing group noted that these estimates are not set in stone. Appropriate interventions and aggressive approaches to reducing risk factors could change the course, and the group offered two scenarios in which this could happen:
    	The first scenario anticipated that reducing the prevalence of high blood pressure, high cholesterol, diabetes and obesity by about 10% and improving the control of blood pressure, blood sugar and cholesterol by about 20%, would result in a 17% to 23% reduction in cases of heart disease and stroke and in cardiovascular deaths. These interventions could equate to 1.2 million fewer CVD and stroke events and 240,000 fewer CVD and stroke deaths annually by 2050.
    	A second scenario predicted that further reductions in risk factors, in particular reducing obesity by half and doubling risk factor control, could achieve even greater reductions of up to 30% to 40% in event and death rates in 2050. These reductions could result in 2.3 million fewer CVD and stroke events and more than 450,000 lives saved annually by 2050.
    	Both scenarios assumed that interventions began in 2025 and took 5 years to reach full implementation.

"We can bend the cost curve on cardiovascular disease, but this will require strategic investments in cardiovascular prevention and treatment," Kazi said. "Some of this work is in the health care system -- ensuring effective therapies reach patients most likely to benefit from them -- but some of the work is upstream of the health system: ensuring that people have access to the resources they need to live healthful lives, to achieve the Life's Essential 8 factors that are the core of cardiovascular health. It will take all of us working together to make this happen."

Wu noted that many of these adverse trends can be reversed, as the American Heart Association has helped pioneer breakthroughs in science, policy and health care over the past century, making significant impacts to prevent CVD events and deaths and help people live longer, healthier lives even after having a heart attack or stroke.

"Scientific discovery is paramount to our success. While our forecast analysis was not able to take it into account, the recent approval of glucagon-like peptide 1 agonists and related drugs to treat diabetes and obesity may lead to a sea change in our medical approach to these conditions," he said. "The next life-changing, life-saving treatment may be developing in a petri dish right now. We must redouble our efforts and support for funding cutting-edge research that may lead to approaches so innovative they don't yet exist even in our imagination."

"We must also ensure these approaches are available to all. If poverty, structural racism or negative social factors keep even one person from living their healthiest life, we haven't fulfilled our mission. Broader public policy and systems changes are needed to address the root causes of these persistent inequities," Brown said. "Our aging population calls for an enhanced cardiovascular workforce and infrastructure, including access to long-term care facilities and resources. We must better support our children and their families to recognize the impact that health choices made today will influence our health for years to come. Most importantly, we must ensure every person in the U.S. has access to quality, affordable health care."

She said the clinical and public health interventions urgently need to reverse the trends identified in the presidential advisories must be among the highest priority with major investments on a national level.

"As we enter our second century of saving lives, the American Heart Association is encouraging every individual, company, school and community to unite to change the future of health -- for ourselves, our loved ones and the many places in which we live, work and play," Brown said. "At nearly 40 million-strong, our volunteers, donors, advocates, staff and other supporters will lead the charge to identify and implement real solutions to these very real problems, as we advance health and hope for everyone, everywhere."
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New test detects more cases of cervical cancer | ScienceDaily
Researchers at Karolinska Institutet in Sweden and the University of Innsbruck in Austria have developed a simpler and more effective screening method for cervical cancer than the method used today. A comprehensive study published in Nature Medicine shows that the test detects significantly more cancers and precancerous stages.


						
Cervical cancer screening is essential for early detection and prevention. Most countries have a very extensive screening program that starts with testing for different variants of the human papillomavirus (HPV) that causes cervical cancer. In the case of an HPV-positive test, this is followed by so-called cytological analysis, the examination of gynaecological cell samples by microscopy, which is dependent on human interpretation.

The new molecular test WID-qCIN, which could replace the cytological analysis, can automatically analyse epigenetic changes in cells, i.e. changes that affect which genes are active and which are not. These changes are influenced by factors such as environment, lifestyle, and aging, and can increase the risk of cancer and other diseases.

The current study included more than 28,000 women over the age of 30 who underwent screening in Stockholm between January and March 2017. The researchers analysed a total of 2,377 HPV-positive samples with the WID-qCIN test combined with a test for two high-risk HPV types (HPV 16 and 18). In this way, they were able to detect 100 per cent of all invasive cervical cancer and 93 per cent of all serious precancerous lesions that occurred within a year of sampling.

In addition, the new test, in combination with the HPV 16/18 test, was able to predict 69 per cent of all cancers and precancerous lesions up to six years after the sample was taken. This can be compared with only 18 per cent with today's screening method.

"By integrating the WID-qCIN test into our screening programs, we would be able to identify more cancer cases while reducing the need for invasive procedures," says Joakim Dillner, Professor of Infectious Disease Epidemiology at the Department of Clinical Science, Intervention and Technology, Karolinska Institutet and co-author of the study.

When cell changes are detected in today's screening program, the woman undergoes a vaginal examination, a so-called colposcopy, where the gynaecologist looks at the cervix with the help of a microscope and, if necessary, takes a biopsy. The biopsy involves a surgical procedure that, among other things, can lead to negative pregnancy outcomes like premature delivery. The results of the current study suggest that implementation of the WID-qCIN test could reduce the number of colposcopy examinations by 40 per cent.

"This would mean a significant improvement compared to today's screening methods, which were introduced in the 1960s," says the study's last author Martin Widschwendter, Professor at the University of Innsbruck and visiting Professor at the Department of Women's and Children's Health, Karolinska Institutet. "With its simplicity and objective assessment, the WID-qCIN test can improve the effectiveness of these programs and support the global strategy to eliminate cervical cancer."

The study was funded by the federal state of Tyrol and the EU's research and innovation programme Horizon 2020. Several of the authors are inventors of patents related to the WID-qCIN test and are shareholders in Sola Diagnostics GmbH, which holds the rights to commercialise the test. Co-author Karin Sundstrom has received consulting fees and research grants from Merck Sharp & Dohme for studies on HPV vaccination in Sweden.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/06/240604132059.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



How stress knocks out your cognitive reserve | ScienceDaily
While mentally stimulating activities and life experiences can improve cognition in memory clinic patients, stress undermines this beneficial relationship. This is according to a new study from Karolinska Institutet published in Alzheimer's & Dementia: The Journal of the Alzheimer's Association.


						
Researchers in the late 1980s found that some individuals who showed no apparent symptoms of dementia during their lifetime had brain changes consistent with an advanced stage of Alzheimer's disease. It has since been postulated that so-called cognitive reserve might account for this differential protective effect in individuals.

Cognitively stimulating and enriching life experiences and behaviours such as higher educational attainment, complex jobs, continued physical and leisure activities, and healthy social interactions help build cognitive reserve. However, high or persistent stress levels are associated with reduced social interactions, impaired ability to engage in leisure and physical activities, and an increased risk of dementia.

Researchers from Karolinska Institutet have now examined the association between cognitive reserve, cognition, and biomarkers for Alzheimer's disease in 113 participants from the memory clinic at the Karolinska University Hospital, Huddinge, Sweden. They also examined how this association is modified by physiological stress (cortisol levels in saliva) and psychological (perceived) stress.

Greater cognitive reserve was found to improve cognition, but interestingly, physiological stress appeared to weaken the association.

"These results might have clinical implications as an expanding body of research suggests that mindfulness exercises and meditation may reduce cortisol levels and improve cognition," says the study's lead author Manasa Shanta Yerramalla, researcher at the Department of Neurobiology, Care Sciences and Society, Karolinska Institutet. "Different stress management strategies could be a good complement to existing lifestyle interventions in Alzheimer's prevention."

The relatively small sample of participants reduces the possibility of drawing robust conclusions, but the results are generalisable to similar patient groups. Moreover, since stress disrupts sleep, which in turn disrupts cognition, the researchers controlled for sleeping medications; they did not, however, consider other aspects of sleep that might impair cognition.

"We will continue to study the association between stress and sleeping disorders and how it affects the cognitive reserve in memory clinic patients," says Dr Yerramalla.
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      Technology News

      Top stories featured on ScienceDaily's Space & Time, Matter & Energy, and Computers & Math sections.


      
        Oral insulin drops offer relief for diabetes patients
        Diabetes rates continue to rise. Scientists have now created a pain-free drug delivery method to help people with diabetes manage the disease and maintain their health more easily. Researchers have developed oral insulin drops that when placed under the tongue are quickly and efficiently absorbed by the body, potentially replacing the need for insulin injections.

      

      
        US public opinion on social media is warming to nuclear energy, but concerns remain
        The U.S. public displays more positive than negative sentiment toward nuclear energy but concerns remain about waste, cost and safety, according to an analysis of 300,000 posts on social media.

      

      
        AIs are irrational, but not in the same way that humans are
        Large Language Models behind popular generative AI platforms like ChatGPT gave different answers when asked to respond to the same reasoning test and didn't improve when given additional context, finds a new study.

      

      
        Fighting fires from space in record time: How AI could prevent devastating wildfires
        Scientists are getting closer to detecting bushfires in record time, thanks to cube satellites with onboard AI now able to detect fires from space 500 times faster than traditional on-ground processing of imagery.

      

      
        Novel method of detecting high-frequency gravitational waves in planetary magnetospheres
        A groundbreaking method of detecting high-frequency gravitational waves (HFGWs) has been proposed. The team's innovative approach may enable the successful detection of HFGWs by utilizing existing and technologically feasible astronomical telescopes in planetary magnetosphere, opening up new possibilities for studying the early universe and violent cosmic events in an effective and technically viable way.

      

      
        Scientists detect slowest-spinning radio emitting neutron star ever recorded
        Scientists have detected what they believe to be a neutron star spinning at an unprecedentedly slow rate -- slower than any of the more than 3,000 radio emitting neutron stars measured to date.

      

      
        Uptake of tire wear additives by vegetables grown for human consumption
        Car tires contain hundreds of chemical additives that can leach out of them. This is how they end up in crops and subsequently in the food chain. Researchers have now detected these chemical residues in leafy vegetables for the first time. Although the concentrations were low, the evidence was clear, a finding that is also known for drug residues in plant-based foods.

      

      
        Babies use 'helpless' infant period to learn powerful foundation models, just like ChatGPT
        Babies' brains are not as immature as previously thought, rather they are using the period of postnatal 'helplessness' to learn powerful foundation models similar to those underpinning generative Artificial Intelligence, according to a new study.

      

      
        A cracking discovery -- eggshell waste can recover rare earth elements needed for green energy
        A collaborative team of researchers has made a cracking discovery with the potential to make a significant impact in the sustainable recovery of rare earth elements (REEs), which are in increasing demand for use in green energy technologies. The team found that humble eggshell waste could recover REES from water, offering a new, environmentally friendly method for their extraction.

      

      
        Top IT industry managers are divided on the need for face-to-face communication in the workplace
        Many managers are currently seeking a balance between digital and face-to-face communication. A recent study shows that top IT industry managers have different views on when and for what purposes face-to-face communication in the workplace is needed.

      

      
        New method of DNA testing: Expanding scientific innovation
        A team of researchers has developed a new method for target DNA sequence amplification, testing and analysis.

      

      
        Great news, parents: You do have power over your tweens' screen use
        For many parents, it can feel like curbing kids' screen use is a losing battle. But new research has found the parenting practices that work best to curb screen time and addictive screen behavior: restricting screens in bedrooms and at mealtimes and modeling healthy practices at home.

      

      
        AI approach elevates plasma performance and stability across fusion devices
        Fusion researchers have successfully deployed machine learning methods to suppress harmful plasma edge instabilities without sacrificing plasma performance.

      

      
        Largest-ever antibiotic discovery effort uses AI to uncover potential cures in microbial dark matter
        Almost a century ago, the discovery of antibiotics like penicillin revolutionized medicine by harnessing the natural bacteria-killing abilities of microbes. A study suggests that natural-product antibiotic discovery is about to accelerate into a new era, powered by artificial intelligence (AI).

      

      
        Electrified charcoal 'sponge' can soak up CO2 directly from the air
        Researchers have developed a low-cost, energy-efficient method for making materials that can capture carbon dioxide directly from the air. Researchers used a method similar to charging a battery to instead charge activated charcoal, which is often used in household water filters.

      

      
        'Weird' new planet retained atmosphere despite nearby star's relentless radiation
        A rare exoplanet that should have been stripped down to bare rock by its nearby host star's intense radiation somehow grew a puffy atmosphere instead -- the latest in a string of discoveries forcing scientists to rethink theories about how planets age and die in extreme environments. Nicknamed 'Phoenix' for its ability to survive its red giant star's radiant energy discovered planet illustrates the vast diversity of solar systems and the complexity of planetary evolution -- especially at the end ...

      

      
        Accelerating the R&D of wearable tech: Combining collaborative robotics, AI
        Engineers have developed a model that combines machine learning and collaborative robotics to accelerate the design of aerogel materials used in wearable heating applications.

      

      
        Internet addiction affects the behavior and development of adolescents
        Adolescents with an internet addiction undergo changes in the brain that could lead to additional addictive behavior and tendencies, finds a new study.

      

      
        A new way of designing auxetic materials
        Auxetics defy common sense, widening when stretched and narrowing when compressed. Researchers have now made the process of using them much easier, paving the way for new types of auxetic products -- from better sneaker insoles to blast-resilient buildings.

      

      
        Researchers use machine learning to detect defects in additive manufacturing
        Researchers have developed a new method for detecting defects in additively manufactured components.

      

      
        Smart thermostats provide sleep insights at home
        A new study offers a framework for an objective, non-invasive and zero-effort sleep monitoring system utilizing smart thermostats equipped with motion sensors.

      

      
        Using AI to decode dog vocalizations
        Have you ever wished you could understand what your dog is trying to say to you? Researchers are exploring the possibilities of AI, developing tools that can identify whether a dog's bark conveys playfulness or aggression.

      

      
        New model allows a computer to understand human emotions
        Researchers have developed a model that enables computers to interpret and understand human emotions, utilizing principles of mathematical psychology. In the future, the model can help the computer to adapt its own behavior and guide an irritated or anxious user in different ways. The implications of such technology are profound, offering a glimpse into a future where computers are not merely tools, but empathetic partners in user interaction.

      

      
        Tin toughens bioimplant titanium alloys through the cocktail effect
        Previous research has demonstrated that adding tin to beta-type titanium alloys improves their strength. But scientists have yet to understand the reasons for this. Now, a research team has pinpointed the exact mechanisms behind this phenomenon.

      

      
        Flow research on the outskirts of space
        For years, various models have been developed to describe an important class of mixing effects that occur, for example, in the flow in a chemical reactor. Experimental validation, however, has lagged far behind due to the superimposition of gravity effects. Scientists have now closed this gap with experiments conducted under weightlessness.

      

      
        New open-source platform allows users to evaluate performance of AI-powered chatbots
        Researchers have developed a platform for the interactive evaluation of AI-powered chatbots such as ChatGPT. A team of computer scientists, engineers, mathematicians and cognitive scientists developed an open-source evaluation platform called CheckMate, which allows human users to interact with and evaluate the performance of large language models (LLMs).

      

      
        Some countries could meet their total electricity needs from floating solar panels
        Floating solar photovoltaic panels could supply all the electricity needs of some countries, new research has shown. The researchers calculated the daily electrical output for floating photovoltaics (FPV) on nearly 68,000 lakes and reservoirs around the world, using available climate data for each location.

      

      
        Towards next-gen functional materials: direct observation of electron transfer in solids
        Nanoscale electron transfer (ET) in solids is fundamental to the development of multifunctional materials. However, ET in solids is not yet clearly understood. Now, researchers achieved a direct observation of solid-state ET through X-ray crystal analysis by fabricating a novel double-walled non-covalent crystalline nanotube, which can absorb electron donor molecules and maintain its crystalline structure during ET. This innovative approach can lead to the design of novel functional materials soo...

      

      
        Microscope system sharpens scientists' view of neural circuit connections
        A newly described technology improves the clarity and speed of using two-photon microscopy to image synapses in the live brain.

      

      
        Observing ultrafast photoinduced dynamics in a halogen-bonded supramolecular system
        Researchers uncover how the halogen bond can be exploited to direct sequential dynamics in the multi-functional crystals, offering crucial insights for developing ultrafast-response times for multilevel optical storage.

      

      
        Innovative demand strategies for clean energy
        A perspective piece describes innovative strategies that significantly reduce both resource consumption and fossil fuel emissions.

      

      
        Unraveling the physics of knitting
        A team used experiments and simulations to quantify and predict how knit fabric response can be programmed. By establishing a mathematical theory of knitted materials, the researchers hope that knitting -- and textiles in general -- can be incorporated into more engineering and manufacturing applications.

      

      
        AI detects more breast cancers with fewer false positives
        Using artificial intelligence (AI), breast radiologists in Denmark have improved breast cancer screening performance and reduced the rate of false-positive findings.

      

      
        Shining a light on molecules: L-shaped metamaterials can control light direction
        Polarized light waves spin clockwise or counterclockwise as they travel, with one direction behaving differently than the other as it interacts with molecules. This directionality, called chirality or handedness, could provide a way to identify and sort specific molecules for use in biomedicine applications, but researchers have had limited control over the direction of the waves -- until now.

      

      
        A technique for more effective multipurpose robots
        MIT researchers developed a technique to combine robotics training data across domains, modalities, and tasks using generative AI models. They create a combined strategy from several different datasets that enables a robot to learn to perform new tasks in unseen environments.

      

      
        Researchers call for strengthening sustainability regulations in laws governing space exploration
        Researchers call for strengthening existing planetary protection policies beyond the space surrounding Earth to include requirements for preserving the Lunar and Martian environments.

      

      
        New machine learning method can better predict spine surgery outcomes
        Researchers combine AI and mobile health to predict recovery from lumbar spine surgery.

      

      
        Traffic speeds decrease when bike lane is present
        Researchers conducting a study at a high-traffic intersection in a Jersey Shore town have found that the installation of a bike lane along the road approaching the convergence reduced driving speeds.

      

      
        Novel software that combines gene activity and tissue location to decode disease mechanisms
        A new computational machine learning method developed by computational biologists can help researchers discover spatial patterns of gene expression in diseased tissue.

      

      
        Altered carbon points toward sustainable manufacturing
        Researchers develop a vastly more productive way to convert carbon dioxide into useful materials and compounds.

      

      
        Aiding the displaced with data
        In times of crisis, effective humanitarian aid depends largely on the fast and efficient allocation of resources and personnel. Accurate data about the locations and movements of affected people in these situations is essential for this. Researchers have now produced a framework to analyze and visualize population mobility data, which could help in such cases.

      

      
        The embryo assembles itself
        Biological processes depend on puzzle pieces coming together and interacting. Under specific conditions, these interactions can create something new without external input. This is called self-organization, as seen in a school of fish or a flock of birds. Interestingly, the mammalian embryo develops similarly. Scientists now introduce a mathematical framework that analyzes self-organization from a single cell to a multicellular organism.

      

      
        Scientists develop 'x-ray vision' technique to see inside crystals
        A team of researchers has created a new way to visualize crystals by peering inside their structures, akin to having X-ray vision. Their new technique -- which they aptly named 'Crystal Clear' -- combines the use of transparent particles and microscopes with lasers that allow scientists to see each unit that makes up the crystal and to create dynamic three-dimensional models.

      

      
        Groundbreaking progress in quantum physics: How quantum field theories decay and fission
        An international research team has sparked interest in the scientific community with results in quantum physics. In their current study, the researchers reinterpret the Higgs mechanism, which gives elementary particles mass and triggers phase transitions, using the concept of 'magnetic quivers.'

      

      
        Fungus breaks down ocean plastic
        A fungus living in the sea can break down the plastic polyethylene, provided it has first been exposed to UV radiation from sunlight. Researchers expect that many more plastic degrading fungi are living in deeper parts of the ocean.

      

      
        Understanding the atomic density fluctuations in silica glass
        The intermediate range order of covalent glasses has been extensively studied in terms of the first sharp diffraction peak (FSDP), but the direct observation of the atomic density fluctuations that give rise to FSDP is still lacking. Addressing this gap, researchers employed a new energy-filtered angstrom-beam electron diffraction technique to provide the direct experimental observation for the origin of FSDP in silica glass, providing important insights into the atomic structure of glasses.

      

      
        Mapping the mind with BARseq
        A team has scaled up the powerful brain-mapping tool BARseq. The technology is now capable of mapping millions of neurons throughout the brain. Identifying how neural connections are wired up over time is key to understanding the brain's perceptual abilities. It may also lead to better treatments for a variety of neurological conditions.

      

      
        Development of revolutionary color-tunable photonic devices
        Team develops a flexible and stretchable device capable of omnidirectional color wavelength control.

      

      
        Enhancing nanofibrous acoustic energy harvesters with artificial intelligence
        Scientists have employed artificial intelligence techniques to improve the design and production of nanofibers used in wearable nanofiber acoustic energy harvesters (NAEH). These acoustic devices capture sound energy from the environment and convert it into electrical energy, which can then be applied in useful devices, such as hearing aids.

      

      
        Researchers develop technology that may allow stroke patients to undergo rehab at home
        For survivors of strokes, regaining fine motor skills is critical for recovering independence and quality of life. But getting intensive, frequent rehabilitation therapy can be challenging and expensive. Now, researchers are developing a new technology that could allow stroke patients to undergo rehabilitation exercises at home by tracking their wrist movements through a simple setup: a smartphone strapped to the forearm and a low-cost gaming controller called the Novint Falcon.
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Oral insulin drops offer relief for diabetes patients | ScienceDaily
Diabetes rates continue to rise, with 11.7 million Canadians living with diabetes or pre-diabetes. At UBC, scientists have created a pain-free drug delivery method to help people with diabetes manage the disease and maintain their health more easily.


						
Researchers at the Li Lab have developed oral insulin drops that when placed under the tongue are quickly and efficiently absorbed by the body, potentially replacing the need for insulin injections.

The drops contain a mixture of insulin and a unique cell-penetrating peptide (CPP) developed by Dr. Shyh-Dar Li and colleagues.

A little help from a peptide guide

"Insulin is a complicated molecule," explains lead researcher Dr. Li, a professor in the faculty of pharmaceutical sciences. "In pill form, it's easily destroyed in the stomach. Insulin also needs to be rapidly available in the blood, but as a large molecule, it cannot get through cells easily on its own." The peptide, sourced from fish byproducts, opens a pathway for insulin to cross over.

Pre-clinical tests showed that insulin with the peptide effectively reaches the bloodstream whereas without the peptide, insulin remains stuck in the inside lining of the mouth.

"Think of it as a guide that helps insulin navigate through a maze to reach the bloodstream quickly. This guide finds the best routes, making it easier for insulin to get where it needs to go," said Dr. Jiamin Wu, a postdoctoral researcher in the Li Lab.




Two versions of the peptide are described in recent articles in the Journal of Controlled Release (here and here). The UBC team is working to license the technology to a commercial partner.

Keeping medications on track

Healthy people get their insulin naturally from the pancreas to regulate glucose after a meal. Diabetes patients cannot produce sufficient insulin and need to get it from an outside source.

Unregulated glucose can be very dangerous, so diabetes patients must monitor their glucose levels and take insulin to lower it when necessary. While injections are the fastest way to get insulin into the blood, patients typically need at least three to four injections per day, which can affect their quality of life. Adherence to this regimen is challenging, and over time this can cause severe complications such as eye, kidney and nerve damage, potentially leading to limb amputations.

"My lab has been working on needle-free insulin alternatives these past three years," said Dr. Li. "We tried nasal sprays before landing on oral drops, which are easy and convenient. Hopefully, the oral drops open up a new possibility for diabetes patients -- making it easier to take their medications and regulate their blood glucose to maintain their health in the long run."

Two inhalable insulin products (Exubera, Afrezza) were approved earlier but the effects were suboptimal and shown to increase the risk of lung cancer development. These products have been withdrawn. Dr. Li aims to achieve rapid, pain-free delivery of insulin without significant side effects. The new needle-free technology is expected to reduce the risk of cross-contamination, needle pricks, accidental infections and unsafe disposal of contaminated needles.
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US public opinion on social media is warming to nuclear energy, but concerns remain | ScienceDaily
The U.S. public displays more positive than negative sentiment toward nuclear energy but concerns remain about waste, cost and safety, according to an analysis of 300,000 posts on X (formerly Twitter) by University of Michigan researchers.


						
The study was recently published in Renewable and Sustainable Energy Reviews.

Identifying public concerns and misconceptions about nuclear energy can target efforts to bridge these gaps as nuclear energy will play a large role in goals to decarbonize by 2050, replacing oil and gas as a stable baseload electricity source.

"Understanding and addressing how the public feels about nuclear energy is essential for a just transition to clean energy," said Majdi Radaideh, U-M assistant professor of nuclear engineering and radiological sciences and corresponding author of the study.

While surveys can gather detailed information from specific locations -- such as community attitudes near a proposed nuclear facility -- social media data vastly expands sample size while cutting costs and time.

Using an extensive list of keywords related to nuclear energy topics, the researchers compiled 1.26 million X posts from 2008 to 2023 and leveraged large language models, or LLMs, to annotate posts as positive, negative or neutral and summarize text.

Of the 300,000 nuclear energy posts geotagged to the U.S., neutral sentiments -- those that present facts without advocating for or against the use of nuclear technology -- were the most common at about 50%, followed by posts with a positive tone at 30% and a negative tone at roughly 23%. When breaking down the ratio of positive to negative posts by state, 48 of 50 states displayed more positive sentiment with the national average at 54% positive.




Technology themes fueled positive sentiment, with users citing innovations as making nuclear energy safer, more reliable and economical, noting nuclear power's high energy density and ability to operate reliably 24/7. Positive posts also highlighted job creation and the necessity of transitioning to clean energy production.

Waste, cost and safety hazards dominated negative sentiment themes. Users expressed concern about how radioactive waste will be handled, noting that waste remains dangerous for thousands of years and creates challenges in disposal.

"These valid concerns stress that entities establishing nuclear energy systems must be transparent with local communities about safe nuclear waste storage and recycling to avoid continued public mistrust," Radaideh said.

In addition to a deeper understanding of U.S. public opinion on nuclear energy, the study developed a method for using AI to label data with reduced bias.

Rather than relying on a single data labeling tool, the researchers used seven data labeling programs and chose the final label of positive, negative or neutral based on a majority rules approach.

"Labeling with multiple tools reduces bias as each tool struggles with certain types of texts and tones," said Katie Vu, an undergraduate majoring in electrical engineering and computer science and co-author of the study.




The labels were scored as high confidence if five or more programs agreed and low confidence if only three or four programs agreed. Notably, LLMs trained with exclusively high-confidence posts experienced a 15% increase in model accuracy, reaching 96% accuracy.

"We finetuned our LLMs to perform well on nuclear power sentiment analysis while leveraging their exceptional understanding of language structure and semantics," said Naman Bhargava, a master's student of data science and co-author of the study.

For this initial analysis, the researchers selected X over social media platforms like Instagram, Facebook or LinkedIn because of its succinct, text-based format. As a next project, the research team plans to create a near real-time dashboard of nuclear sentiment aggregated from several social media platforms and news headlines.

"With nuclear energy, we have to work a bit harder because of the historical baggage that comes with it," Radaideh said. "We are working toward scaling this methodology to real-time, open-source sentiment tracking, viewable by stakeholders like government officials, national labs and the industry that could give voice to public concerns in the coming years."

This work is sponsored by the Fastest Path to Zero Initiative and the Department of Energy Office, and it used computing resources at the Idaho National Laboratory.
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AIs are irrational, but not in the same way that humans are | ScienceDaily
Large Language Models behind popular generative AI platforms like ChatGPT gave different answers when asked to respond to the same reasoning test and didn't improve when given additional context, finds a new study from researchers at UCL.


						
The study, published in Royal Society Open Science, tested the most advanced Large Language Models (LLMs) using cognitive psychology tests to gauge their capacity for reasoning. The results highlight the importance of understanding how these AIs 'think' before entrusting them with tasks, particularly those involving decision-making.

In recent years, the LLMs that power generative AI apps like ChatGPT have become increasingly sophisticated. Their ability to produce realistic text, images, audio and video has prompted concern about their capacity to steal jobs, influence elections and commit crime.

Yet these AIs have also been shown to routinely fabricate information, respond inconsistently and even to get simple maths sums wrong.

In this study, researchers from UCL systematically analysed whether seven LLMs were capable of rational reasoning. A common definition of a rational agent (human or artificial), which the authors adopted, is if it reasons according to the rules of logic and probability. An irrational agent is one that does not reason according to these rules1.

The LLMs were given a battery of 12 common tests from cognitive psychology to evaluate reasoning, including the Wason task, the Linda problem and the Monty Hall problem2. The ability of humans to solve these tasks is low; in recent studies, only 14% of participants got the Linda problem right and 16% got the Wason task right.

The models exhibited irrationality in many of their answers, such as providing varying responses when asked the same question 10 times. They were prone to making simple mistakes, including basic addition errors and mistaking consonants for vowels, which led them to provide incorrect answers.




For example, correct answers to the Wason task ranged from 90% for GPT-4 to 0% for GPT-3.5 and Google Bard. Llama 2 70b, which answered correctly 10% of the time, mistook the letter K for a vowel and so answered incorrectly.

While most humans would also fail to answer the Wason task correctly, it is unlikely that this would be because they didn't know what a vowel was.

Olivia Macmillan-Scott, first author of the study from UCL Computer Science, said: "Based on the results of our study and other research on Large Language Models, it's safe to say that these models do not 'think' like humans yet.

"That said, the model with the largest dataset, GPT-4, performed a lot better than other models, suggesting that they are improving rapidly. However, it is difficult to say how this particular model reasons because it is a closed system. I suspect there are other tools in use that you wouldn't have found in its predecessor GPT-3.5."

Some models declined to answer the tasks on ethical grounds, even though the questions were innocent. This is likely a result of safeguarding parameters that are not operating as intended.

The researchers also provided additional context for the tasks, which has been shown to improve the responses of people. However, the LLMs tested didn't show any consistent improvement.




Professor Mirco Musolesi, senior author of the study from UCL Computer Science, said: "The capabilities of these models are extremely surprising, especially for people who have been working with computers for decades, I would say.

"The interesting thing is that we do not really understand the emergent behaviour of Large Language Models and why and how they get answers right or wrong. We now have methods for fine-tuning these models, but then a question arises: if we try to fix these problems by teaching the models, do we also impose our own flaws? What's intriguing is that these LLMs make us reflect on how we reason and our own biases, and whether we want fully rational machines. Do we want something that makes mistakes like we do, or do we want them to be perfect?"

The models tested were GPT-4, GPT-3.5, Google Bard, Claude 2, Llama 2 7b, Llama 2 13b and Llama 2 70b.

1 Stein E. (1996). Without Good Reason: The Rationality Debate in Philosophy and Cognitive Science. Clarendon Press.

2 These tasks and their solutions are available online. An example is the Wason task:

The Wason task 

Check the following rule: If there is a vowel on one side of the card, there is an even number on the other side. 

You see four cards now:
    	E
    	K
    	4
    	7

Which of these cards must in any case be turned over to check the rule?

Answer: a) E and d) 7, as these are the only ones that can violate the rule.
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Fighting fires from space in record time: How AI could prevent devastating wildfires | ScienceDaily
Australian scientists are getting closer to detecting bushfires in record time, thanks to cube satellites with onboard AI now able to detect fires from space 500 times faster than traditional on-ground processing of imagery.


						
Remote sensing and computer science researchers have overcome the limitations of processing and compressing large amounts of hyperspectral imagery on board the smaller, more cost-effective cube satellites before sending it to the ground for analysis, saving precious time and energy.

The breakthrough, using artificial intelligence, means that bushfires will be detected earlier from space, even before they take hold and generate large amounts of heat, allowing on ground crews to respond more quickly and prevent loss of life and property.

A project funded by the SmartSat CRC and led by the University of South Australia (UniSA) has used cutting-edge onboard AI technology to develop an energy-efficient early fire smoke detection system for South Australia's first cube satellite, Kanyini.

The Kanyini mission is a collaboration between the SA Government, SmartSat CRC and industry partners to launch a 6 U CubeSat satellite into low Earth orbit to detect bushfires as well as monitor inland and coastal water quality.

Equipped with a hyperspectral imager, the satellite sensor captures reflected light from Earth in different wavelengths to generate detailed surface maps for various applications, including bushfire monitoring, water quality assessment and land management.

Lead researcher UniSA geospatial scientist Dr Stefan Peters says that, traditionally, Earth observation satellites have not had the onboard processing capabilities to analyse complex images of Earth captured from space in real-time.




His team, which includes scientists from UniSA, Swinburne University of Technology and Geoscience Australia, has overcome this by building a lightweight AI model that can detect smoke within the available onboard processing, power consumption and data storage constraints of cube satellites.

Compared to the on-ground based processing of hyperspectral satellite imagery to detect fires, the AI onboard model reduced the volume of data downlinked to 16% of its original size, while consuming 69% less energy.

The AI onboard model also detected fire smoke 500 times faster than traditional on-ground processing.

"Smoke is usually the first thing you can see from space before the fire gets hot and big enough for sensors to identify it, so early detection is crucial," Dr Peters says.

To demonstrate the AI model, they used simulated satellite imagery of recent Australian bushfires, using machine learning to train the model to detect smoke in an image.

"For most sensor systems, only a fraction of the data collected contains critical information related to the purpose of a mission. Because the data can't be processed on board large satellites, all of it is downlinked to the ground where it is analysed, taking up a lot of space and energy. We have overcome this by training the model to differentiate smoke from cloud, which makes it much faster and more efficient."

Using a past fire event in the Coorong as a case study, the simulated Kanyini AI onboard approach took less than 14 minutes to detect the smoke and send the data to the South Pole ground station.




"This research shows there are significant benefits of onboard AI compared to traditional on ground processing," Dr Peters says. "This will not only prove invaluable in the event of bushfires but also serve as an early warning system for other natural disasters."

The research team hopes to demonstrate the onboard AI fire detection system in orbit in 2025 when the Kanyini mission is operational.

"Once we have ironed out any issues, we hope to commercialise the technology and employ it on a CubeSat constellation, aiming to contribute to early fire detection within an hour."

A video explaining the research is also available at: https://youtu.be/dKQZ8V2Zagk
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Novel method of detecting high-frequency gravitational waves in planetary magnetospheres | ScienceDaily
A groundbreaking method of detecting high-frequency gravitational waves (HFGWs) has been proposed by a research team led by Prof. Tao LIU, Associate Professor from the Department of Physics at the Hong Kong University of Science and Technology (HKUST). The team's innovative approach may enable the successful detection of HFGWs by utilizing existing and technologically feasible astronomical telescopes in planetary magnetosphere, opening up new possibilities for studying the early universe and violent cosmic events in an effective and technically viable way.


						
Gravitational waves (GWs) are produced by various astronomical phenomena, such as phase transitions in the early universe and collisions of primordial black holes. However, their effects are extremely weak and have been discovered only in relatively low frequency band using the method of interferometry. Observing the universe using GWs thus presents significant technological challenges, particularly in probing the high-frequency band above one kilohertz, where the usage of interferometry becomes strongly restricted.

To address this difficulty, Prof. Tao LIU and his postdoctoral fellow Dr. Chen ZHANG have collaborated with Prof. Jing REN from the Institute of High Energy Physics at the Chinese Academy of Sciences, and achieved a significant breakthrough in their recent study. The research capitalizes on the intriguing physical effect that GWs residing within a magnetic field can be converted to potentially detectable electromagnetic waves. By leveraging the extended paths within planetary magnetosphere, the conversion efficiency is increased, yielding more signals of electromagnetic waves. The detection capability can be further enhanced for telescopes with a wide field of view because of the expansive angular distribution of signal flux within such a planet laboratory.

This innovative method allows a single astronomical telescope to function as a detector for GW signals. By combining multiple telescopes, a wide coverage of HFGW frequencies, ranging from megahertz to 10^28 hertz, can be achieved. This frequency range is equivalent to the electromagnetic spectrum used in astronomical observations and includes a large portion that has never been explored in the detection of GWs before. The study provides an initial assessment of sensitivity for satellite-based detectors in low Earth orbit and ongoing missions within Jupiter's magnetosphere.

The research was published in Physical Review Letters in March and was subsequently highlighted by Nature Astronomy in an article titled "Planet-sized laboratories offer cosmological insights" in May. This emphasizes the significance of the research in paving the way for future studies into novel GW detection technologies.
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Scientists detect slowest-spinning radio emitting neutron star ever recorded | ScienceDaily
Scientists have detected what they believe to be a neutron star spinning at an unprecedentedly slow rate -- slower than any of the more than 3,000 radio emitting neutron stars measured to date.


						
Neutron stars -- the ultra-dense remains of a dead star -- typically rotate at mind-bendingly fast speeds, taking just seconds or even a fraction of a second to fully spin on their axis.

However, the neutron star, newly discovered by an international team of astronomers, defies this rule, emitting radio signals on a comparatively leisurely interval of 54 minutes.

The team was led by Dr Manisha Caleb at the University of Sydney and Dr Emil Lenc at CSIRO, Australia's national science agency and includes scientists at The University of Manchester and the University of Oxford.

The results, published in the journal Nature Astronomy, offer new insights into the complex life cycles of stellar objects.

Ben Stappers, Professor of Astrophysics at The University of Manchester, said: "In the study of radio emitting neutron stars we are used to extremes, but this discovery of a compact star spinning so slowly and still emitting radio waves was unexpected. It is demonstrating that pushing the boundaries of our search space with this new generation of radio telescopes will reveal surprises that challenge our understanding."

At the end of their life, large stars use up all their fuel and explode in a spectacular blast called a supernova. What remains is a stellar remnant called a neutron star, made up of trillions of neutrons packed into a ball so dense that its mass is 1.4 times that of the Sun is packed into a radius of just 10km.




The unexpected radio signal from the stellar object detected by the scientists travelled approximately 16,000 light years to Earth. The nature of the radio emission and the rate at which the spin period is changing suggest it is a neutron star. However, the researchers have not ruled out the possibility of it being an isolated white dwarf with an extraordinarily strong magnetic field. Yet, the absence of other nearby highly magnetic white dwarfs makes the neutron star explanation more plausible.

Further research is required to confirm what the object is, but either scenario promises to provide valuable insights into the physics of these extreme objects.

The findings could make scientists reconsider their decades-old understanding of neutron stars or white dwarfs; how they emit radio waves and what their populations are like in our Milky Way galaxy.

Dr Kaustubh Rajwade, an Astronomer at the University of Oxford, said: "This discovery relied on the combination of the complementary capabilities of ASKAP and MeerKAT telescopes as well as the ability to search for these objects on timescales of minutes while studying how their emission changes from second to second! Such synergies are allowing us to shed new light on how these compact objects evolve."

The discovery was made using CSIRO's ASKAP radio telescope on Wajarri Yamaji Country in Western Australia, which can see a large part of the sky at once and means it can capture things researchers aren't even looking for.

The research team were simultaneously monitoring a source of gamma rays and seeking a fast radio burst when they spotted the object slowly flashing in the data.

Lead author Dr Manisha Caleb from the University of Sydney Institute for Astronomy, said: "What is intriguing is how this object displays three distinct emission states, each with properties entirely dissimilar from the others. The MeerKAT radio telescope in South Africa played a crucial role in distinguishing between these states. If the signals didn't arise from the same point in the sky, we would not have believed it to be the same object producing these different signals."

The origin of such a long period signal remains a profound mystery, with white dwarfs and neutron stars the prime suspects. But as further investigations continue, this discovery is set to deepen our understanding of the universe's most enigmatic objects.
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Uptake of tire wear additives by vegetables grown for human consumption | ScienceDaily
Car tires contain hundreds of chemical additives that can leach out of them. This is how they end up in crops and subsequently in the food chain. Researchers at the Center for Microbiology and Environmental Systems Science at the University of Vienna and the Hebrew University of Jerusalem have now detected these chemical residues in leafy vegetables for the first time. Although the concentrations were low, the evidence was clear, a finding that is also known for drug residues in plant-based foods. The study was published in the journal Frontiers in Environmental Science.


						
The presence of drug residues in commercially sold fruit and vegetables has already been scientifically investigated many times. However, chemical substances from tire wear, so-called additives, also find their way into the food chain. This has now been shown in a new study by an international research team led by Thilo Hofmann at the Center for Microbiology and Environmental Systems Science at the University of Vienna (CeMESS) in collaboration with a team the Hebrew University of Jerusalem led by Benny Chefetz. Vegetables from Switzerland and Israel were examined. Some of these substances and their transformation products can potentially pose ecological and toxicological risks.

Car tires consist of a complex mixture of materials that improve their performance and durability. These include 5-15% chemical additives, which comprise hundreds of substances, for example antioxidants, antiozonants, vulcanizing agents, anti-aging agents and many more, to enable the hig-tech performance of a modern tire. "The toxicity of tire and road wear particles is related to their organic additives and associated transformation products," explains Anya Sherman, PhD student at CeMESS and first author of the recently published study.

The compounds extracted from car tires find their way into agriculture through atmospheric deposition, irrigation with treated wastewater and the use of sewage sludge as fertilizer. "There they can be taken-up by plants and thus also reach humans," adds Thilo Hofmann, head of the research group.

Residues of tire wear in leafy vegetables from the supermarket and field

Finally, the researchers extrapolated the measured values from the vegetables to the intake of these substances in the diet. "We calculated the intake per day based on what people in Switzerland and Israel eat," says Sherman. The concentrations of the tire additives in leafy vegetables are low overall and are, for example, 238 nanograms ng/kg for benzothiazole (BTZ), or 0.4 ng/kg for 6PPD, a substance whose transformation product 6PPD quinone is known to be highly toxic for aquatic species like coho salmon. Depending on the diet, this leads to a daily intake per person of 12 to 1,296 ng for BTZ, or 0.06 to 2.6 ng for 6PPD. This is comparable in magnitude to drug residues, which also enter the food chain. According to Thilo Hofmann, the study shows clear results: "While the concentrations and daily intake are fortunately relatively low, additives from car tires are still found in food. That's not where they belong." According to Hofmann, the next steps should now be to investigate the environmental and human health aspects.

From the street, to the plant, into the body

As early as 2023, the scientists were able to show that additives from car tires can in principle be absorbed by plants. "However, the question was whether this only happens in our mechanistic laboratory study or also in the field," explains first author Anya Sherman. In the current study, the Viennese and Israeli environmental scientists therefore analyzed whether lettuce plants absorb the chemicals released by car tires under natural growing conditions. "We examined real samples from supermarkets in Switzerland and field vegetables from Israel," says Thilo Hofmann, explaining the background to the study published last week.

The international team of researchers used high-resolution mass spectrometry to analyze the samples for a total of sixteen tire-associated compounds. The countries of origin of the leafy vegetables in the Swiss samples from the supermarket were Italy, Spain, and Switzerland. In the Israeli samples, field vegetables from Israel directly after harvest.
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Babies use 'helpless' infant period to learn powerful foundation models, just like ChatGPT | ScienceDaily
Babies' brains are not as immature as previously thought, rather they are using the period of postnatal 'helplessness' to learn powerful foundation models similar to those underpinning generative Artificial Intelligence, according to a new study.


						
The study, led by a Trinity College Dublin neuroscientist and just published in the journal Trends in Cognitive Sciences, finds for the first time that the classic explanation for infant helplessness is not supported by modern brain data.

Compared to many animals, humans are helpless for a long time after birth. Many animals, such as horses and chickens, can walk on the day they are born. This protracted period of helplessness puts human infants at risk and places a huge burden on the parents, but surprisingly has survived evolutionary pressure.

"Since the 1960s scientists have thought that the helplessness exhibited by human babies is due to the constraints of birth. The belief was that with big heads human babies have to be born early, resulting in immature brains and a helpless period that extends up to one year of age. We wanted to find out why human babies were helpless for such a long period," explains Professor Rhodri Cusack, Professor of Cognitive Neuroscience, and lead author of the paper.

The research team comprised Prof. Cusack, who measures development of the infant brain and mind using neuroimaging; Prof. Christine Charvet, Auburn University, USA, who compares brain development across species; and Dr. Marc'Aurelio Ranzato, a senior AI researcher at DeepMind.

"Our study compared brain development across animal species. It drew from a long-standing project, Translating Time, that equates corresponding ages across species to establish that human brains are more mature than many other species at birth," says Prof. Charvet.

The researchers used brain imaging and found that many systems in the human infant's brain are already functioning and processing the rich streams of information from the senses. This contradicts the long-held belief that many infant brain systems are too immature to function.




The team then compared learning in humans with the latest machine learning models, where deep neural networks benefit from a 'helpless' period of pre-training.

In the past, AI models were directly trained on tasks for which they were needed for example a self-driving car was trained to recognise what they see on a road. But now models are initially pre-trained to see patterns within vast quantities of data, without performing any task of importance. The resulting foundation model is subsequently used to learn specific tasks. It has been found this ultimately leads to quicker learning of new tasks and better performance.

"We propose that human infants similarly use the 'helpless' period in infancy to pre-train, learning powerful foundation models, which go on to underpin cognition in later life with high performance and rapid generalisation. This is very similar to the powerful machine learning models that have led to the big breakthroughs in generative AI in recent years, such as OpenAI's ChatGPT or Google's Gemini," Prof. Cusack explained.

The researchers say that future research on how babies learn could well inspire the next generation of AI models.

"Although there have been big breakthroughs in AI, foundation models consume vast quantities of energy and require vastly more data than babies. Understanding how babies learn may inspire the next generation of AI models. The next steps in research would be to directly compare learning in brains and AI," he concluded.
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A cracking discovery -- eggshell waste can recover rare earth elements needed for green energy | ScienceDaily
A collaborative team of researchers has made a cracking discovery with the potential to make a significant impact in the sustainable recovery of rare earth elements (REEs), which are in increasing demand for use in green energy technologies. The team found that humble eggshell waste could recover REES from water, offering a new, environmentally friendly method for their extraction.


						
The researchers, from Trinity College Dublin's School of Natural Sciences, and iCRAG, the Science Foundation Ireland research centre in applied geosciences, have just published their ground-breaking findings in the international journal ACS Omega.

REEs, which are essential for the technologies used in electric cars and wind turbines, for example, are in increasing demand but in relatively short supply. As a result, scientists must find new ways of extracting them from the environment -- and in sustainable ways, with current methods often harmful.

Here, the researchers discovered that calcium carbonate (calcite) in eggshells can effectively absorb and separate these valuable REEs from water.

The researchers placed eggshells in solutions containing REEs at various temperatures from a pleasant 25 degC to a scorching 205 degC, and for different time periods of up to three months. They found that the elements could enter the eggshells via diffusion along the calcite boundaries and the organic matrix, and, at higher temperatures, that the rare earth built new minerals on the eggshell surface.

At 90 degC, the eggshell surface helped recover formations of a rare earth compound called kozoite. As things got hotter, the eggshells underwent a complete transformation with the calcite shells dissolving and being replaced by polycrystalline kozoite. And at the highest temperature of 205degC, this mineral gradually transitioned into bastnasite, the stable rare earth carbonate mineral that is used by industry to extract REEs for technology applications.

This innovative method suggests that waste eggshells could be repurposed as a low-cost, eco-friendly material to help meet the growing demand for REES, as the eggshells trap distinct rare earths within their structure over time.

Lead author Dr Remi Rateau commented on the significance of the research, stating, "This study presents a potential innovative use of waste material that not only offers a sustainable solution to the problem of rare earth element recovery but also aligns with the principles of circular economy and waste valorisation."

Principal Investigator, Prof. Juan Diego Rodriguez-Blanco, emphasised the broader implications of the findings, adding: "By transforming eggshell waste into a valuable resource for rare earth recovery, we address critical environmental concerns associated with traditional extraction methods and contribute to the development of greener technologies."

Work was conducted at the Department of Geology in the School of Natural Sciences, Trinity. iCRAG (Irish Centre for Research in Applied Geosciences) is an SFI centre dedicated to advancing geosciences research with a focus on sustainable resource management and environmental protection.
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Top IT industry managers are divided on the need for face-to-face communication in the workplace | ScienceDaily
Many managers are currently seeking a balance between digital and face-to-face communication. A recent study from the University of Eastern Finland shows that top IT industry managers have different views on when and for what purposes face-to-face communication in the workplace is needed.


						
"Some top managers felt that all work tasks can be performed remotely with the help of digital communication. According to them, face-to-face communication is only necessary for maintaining interpersonal relationships and a sense of community," says Doctoral Researcher Lotta Salin of the University of Eastern Finland.

Others, however, felt that face-to-face communication is still needed, especially for complex tasks such as co-development, co-creation and co-innovation. Among the interviewees were also managers who felt that face-to-face communication in the workplace is important not only for maintaining interpersonal relationships but also for performing work tasks and maintaining a sense of community.

Maintaining a sense of community requires special attention from management

According to the study, managers shared the view of community building and maintenance in the workplace requiring deliberate attention. Remote work and digital communication have become the new norm in the IT industry and in the work of many professionals, which means that managers must deliberately devote their time and energy to fostering community-building communication.

The study suggests that building and maintaining a sense of community is possible through both face-to-face and digital communication.

"Face-to-face encounters provide opportunities for spontaneous and informal discussions when team members get together for lunch, coffee or company celebrations, for example. However, regular on-camera meetings and the opportunity to see colleagues in real time also creates the experience of being connected," Salin notes.

"Having an instant messaging platform where team members can exchange relaxed and informal messages fosters a sense of community. Through video, it is possible to organise activities that boost team spirit, ranging from remote coffee breaks for the team to entertaining video broadcasts aimed at the entire staff."

The findings of emphasise that managers' objectives for workplace communication are not solely related to work tasks but are significantly broader. In addition to focusing on work tasks, managers' communication highlights the building and maintaining of interpersonal relationships in the workplace. Moreover, managers aim to convey a certain image of themselves through communication, with some emphasising their own competence, while others present themselves as easily approachable. Furthermore, building and maintaining a sense of community through communication has recently emerged as a new, yet equally important, objective in managers' work.

The researchers interviewed 33 top managers from major IT industry companies in Finland. The managers had long leadership and e-leadership experience and they were members of the executive board of their company.
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New method of DNA testing: Expanding scientific innovation | ScienceDaily
A team of researchers from the Case Western Reserve University School of Medicine has developed a new method for target DNA sequence amplification, testing and analysis.


						
This new technique, or reaction, known as AMPLON (Amplifying DNA with Multiarm Priming and Looping Optimization of Nucleic Acid), offers an alternative to the previously accepted "gold-standard" Polymerase Chain Reaction (PCR) method, opening the opportunity for more applications in medical diagnosis.

The team's findings were recently published in the journal Advanced Materials.

"AMPLON has the potential to positively change the way molecular analysis and clinical diagnostics are performed," said Mohamed S. Draz, an assistant professor at the School of Medicine and the study's principal investigator, "from infectious-disease diagnostics to personalized medicine and environmental monitoring."

How it works

Researchers use such technology to compare the DNA of sick cells to that of healthy cells, allowing them to better understand the changes that occur as a disease progresses and how to treat it.

AMPLON provides several extensions along the DNA strand to simultaneously increase the speed and accuracy of DNA synthesis under constant temperature conditions.




Using this new simplified process eliminates the need to operate between high and low temperature extremes that can cause stress on materials. It also makes the amplification process more structured and accessible, especially in settings where precise temperature control is challenging.

Using the traditional PCR method, the DNA sample is heated so it can separate into two pieces of single-stranded DNA. Next, an enzyme builds two new strands of DNA, using the original strands as templates. The process is tedious, time consuming and expensive.

"We've developed a new method of DNA amplification that does not require bulky lab-bound equipment but can be conducted in one step and in diverse settings," Draz said. "More significantly, our approach does not weaken enzymes like the PCR method."

AMPLON's multiarmed DNA primer design can turn the shortcomings of enzymes into strengths to improve amplification efficiency and produce consistent results.

"We've been able to enhance amplification and reduce amplification time by 50%," Draz said. "Our approach has the potential to dramatically change the way nucleic acid amplification is performed, providing instead a portable, reliable and cost-effective solution for applications, ranging from point-of-care diagnostics to field-based research." said Draz.
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Great news, parents: You do have power over your tweens' screen use | ScienceDaily
Restricting use in bedrooms and at mealtimes have the biggest impact, but modeling good behavior is also important.


						
For many parents, it can feel like curbing kids' screen use is a losing battle. But new research from UC San Francisco (UCSF) has found the parenting practices that work best to curb screen time and addictive screen behavior: restricting screens in bedrooms and at mealtimes and modeling healthy practices at home.

Researchers asked 12- to 13-year-olds how often they used screens for everything but school, including gaming, texting, social media, video chatting, watching videos and browsing the internet; and whether their screen use was problematic.

Then, they asked parents how they used their own screens in front of their kids, how they monitored and restricted their kids' screen use, and whether they used it to reward or punish behavior. They also asked about the family's use of screens at mealtimes and the child's use of screens in the bedroom.

Using screens in bedrooms and at mealtime were linked to increased time and addictive use. But use went down when parents kept track of and limited their kids' screen time, and when they modeled healthy behavior themselves.

"These results are heartening because they give parents some concrete strategies they can use with their tweens and young teens: set screen time limits, keep track of your kids' screen use, and avoid screens in bedrooms and at mealtimes," said Jason Nagata, MD, a pediatrician at UCSF Benioff Children's Hospitals and the first author of the study, publishing June 5 in Pediatric Research. "Also, try to practice what you preach."

Refining AAP guidance 

The study analyzed the effectiveness on tweens of parenting strategies recommended by the American Academy of Pediatrics' (AAP) for children and adolescents aged 5 to 18 years old. It is one of the few studies to examine how parenting practices affect screen use in early adolescence, when children start to become more independent.




"We wanted to look at young adolescents in particular, because they are at a stage when mobile phone and social media use often ramps up and sets the course for future habits," Nagata said.

The researchers collected data from 10,048 U.S. participants, 46% of whom were racial or ethnic minorities, from the Adolescent Brain Cognitive Development (ABCD) study.

Parents were asked to rate, on a scale of 1 to 4, their level of agreement with such statements as, "My child falls asleep using a screen-based device."

The researchers then looked to see how the level of parental agreement predicted the children's daily screen time, and found it went up 1.6 hours for each additional point related to bedroom screen use. The same held true for using screens at mealtimes, which added 1.24 hours. Poor modeling by parents added 0.66 hours.

Limiting and monitoring their kids' screen time reduced it by 1.29 hours and 0.83 hours, respectively. But using screen time as either a reward or a punishment was not effective, resulting in 0.36 more hours, as well as more problematic video game use.

Used in moderation, screens can help maintain social connections and foster community, but especially for children, problematic use can lead to mental health problems, as well as physical inactivity and problems with sleep.

"Screen time at bedtime displaces sleep time, which is essential for health and development in young adolescents," Nagata said. "Parents can consider keeping screens outside their children's bedroom and turning off devices and notifications overnight."
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AI approach elevates plasma performance and stability across fusion devices | ScienceDaily
Achieving a sustained fusion reaction is a delicate balancing act, requiring a sea of moving parts to come together to maintain a high-performing plasma: one that is dense enough, hot enough, and confined for long enough for fusion to take place.


						
Yet as researchers push the limits of plasma performance, they have encountered new challenges for keeping plasmas under control, including one that involves bursts of energy escaping from the edge of a super-hot plasma. These edge bursts negatively impact overall performance and even damage the plasma-facing components of a reactor over time.

Now, a team of fusion researchers led by engineers at Princeton and the U.S. Department of Energy's Princeton Plasma Physics Laboratory (PPPL) have successfully deployed machine learning methods to suppress these harmful edge instabilities -- without sacrificing plasma performance.

With their approach, which optimizes the system's suppression response in real-time, the research team demonstrated the highest fusion performance without the presence of edge bursts at two different fusion facilities -- each with its own set of operating parameters. The researchers reported their findings on May 11 in Nature Communications, underscoring the vast potential of machine learning and other artificial intelligence systems to quickly quash plasma instabilities.

"Not only did we show our approach was capable of maintaining a high-performing plasma without instabilities, but we also showed that it can work at two different facilities," said research leader Egemen Kolemen, associate professor of mechanical and aerospace engineering and the Andlinger Center for Energy and the Environment. "We demonstrated that our approach is not just effective -- it's versatile as well."

The costs of high-confinement

Researchers have long experimented with various ways to operate fusion reactors to achieve the necessary conditions for fusion. Among the most promising approaches involves operating a reactor in high-confinement mode, a regime characterized by the formation of a steep pressure gradient at the plasma's edge that offers enhanced plasma confinement.




However, the high-confinement mode has historically come hand-in-hand with instabilities at the plasma's edge, a challenge that has required fusion researchers to find creative workarounds.

One fix involves using the magnetic coils that surround a fusion reactor to apply magnetic fields to the edge of the plasma, breaking up the structures that might otherwise develop into a full-fledged edge instability. Yet this solution is imperfect: while successful at stabilizing the plasma, applying these magnetic perturbations typically leads to lower overall performance.

"We have a way to control these instabilities, but in turn, we've had to sacrifice performance, which is one of the main motivations for operating in the high-confinement mode in the first place," said Kolemen, who is also a staff research physicist at PPPL.

The performance loss is partly due to the difficulty of optimizing the shape and amplitude of the applied magnetic perturbations, which in turn stems from the computational intensity of existing physics-based optimization approaches. These conventional methods involve a set of complex equations and can take tens of seconds to optimize a single point in time -- far from ideal when plasma behavior can change in mere milliseconds. Consequently, fusion researchers have had to preset the shape and amplitude of the magnetic perturbations ahead of each fusion run, losing the ability to make real-time adjustments.

"In the past, everything has had to be pre-programmed," said co-first author SangKyeun Kim, a staff research scientist at PPPL and former postdoctoral researcher in Kolemen's group. "That limitation has made it difficult to truly optimize the system, because it means that the parameters can't be changed in real time depending on how the conditions of the plasma unfold."

Raising performance by lowering computation time

The Princeton-led team's machine learning approach slashes the computation time from tens of seconds to the millisecond scale, opening the door for real-time optimization. The machine learning model, which is a more efficient surrogate for existing physics-based models, can monitor the plasma's status from one millisecond to the next and alter the amplitude and shape of the magnetic perturbations as needed. This allows the controller to strike a balance between edge burst suppression and high fusion performance, without sacrificing one for the other.




"With our machine learning surrogate model, we reduced the calculation time of a code that we wanted to use by orders of magnitude," said co-first author Ricardo Shousha, a postdoctoral researcher at PPPL and former graduate student in Kolemen's group.

Because their approach is ultimately grounded in physics, the researchers said it would be straightforward to apply to different fusion devices around the world. In their paper, for instance, they demonstrated the success of their approach at both the KSTAR tokamak in South Korea and the DIII-D tokamak in San Diego. At both facilities, which each have a unique set of magnetic coils, the method achieved strong confinement and high fusion performance without harmful plasma edge bursts.

"Some machine learning approaches have been critiqued for being solely data-driven, meaning that they're only as good as the amount of quality data they're trained on," Shousha said. "But since our model is a surrogate of a physics code, and the principles of physics apply equally everywhere, it's easier to extrapolate our work to other contexts."

The team is already working to refine their model to be compatible with other fusion devices, including planned future reactors such as ITER, which is currently under construction.

One active area of work in Kolemen's group involves enhancing their model's predictive capabilities. For instance, the current model still relies on encountering several edge bursts over the course of the optimization process before working effectively, posing unwanted risks to future reactors. If instead the researchers can improve the model's ability to recognize the precursors to these harmful instabilities, it could be possible to optimize the system without encountering a single edge burst.

Kolemen said the current work is yet another example of the potential for AI to overcome longstanding bottlenecks in developing fusion power as a clean energy resource. Previously, researchers led by Kolemen successfully deployed a separate AI controller to predict and avoid another type of plasma instability in real time at the DIII-D tokamak.

"For many of the challenges we have faced with fusion, we've gotten to the point where we know how to approach a solution but have been limited in our ability to implement those solutions by the computational complexity of our traditional tools," said Kolemen. "These machine learning approaches have unlocked new ways of approaching these well-known fusion challenges."
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Largest-ever antibiotic discovery effort uses AI to uncover potential cures in microbial dark matter | ScienceDaily
Almost a century ago, the discovery of antibiotics like penicillin revolutionized medicine by harnessing the natural bacteria-killing abilities of microbes. Today, a new study co-led by researchers at the Perelman School of Medicine at the University of Pennsylvania suggests that natural-product antibiotic discovery is about to accelerate into a new era, powered by artificial intelligence (AI).


						
The study, published in Cell, details how the researchers used a form of AI called machine learning to search for antibiotics in a vast dataset containing the recorded genomes of tens of thousands of bacteria and other primitive organisms. This unprecedented effort yielded nearly one million potential antibiotic compounds, with dozens showing promising activity in initial tests against disease-causing bacteria.

"AI in antibiotic discovery is now a reality and has significantly accelerated our ability to discover new candidate drugs. What once took years can now be achieved in hours using computers" said study co-senior author Cesar de la Fuente, PhD, a Presidential Assistant Professor in Psychiatry, Microbiology, Chemistry, Chemical and Biomolecular Engineering, and Bioengineering.

Nature has always been a good place to look for new medicines, especially antibiotics. Bacteria, ubiquitous on our planet, have evolved numerous antibacterial defenses, often in the form of short proteins ("peptides") that can disrupt bacterial cell membranes and other critical structures. While the discovery of penicillin and other natural-product-derived antibiotics revolutionized medicine, the growing threat of antibiotic resistance has underscored the urgent need for new antimicrobial compounds.

In recent years, de la Fuente and colleagues have pioneered AI-powered searches for antimicrobials. They have identified preclinical candidates in the genomes of contemporary humans, extinct Neanderthals and Denisovans, woolly mammoths, and hundreds of other organisms. One of the lab's primary goals is to mine the world's biological information for useful molecules, including antibiotics.

For this new study, the research team used a machine learning platform to sift through multiple public databases containing microbial genomic data. The analysis covered 87,920 genomes from specific microbes as well as 63,410 mixes of microbial genomes -- "metagenomes" -- from environmental samples. This comprehensive exploration spanned diverse habitats around the planet.

This extensive exploration succeeded in identifying 863,498 candidate antimicrobial peptides, more than 90 percent of which had never been described before. To validate these findings, the researchers synthesized 100 of these peptides and tested them against 11 disease-causing bacterial strains, including antibiotic-resistant strains of E. coli and Staphylococcus aureus.




"Our initial screening revealed that 63 of these 100 candidates completely eradicated the growth of at least one of the pathogens tested, and often multiple strains," de la Fuente said. "In some cases, these molecules were effective against bacteria at very low doses."

Promising results were also observed in preclinical animal models, where some of the potent compounds successfully stopped infections. Further analysis suggested that many of these candidate molecules destroy bacteria by disrupting their outer protective membranes, effectively popping them like balloons.

The identified compounds originated from microbes living in a wide variety of habitats, including human saliva, pig guts, soil and plants, corals, and many other terrestrial and marine organisms. This validates the researchers' broad approach to exploring the world's biological data.

Overall, the findings demonstrate the power of AI in discovering new antibiotics, providing multiple new leads for antibiotic developers, and signaling the start of a promising new era in antibiotic discovery.

The team has published their repository of putative antimicrobial sequences, which they call AMPSphere, which is open access and freely available at https://ampsphere.big-data-biology.org/




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/06/240605162425.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Electrified charcoal 'sponge' can soak up CO2 directly from the air | ScienceDaily
Researchers have developed a low-cost, energy-efficient method for making materials that can capture carbon dioxide directly from the air.


						
Researchers from the University of Cambridge used a method similar to charging a battery to instead charge activated charcoal, which is often used in household water filters.

By charging the charcoal 'sponge' with ions that form reversible bonds with CO2, the researchers found the charged material could successfully capture CO2 directly from the air.

The charged charcoal sponge is also potentially more energy efficient than current carbon capture approaches, since it requires much lower temperatures to remove the captured CO2 so it can be stored. The results are reported in the journal Nature.

"Capturing carbon emissions from the atmosphere is a last resort, but given the scale of the climate emergency, it's something we need to investigate," said Dr Alexander Forse from the Yusuf Hamied Department of Chemistry, who led the research. "The first and most urgent thing we've got to do is reduce carbon emissions worldwide, but greenhouse gas removal is also thought to be necessary to achieve net zero emissions and limit the worst effects of climate change. Realistically, we've got to do everything we can."

Direct air capture, which uses sponge-like materials to remove carbon dioxide from the atmosphere, is one potential approach for carbon capture, but current approaches are expensive, require high temperatures and the use of natural gas, and lack stability.

"Some promising work has been done on using porous materials for carbon capture from the atmosphere," said Forse. "We wanted to see if activated charcoal might be an option, since it's cheap, stable and made at scale."

Activated charcoal is used in many purification applications, such as water filters, but normally it can't capture and hold CO2 from the air. Forse and his colleagues proposed that if activated charcoal could be charged, like a battery, it could be a suitable material for carbon capture.




When charging a battery, charged ions are inserted into one of the battery's electrodes. The researchers hypothesised that charging activated charcoal with chemical compounds called hydroxides would make it suitable for carbon capture, since hydroxides form reversible bonds with CO2.

The team used a battery-like charging process to charge an inexpensive activated charcoal cloth with hydroxide ions. In this process, the cloth essentially acts like an electrode in a battery, and hydroxide ions accumulate in the tiny pores of the charcoal. At the end of the charging process, the charcoal is removed from the "battery," washed and dried.

Tests of the charged charcoal sponge showed that it could successfully capture CO2 directly from the air, thanks to the bonding mechanism of the hydroxides.

"It's a new way to make materials, using a battery-like process," said Forse. "And the rates of CO2 capture are already comparable to incumbent materials. But what's even more promising is this method could be far less energy-intensive, since we don't require high temperatures to collect the CO2 and regenerate the charcoal sponge."

To collect the CO2 from the charcoal so it can be purified and stored, the material is heated to reverse the hydroxide-CO2 bonds. In most materials currently used for CO2 capture from air, the materials need to be heated to temperatures as high as 900degC, often using natural gas. However, the charged charcoal sponges developed by the Cambridge team only require heating to 90-100degC, temperatures that can be achieved using renewable electricity. The materials are heated through resistive heating, which essentially heats them from the inside out, making the process faster and less energy-intensive.

The materials do, however, have limitations that the researchers are now working on. "We are working now to increase the quantity of carbon dioxide that can be captured, and in particular under humid conditions where our performance decreases," said Forse.




The researchers say their approach could be useful in fields beyond carbon capture, since the pores in the charcoal and the ions inserted into them can be fine-tuned to capture a range of molecules.

"This approach was a kind of crazy idea we came up with during the Covid-19 lockdowns, so it's always exciting when these ideas actually work," said Forse. "This approach opens a door to making all kinds of materials for different applications, in a way that's simple and energy-efficient."

A patent has been filed and the research is being commercialised with the support of Cambridge Enterprise, the University's commercialisation arm.

The research was supported in part by the Leverhulme Trust, the Royal Society, the Engineering and Physical Sciences Research Council (EPSRC), part of UK Research and Innovation (UKRI), and the Cambridge Centre for Climate Repair.
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'Weird' new planet retained atmosphere despite nearby star's relentless radiation | ScienceDaily
A rare exoplanet that should have been stripped down to bare rock by its nearby host star's intense radiation somehow grew a puffy atmosphere instead -- the latest in a string of discoveries forcing scientists to rethink theories about how planets age and die in extreme environments.


						
Nicknamed "Phoenix" for its ability to survive its red giant star's radiant energy, the newly discovered planet illustrates the vast diversity of solar systems and the complexity of planetary evolution -- especially at the end of stars' lives.

The findings are published in The Astronomical Journal.

"This planet isn't evolving the way we thought it would, it appears to have a much bigger, less dense atmosphere than we expected for these systems," said Sam Grunblatt, a Johns Hopkins University astrophysicist who led the research. "How it held on to that atmosphere despite being so close to such a large host star is the big question."

The new planet belongs to a category of rare worlds called "hot Neptunes" because they share many similarities with the solar system's outermost, frozen giant despite being far closer to their host stars and far hotter. Officially named TIC365102760 b, the latest puffy planet is surprisingly smaller, older, and hotter than scientists thought possible. It is 6.2 times bigger than Earth, completes an orbit around its parent star every 4.2 days, and is about 6 times closer to its star than Mercury is to the Sun.

Because of Phoenix's age and scorching temperatures, coupled with its unexpectedly low density, the process of stripping its atmosphere must have occurred at a slower pace than scientists thought possible, the scientists concluded. They also estimated that the planet is 60 times less dense than the densest "hot Neptune" discovered to date, and that it won't survive more than 100 million years before it begins dying by spiraling into its giant star.

"It's the smallest planet we've ever found around one of these red giants, and probably the lowest mass planet orbiting a [red] giant star we've ever seen," Grunblatt said. "That's why it looks really weird. We don't know why it still has an atmosphere when other 'hot Neptunes' that are much smaller and much denser seem to be losing their atmospheres in much less extreme environments."

Grunblatt and his team were able to gain such insights by devising a new method for fine-tuning data from NASA's Transiting Exoplanet Survey Satellite. The satellite's telescope can spot low-density planets as they dim the brightness of their host stars when passing in front of them. But Grunblatt's team filtered out unwanted light in the images and then combined them with additional measurements from the W.M. Keck Observatory on Hawaii's Maunakea volcano, a facility that tracks the tiny wobbles of stars caused by their orbiting planets.




The findings could help scientists better understand how atmospheres like Earth's might evolve, Grunblatt said. Scientists predict that in a few billion years the sun will expand into a red giant star that will swell up and engulf Earth and the other inner planets.

"We don't understand the late-stage evolution of planetary systems very well," Grunblatt said. "This is telling us that maybe Earth's atmosphere won't evolve exactly how we thought it would."

Puffy planets are often composed of gases, ice, or other lighter materials that make them overall less dense than any planet in the solar system. They are so rare that scientists believe only about 1% of stars have them. Exoplanets like Phoenix are not as commonly discovered because their smaller sizes make them harder to spot than bigger, denser ones, Grunblatt said. That's why his team is searching for more of these smaller worlds. They already have found a dozen potential candidates with their new technique.

"We still have a long way to go in understanding how planetary atmospheres evolve over time," Grunblatt said.

Other authors are: Nicholas Saunders, Daniel Huber, and Ashley Chontos of the University of Hawaii at Manoa; Daniel Thorngren and Kevin Schlaufman of Johns Hopkins University; Shreyas Vissapragada and Stephanie Yoshida of Harvard University; Steven Giacalone, Emma Turtelboom, and Howard Isaacson of the University of California, Berkeley; Mason Macdougall of the University of California, Los Angeles; Corey Beard of the University of California, Irvine; Joseph M. Akana Murphy of the University of California, Santa Cruz; Malena Rice of Yale University; Ruth Angus of the American Museum of Natural History, Flatiron Institute, and Columbia University; and Andrew W. Howard of the California Institute of Technology.

This work was supported by a NASA Keck PI Data Award, administered by the NASA Exoplanet Science Institute. Data from the Keck Observatory came via telescope time allocated to NASA.

The scientists wish to recognize and acknowledge the significant cultural role and reverence that the summit of Maunakea has within the Indigenous Hawaiian community.
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Accelerating the R&D of wearable tech: Combining collaborative robotics, AI | ScienceDaily
Engineers at the University of Maryland (UMD) have developed a model that combines machine learning and collaborative robotics to overcome challenges in the design of materials used in wearable green tech.


						
Led by Po-Yen Chen, assistant professor in UMD's Department of Chemical and Biomolecular Engineering, the accelerated method to create aerogel materials used in wearable heating applications -- published June 1 in the journal Nature Communications- could automate design processes for new materials.

Similar to water-based gels, but instead made using air, aerogels are lightweight and porous materials used in thermal insulation and wearable technologies, due to their mechanical strength and flexibility. But despite their seemingly simplistic nature, the aerogel assembly line is complex; researchers rely on time-intensive experiments and experience-based approaches to explore a vast design space and design the materials.

To overcome these challenges, the research team combined robotics, machine learning algorithms, and materials science expertise to enable the accelerated design of aerogels with programmable mechanical and electrical properties. Their prediction model is built to generate sustainable products with a 95 percent accuracy rate.

"Materials science engineers often struggle to adopt machine learning design due to the scarcity of high-quality experimental data. Our workflow, which combines robotics and machine learning, not only enhances data quality and collection rates, but also assists researchers in navigating the complex design space," said Chen.

The team's strong and flexible aerogels were made using conductive titanium nanosheets, as well as naturally occurring components such as cellulose (an organic compound found in plant cells) and gelatin (a collagen-derived protein found in animal tissue and bones).

The team says their tool can also be expanded to meet other applications in aerogel design -- such as green technologies used in oil spill cleanup, sustainable energy storage, and thermal energy products like insulating windows.

"The blending of these approaches is putting us at the frontier of materials design with tailorable complex properties. We foresee leveraging this new scaleup production platform to design aerogels with unique mechanical, thermal, and electrical properties for harsh working environments," said Eleonora Tubaldi, an assistant professor in mechanical engineering and collaborator in the study.

Looking ahead, Chen's group will conduct studies to understand the microstructures responsible for aerogel flexibility and strength properties. His work has been supported by a UMD Grand Challenges Team Project Grant for the programmable design of natural plastic substitutes, jointly awarded to UMD Mechanical Engineering Professor Teng Li.
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Internet addiction affects the behavior and development of adolescents | ScienceDaily
Adolescents with an internet addiction undergo changes in the brain that could lead to additional addictive behaviour and tendencies, finds a new study by UCL researchers.


						
The findings, published in PLOS Mental Health, reviewed 12 articles involving 237 young people aged 10-19 with a formal diagnosis of internet addiction between 2013 and 2023.

Internet addiction has been defined as a person's inability to resist the urge to use the internet, negatively impacting their psychological wellbeing, as well as their social, academic and professional lives.

The studies used functional magnetic resonance imaging (fMRI) to inspect the functional connectivity (how regions of the brain interact with each other) of participants with internet addiction, both while resting and completing a task.

The effects of internet addiction were seen throughout multiple neural networks in the brains of adolescents. There was a mixture of increased and decreased activity in the parts of the brain that are activated when resting (the default mode network).

Meanwhile, there was an overall decrease in the functional connectivity in the parts of the brain involved in active thinking (the executive control network).

These changes were found to lead to addictive behaviours and tendencies in adolescents, as well as behaviour changes associated with intellectual ability, physical coordination, mental health and development.




Lead author, MSc student, Max Chang (UCL Great Ormond Street Institute for Child Health) said: "Adolescence is a crucial developmental stage during which people go through significant changes in their biology, cognition, and personalities. As a result, the brain is particularly vulnerable to internet addiction related urges during this time, such as compulsive internet usage, cravings towards usage of the mouse or keyboard and consuming media.

"The findings from our study show that this can lead to potentially negative behavioural and developmental changes that could impact the lives of adolescents. For example, they may struggle to maintain relationships and social activities, lie about online activity and experience irregular eating and disrupted sleep."

With smartphones and laptops being ever more accessible, internet addiction is a growing problem across the globe. Previous research has shown that people in the UK spend over 24 hours every week online and, of those surveyed, more than half self-reported being addicted to the internet.

Meanwhile, Ofcom found that of the 50 million internet users in the UK, over 60% said their internet usage had a negative effect on their lives -- such as being late or neglecting chores.

Senior author, Irene Lee (UCL Great Ormond Street Institute of Child Health), said: "There is no doubt that the internet has certain advantages. However, when it begins to affect our day-to-day lives, it is a problem.

"We would advise that young people enforce sensible time limits for their daily internet usage and ensure that they are aware of the psychological and social implications of spending too much time online."

Mr Chang added: "We hope our findings will demonstrate how internet addiction alters the connection between the brain networks in adolescence, allowing physicians to screen and treat the onset of internet addiction more effectively.




"Clinicians could potentially prescribe treatment to aim at certain brain regions or suggest psychotherapy or family therapy targeting key symptoms of internet addiction.

"Importantly, parental education on internet addiction is another possible avenue of prevention from a public health standpoint. Parents who are aware of the early signs and onset of internet addiction will more effectively handle screen time, impulsivity, and minimise the risk factors surrounding internet addiction."

Study limitations

Research into the use of fMRI scans to investigate internet addiction is currently limited and the studies had small adolescent samples. They were also primarily from Asian countries. Future research studies should compare results from Western samples to provide more insight on therapeutic intervention.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/06/240604184208.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



A new way of designing auxetic materials | ScienceDaily
Imagine pulling on the long ends of a rectangular piece of rubber.


						
It should become narrower and thinner.

But what if, instead, it got wider and fatter?

Now, push in on those same ends. What if the rubber became narrower and thinner?

Such common-sense-defying materials do exist. They're called auxetics, and they have a raft of unique properties that make them well-suited for sneaker insoles, bomb-resilient buildings, car bumpers and clothing.

Despite this great potential, auxetic products have been slow to market. Researchers at the National Institute of Standards and Technology (NIST) and the University of Chicago hope to change this.

In a new study published in NPJ Computational Materials, they announced they've developed a new tool that makes designing materials with auxetic properties easier and faster. An algorithm, the tool enables precise three-dimensional design of auxetics.




"It's a huge advance for auxetics," said NIST materials research engineer Edwin Chan, a study co-author. "We can actually optimize the material to have whatever particular mechanical properties and behavior that you want."

The behavior of elastic materials is partially described by Poisson's ratio, which explains how the material changes shape when you stretch or squeeze it in one direction.

Most materials have a positive Poisson's ratio, which means squeezing them in one direction will make them wider and/or thicker in other directions. Stretching them makes them narrower and/or thinner.

Auxetics have a negative value of Poisson's ratio and do exactly the reverse.

When you punch a nonauxetic material, it gets thinner and expands laterally. When you punch an auxetic, the material bunches up and narrows in width. Under the right circumstances, this provides greater resistance to impact.

For example, if you punch a bag full of water (like you would carry for hiking), the water within it will flow away from the point of impact. If the bag were full of an auxetic foam when you punched it, though, the material would grow denser and stiffen.




This is one of the reasons auxetics are being considered for use in buildings and automobiles. They have the potential to offer greater protection from explosions and collisions. In a sneaker insole, an auxetic gel or rubber foam might better cushion the foot when it strikes the ground.

In clothing, auxetic nylons, fibers and other synthetic materials could prove more comfortable than traditional materials. Since they widen when stretched, they more effectively distribute pressure across the body, potentially relieving strain on the back, joints, neck or shoulders. One study on using auxetic materials in bra straps found that "auxetic polyester and nylon structures exhibited remarkable pressure distribution capabilities."

The design tool devised by the NIST and University of Chicago scientists is an "inverse design" algorithm, which means users can input their desired value for their auxetic material's Poisson's ratio. The algorithm then proposes an optimized structure for the material.

Another way of expressing Poisson's ratio is that it describes the relationship between shape and volume when one of these changes. The new algorithm allows for fine-tuning this relationship to create auxetic materials that behave in ways you couldn't find in nature.

"Our research is a beautiful example of theoretical, experimental and computational science working together to realize something new," said NIST materials research engineer Marcos Reyes-Martinez. "Having a way to make auxetics better will allow them to become more prevalent in our everyday lives."

The researchers patented the algorithm as well as the underlying methodology and its implementation using 3D printing.
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Researchers use machine learning to detect defects in additive manufacturing | ScienceDaily
Researchers at the University of Illinois Urbana-Champaign have developed a new method for detecting defects in additively manufactured components.


						
One of the most important tasks in any factory is to determine whether a manufactured component is free of defects. In additive manufacturing (3D printing), it can be particularly challenging to find defects, because additive manufacturing can make components that have complex three-dimensional shapes and important internal features that are not easily observed.

The novel technology uses deep machine learning to make it much easier to identify defects in additively manufactured components. To build their model, researchers used computer simulations to generate tens of thousands of synthetic defects -- which exist only in the computer. Each computer-generated defect had a different size, shape, and location, allowing the deep learning model to train on a wide variety of possible defects and to recognize the difference between components that were defective and those that weren't. The algorithm was then tested on physical parts, some of which were defective and some of which were defect-free. The algorithm was able to correctly identify hundreds of defects in real physical parts that have not previously been seen by the deep learning model.

"This technology addresses one of the toughest challenges in additive manufacturing," said William King, Professor of Mechanical Science and Engineering at Illinois and the project leader. "Using computer simulations, we can very quickly build a machine learning model that identifies defects with high accuracy. Deep learning allows us to accurately detect defects that were never previously seen by the computer."

The research, published in the Journal of Intelligent Manufacturing in a paper titled "Detecting and classifying hidden defects in additively manufactured parts using deep learning and X-ray computed tomography," used X-ray computed tomography to inspect the interior of 3D components having internal features and defects that are hidden from view. Three-dimensional components can be easy to make with additive manufacturing, but difficult to inspect when important features are hidden from view.

The authors are Miles Bimrose, Sameh Tawfick, and William King from University of Illinois Urbana-Champaign; Davis McGregor from University of Maryland; Chenhui Shao from University of Michigan; and Tianxiang Hu, Jiongxin Wang and Zuozhu Liu from Zhejiang University.
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Smart thermostats provide sleep insights at home | ScienceDaily
A new study to be presented at the SLEEP 2024 annual meeting offers a framework for an objective, non-invasive and zero-effort sleep monitoring system utilizing smart thermostats equipped with motion sensors.


						
Results show that smart thermostats identified three distinct sleep quality clusters, with clear variations in sleep duration, disturbances and efficiency. Comparative analysis underscored the heterogeneity in sleep quality, highlighting the potential of smart devices and NextGen IoT data sources in identifying sleep patterns and contributing to sleep research without invasive monitoring.

"Even though these smart thermostats were not originally intended for health monitoring, their capability to accurately differentiate between complex sleep patterns and disturbances were the most surprising part of this study," said Jasleen Kaur, who has a doctorate in computer science and engineering and is a postdoctoral researcher at the UbiLab, University of Waterloo in Ontario, Canada.

The researchers analyzed eight terabytes of data collected from smart thermostats in 178,706 households. Sensor activations were translated into signals that modeled sleep features, and machine learning models were used to discern sleep quality indicators.

The American Academy of Sleep Medicine recognizes that consumer sleep technology may be utilized to enhance the patient-clinician interaction when presented in the context of an appropriate clinical evaluation. However, these tools are not substitutes for medical evaluation.

According to Kaur, the study highlights the potential for smart devices to collect meaningful, long-term behavioral health data in the home for near-real time public health surveillance.

"Quality sleep is critical to people's health and well-being," said Kaur. "However, collecting reliable data is difficult as it often relies on recall bias and subjective interpretation; this offers potential for integrating environmental and behavioral health data to improve sleep health."

The research abstract was published recently in an online supplement of the journal Sleep and will be presented Tuesday and Wednesday, June 4 and 5, during SLEEP 2024 in Houston.
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Using AI to decode dog vocalizations | ScienceDaily
Have you ever wished you could understand what your dog is trying to say to you? University of Michigan researchers are exploring the possibilities of AI, developing tools that can identify whether a dog's bark conveys playfulness or aggression.


						
The same models can also glean other information from animal vocalizations, such as the animal's age, breed and sex. A collaboration with Mexico's National Institute of Astrophysics, Optics and Electronics (INAOE) Institute in Puebla, the study finds that AI models originally trained on human speech can be used as a starting point to train new systems that target animal communication.

The results were presented at the Joint International Conference on Computational Linguistics, Language Resources and Evaluation.

"By using speech processing models initially trained on human speech, our research opens a new window into how we can leverage what we built so far in speech processing to start understanding the nuances of dog barks," said Rada Mihalcea, the Janice M. Jenkins Collegiate Professor of Computer Science and Engineering, and director of U-M's AI Laboratory.

"There is so much we don't yet know about the animals that share this world with us. Advances in AI can be used to revolutionize our understanding of animal communication, and our findings suggest that we may not have to start from scratch."

One of the prevailing obstacles to developing AI models that can analyze animal vocalizations is the lack of publicly available data. While there are numerous resources and opportunities for recording human speech, collecting such data from animals is more difficult.

"Animal vocalizations are logistically much harder to solicit and record," said Artem Abzaliev, lead author and U-M doctoral student in computer science and engineering. "They must be passively recorded in the wild or, in the case of domestic pets, with the permission of owners."

Because of this dearth of usable data, techniques for analyzing dog vocalizations have proven difficult to develop, and the ones that do exist are limited by a lack of training material. The researchers overcame these challenges by repurposing an existing model that was originally designed to analyze human speech.




This approach enabled the researchers to tap into robust models that form the backbone of the various voice-enabled technologies we use today, including voice-to-text and language translation. These models are trained to distinguish nuances in human speech, like tone, pitch and accent, and convert this information into a format that a computer can use to identify what words are being said, recognize the individual speaking, and more.

"These models are able to learn and encode the incredibly complex patterns of human language and speech," Abzaliev said. "We wanted to see if we could leverage this ability to discern and interpret dog barks."

The researchers used a dataset of dog vocalizations recorded from 74 dogs of varying breed, age and sex, in a variety of contexts. Humberto Perez-Espinosa, a collaborator at INAOE, led the team who collected the dataset. Abzaliev then used the recordings to modify a machine-learning model -- a type of computer algorithm that identifies patterns in large data sets. The team chose a speech representation model called Wav2Vec2, which was originally trained on human speech data.

With this model, the researchers were able to generate representations of the acoustic data collected from the dogs and interpret these representations. They found that Wav2Vec2 not only succeeded at four classification tasks; it also outperformed other models trained specifically on dog bark data, with accuracy figures up to 70%.

"This is the first time that techniques optimized for human speech have been built upon to help with the decoding of animal communication," Mihalcea said. "Our results show that the sounds and patterns derived from human speech can serve as a foundation for analyzing and understanding the acoustic patterns of other sounds, such as animal vocalizations."

In addition to establishing human speech models as a useful tool in analyzing animal communication -- which could benefit biologists, animal behaviorists and more -- this research has important implications for animal welfare. Understanding the nuances of dog vocalizations could greatly improve how humans interpret and respond to the emotional and physical needs of dogs, thereby enhancing their care and preventing potentially dangerous situations, the researchers said.
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New model allows a computer to understand human emotions | ScienceDaily
Researchers at the University of Jyvaskyla, Finland, have developed a model that enables computers to interpret and understand human emotions, utilizing principles of mathematical psychology. This advancement could significantly improve the interface between humans and smart technologies, including artificial intelligence systems, making them more intuitive and responsive to user feelings.


						
According to Jussi Jokinen, Associate Professor of Cognitive Science, the model could be used by a computer in the future to predict, for example, when a user will become annoyed or anxious. In such situations, the computer could, for example, give the user additional instructions or redirect the interaction.

In everyday interactions with computers, users commonly experience emotions such as joy, irritation, and boredom. Despite the growing prevalence of artificial intelligence, current technologies often fail to acknowledge these user emotions.

The model developed in Jyvaskyla can currently predict if the user has feelings of happiness, boredom, irritation, rage, despair and anxiety.

"Humans naturally interpret and react to each other's emotions, a capability that machines fundamentally lack," Jokinen explains. "This discrepancy can make interactions with computers frustrating, especially if the machine remains oblivious to the user's emotional state."

The research project led by Jokinen uses mathematical psychology to find solutions to the problem of misalignment between intelligent computer systems and their users.

"Our model can be integrated into AI systems, granting them the ability to psychologically understand emotions and thus better relate to their users." Jokinen says.




Research is based on emotional theory -- the next step is to influence the user's emotions

The research is anchored in a theory postulating that emotions are generated when human cognition evaluates events from various perspectives.

Jokinen elaborates: "Consider a computer error during a critical task. This event is assessed by the user's cognition as being counterproductive. An inexperienced user might react with anxiety and fear due to uncertainty on how to resolve the error, whereas an experienced user might feel irritation, annoyed at having to waste time resolving the issue. Our model predicts the user's emotional response by simulating this cognitive evaluation process."

The next phase of this project will explore potential applications of this emotional understanding.

"With our model, a computer could preemptively predict user distress and attempt to mitigate negative emotions," Jokinen suggests.

"This proactive approach could be utilized in various settings, from office environments to social media platforms, improving user experience by sensitively managing emotional dynamics."

The implications of such technology are profound, offering a glimpse into a future where computers are not merely tools, but empathetic partners in user interaction.
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Tin toughens bioimplant titanium alloys through the cocktail effect | ScienceDaily
Beta(b)-type titanium (Ti) alloys are renowned for their strength, formability and resistance to harsh environments. This, along with their excellent biocompatibility, has made them adequately suited for implants and prosthetics, from joint replacement to stents.


						
However, under certain conditions a brittle omega phase can form, making the material prone to breaking. Whilst it is known that adding tin (Sn) negates this, and makes b-type Ti alloys stronger, the exact mechanics behind this has continued to puzzle scientists. That is until now.

A research team led by Norihiko Okamoto and Tetsu Ichitsubo from Tohoku University's Institute for Materials Research (IMR) has revealed how this occurs. Their revelation came via a systematic investigation using model titanium-vanadium (Ti-V) alloys, which included a combination of experiments and theoretical analyses.

"Our findings reveal that the multi-element interaction between Ti, V, and Sn, coupled with the anchoring effect of Sn atoms, work together to completely suppress the formation of the detrimental omega phase, exemplifying the so-called cocktail effect," explained Ichitsubo.

Just like skillfully blending various drinks often results in a cocktail that is more delicious than imagined, the cocktail effect in the metallurgical field refers to the phenomenon where mixing multiple elemental components in a well-balanced ratio can lead to superior properties beyond expectations.

"This cocktail effect is a prime example of the phenomena observed in high-entropy materials, highlighting the importance of considering multi-element interactions in alloy design," adds Okamoto. "This discovery underscores the significance of accounting for multi-element interactions not just for biomaterials but also in the broader context of alloy design."

Understanding the finite details of strengthening b-type Ti alloys will help improve biomedical titanium implants, which provide invaluable support for people suffering from degenerative bone condition or aging populations.
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Flow research on the outskirts of space | ScienceDaily
For years, various models have been developed to describe an important class of mixing effects that occur, for example, in the flow in a chemical reactor. Experimental validation, however, has lagged far behind due to the superimposition of gravity effects. A European research team involving the Helmholtz-Zentrum Dresden-Rossendorf (HZDR) and partners at the University of Szeged (Hungary) and Universite libre de Bruxelles (ULB, Belgium) has now closed this gap with experiments conducted under weightlessness. The researchers recently published their results in the Nature journal npj Microgravity.


						
So-called reaction-diffusion fronts occur when two chemicals react with one another and at the same time spread out. Scientists can use this effect to model and better understand problems in chemistry and physics as well as in completely different areas like the financial world or linguistics as the underlying mathematical equations have the same characteristics. It gets more complicated when researchers combine these reactions with flows. Processes of this kind are important for technological applications relating to combustion processes, geology, the production of specific materials and storing carbon dioxide. Despite the plethora of applications, essential parts of these systems are not yet fully understood.

"Up to now, experiments to verify models of such processes have been distorted by buoyancy effects caused by density differences between the reaction solutions. In order to isolate this problem, we conducted experiments using weightlessness on board of a sounding rocket. Our partners did parallel numerical simulations to show the importance of the two-dimensional effects that can't be taken into account in simple one-dimensional models," says Dr. Karin Schwarzenberger of HZDR's Institute of Fluid Dynamics, outlining the work of her team.

Rocket take-off at the Arctic Circle

The experiment took place on 1 October 2022 -- on board of the sounding rocket TEXUS-57 that was launched from the Esrange Space Center, 40 kilometers east of Kiruna in Sweden. The collaborative project involving Airbus Defense & Space, the European Space Agency ESA and the German Aerospace Center (DLR) transported, among other things, the Schwarzenberger team's experimental model to the outskirts of space. The module had three reactors of different sizes consisting of glass plates stacked on top of each other at differing proximity. The rocket reached a height of 240 kilometers, achieving a state of almost complete weightlessness for nearly six minutes. During this period, the researchers were able to run their experiments automatically -- experiments that resulted from several years of meticulous planning. The reaction was triggered when the weightlessness set in. Three high-resolution cameras filmed the reaction fronts that spread between two flowing liquids. It was these images that were the focus of all the team's efforts: with their help, the researchers can now separate a very specific mixing effect from other flow phenomena.

Flow physics in weightlessness

Flows in liquid channels exhibit uneven velocity distribution due to friction with the walls, which subsequently influences the transport of dissolved substances and diffusing reactants in the liquid. This diffusion effect is known as Taylor-Aris dispersion, named for the two researchers who laid the foundations for understanding it back in the 1950s. In the past, theoretical studies proposed models of varying complexity to describe the interplay of Taylor-Aris dispersion and chemical reactions.

With regard to applications, however, it is important to assess the preconditions under which the various models can be used. This meant conducting experiments to isolate Taylor-Aris dispersion from other flow phenomena. On Earth, Taylor-Aris dispersion is essentially superimposed by buoyancy effects caused by gravity. Up to now, researchers have tried minimizing the buoyancy effects by using shallow reactors -- but it never worked completely because a certain range of reactor heights and flow velocities still needed to be covered in order to take in many application fields. But the larger the flow system, the stronger the gravity. The researchers have now been able to overcome these limitations in zero gravity.

A comparison with the reference experiments on the ground revealed that significantly less reaction product was generated at greater reactor heights under weightlessness. Even more important were the image data of the reaction fronts that were not distorted by the buoyancy effects. The Brussels partners were thus able to replicate the development of the front in various theoretical models. Joint evaluation showed that in very shallow reactors with slow flow, simple one-dimensional models can be used. However, in the case of larger reactors or faster flow, two-dimensional models using Taylor-Aris dispersion are required.

Within these validity range the corresponding correlations can now be employed to predict product formation. This can be used to design innovative reactors, for the targeted synthesis of particles and fluid transport in geological layers, but also to supply space stations, where gravitational conditions differ from those on Earth.
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New open-source platform allows users to evaluate performance of AI-powered chatbots | ScienceDaily
Researchers have developed a platform for the interactive evaluation of AI-powered chatbots such as ChatGPT.


						
A team of computer scientists, engineers, mathematicians and cognitive scientists, led by the University of Cambridge, developed an open-source evaluation platform called CheckMate, which allows human users to interact with and evaluate the performance of large language models (LLMs).

The researchers tested CheckMate in an experiment where human participants used three LLMs -- InstructGPT, ChatGPT and GPT-4 -- as assistants for solving undergraduate-level mathematics problems.

The team studied how well LLMs can assist participants in solving problems. Despite a generally positive correlation between a chatbot's correctness and perceived helpfulness, the researchers also found instances where the LLMs were incorrect, but still useful for the participants. However, certain incorrect LLM outputs were thought to be correct by participants. This was most notable in LLMs optimised for chat.

The researchers suggest models that communicate uncertainty, respond well to user corrections, and can provide a concise rationale for their recommendations, make better assistants. Human users of LLMs should verify their outputs carefully, given their current shortcomings.

The results, reported in the Proceedings of the National Academy of Sciences (PNAS), could be useful in both informing AI literacy training, and help developers improve LLMs for a wider range of uses.

While LLMs are becoming increasingly powerful, they can also make mistakes and provide incorrect information, which could have negative consequences as these systems become more integrated into our everyday lives.




"LLMs have become wildly popular, and evaluating their performance in a quantitative way is important, but we also need to evaluate how well these systems work with and can support people," said co-first author Albert Jiang, from Cambridge's Department of Computer Science and Technology. "We don't yet have comprehensive ways of evaluating an LLM's performance when interacting with humans."

The standard way to evaluate LLMs relies on static pairs of inputs and outputs, which disregards the interactive nature of chatbots, and how that changes their usefulness in different scenarios. The researchers developed CheckMate to help answer these questions, designed for but not limited to applications in mathematics.

"When talking to mathematicians about LLMs, many of them fall into one of two main camps: either they think that LLMs can produce complex mathematical proofs on their own, or that LLMs are incapable of simple arithmetic," said co-first author Katie Collins from the Department of Engineering. "Of course, the truth is probably somewhere in between, but we wanted to find a way of evaluating which tasks LLMs are suitable for and which they aren't."

The researchers recruited 25 mathematicians, from undergraduate students to senior professors, to interact with three different LLMs (InstructGPT, ChatGPT, and GPT-4) and evaluate their performance using CheckMate. Participants worked through undergraduate-level mathematical theorems with the assistance of an LLM and were asked to rate each individual LLM response for correctness and helpfulness. Participants did not know which LLM they were interacting with.

The researchers recorded the sorts of questions asked by participants, how participants reacted when they were presented with a fully or partially incorrect answer, whether and how they attempted to correct the LLM, or if they asked for clarification. Participants had varying levels of experience with writing effective prompts for LLMs, and this often affected the quality of responses that the LLMs provided.

An example of an effective prompt is "what is the definition of X" (X being a concept in the problem) as chatbots can be very good at retrieving concepts they know of and explaining it to the user.




"One of the things we found is the surprising fallibility of these models," said Collins. "Sometimes, these LLMs will be really good at higher-level mathematics, and then they'll fail at something far simpler. It shows that it's vital to think carefully about how to use LLMs effectively and appropriately."

However, like the LLMs, the human participants also made mistakes. The researchers asked participants to rate how confident they were in their own ability to solve the problem they were using the LLM for. In cases where the participant was less confident in their own abilities, they were more likely to rate incorrect generations by LLM as correct.

"This kind of gets to a big challenge of evaluating LLMs, because they're getting so good at generating nice, seemingly correct natural language, that it's easy to be fooled by their responses," said Jiang. "It also shows that while human evaluation is useful and important, it's nuanced, and sometimes it's wrong. Anyone using an LLM, for any application, should always pay attention to the output and verify it themselves."

Based on the results from CheckMate, the researchers say that newer generations of LLMs are increasingly able to collaborate helpfully and correctly with human users on undergraduate-level maths problems, as long as the user can assess the correctness of LLM-generated responses. Even if the answers may be memorised and can be found somewhere on the internet, LLMs have the advantage of being flexible in their inputs and outputs over traditional search engines (though should not replace search engines in their current form).

While CheckMate was tested on mathematical problems, the researchers say their platform could be adapted to a wide range of fields. In the future, this type of feedback could be incorporated into the LLMs themselves, although none of the CheckMate feedback from the current study has been fed back into the models.

"These kinds of tools can help the research community to have a better understanding of the strengths and weaknesses of these models," said Collins. "We wouldn't use them as tools to solve complex mathematical problems on their own, but they can be useful assistants, if the users know how to take advantage of them."

The research was supported in part by the Marshall Commission, the Cambridge Trust, Peterhouse, Cambridge, The Alan Turing Institute, the European Research Council, and the Engineering and Physical Sciences Research Council (EPSRC), part of UK Research and Innovation (UKRI).
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Some countries could meet their total electricity needs from floating solar panels | ScienceDaily
Floating solar photovoltaic panels could supply all the electricity needs of some countries, new research has shown.


						
The study, by researchers from Bangor and Lancaster Universities and the UK Centre for Ecology & Hydrology, aimed to calculate the global potential for deploying low-carbon floating solar arrays. The researchers calculated the daily electrical output for floating photovoltaics (FPV) on nearly 68,000 lakes and reservoirs around the world, using available climate data for each location.

The researchers' calculations included lakes and reservoirs where floating solar technology is most likely to be installed. They were no more than 10km from a population centre, not in a protected area, didn't dry up and didn't freeze for more than six months each year. The researchers calculated output based on FPV covering just 10% of their surface area, up to a maximum of 30 km2.

While output fluctuated depending on altitude, latitude and season, the potential annual electricity generation from FPV on these lakes was 1302 terawatt hours (TWh), around four times the total annual electricity demand of the UK.

The findings are published today [4 June 2024] in Nature Water.

FPV have a number of additional advantages over land-based solar installations: they free up land for other uses and they keeps panels cooler, making them more efficient.

There is some evidence for other environmental benefits, including reducing water loss through evaporation, by sheltering the lake surface from the sun and wind; and reducing algal blooms by limiting light and preventing nutrient circulation. However, the researchers warn that further research is needed on the overall environmental impact of FPV. They suggest that decisions to deploy FPV should consider the intended function of water bodies and how they are used, as well as the potential ecological impact.




Lead author of the paper, Dr Iestyn Woolway of Bangor University said: "We still don't know exactly how floating panels might affect the ecosystem within a natural lake, in different conditions and locations. But the potential gain in energy generation from FPV is clear, so we need to put that research in place so this technology can be safely adopted. We chose 10% of a lake's surface area as a likely safe level of deployment, but that might need to be reduced in some situations, or could be higher in others."

When the figures were considered country-by-country, five nations could meet their entire electricity needs from FPV, including Papua New Guinea, Ethiopia and Rwanda. Others, such as Bolivia and Tonga, would come very close, respectively meeting 87% and 92% of electricity demand.

Many countries, mainly from Africa, the Caribbean, South America and Central Asia, could meet between 40% and 70% of their annual electricity demand through FPV. In Europe, Finland could meet 17% of its electricity demand from FPV and Denmark, 7%.

The UK could produce 2.7 TWh of electricity each year from FPV, the researchers found. While this is just under 1% of overall electricity demand, it would provide electricity for around one million homes, based on the current Ofgem estimate of average electricity usage per household of 2,700 kWh.

There are currently very few FPV installations in the UK, with the largest a 6.3MW floating solar farm on the Queen Elizabeth II reservoir, near London.

Dr Woolway said: "Even with the criteria we set to create a realistic scenario for deployment of FPV, there are benefits across the board, mainly in lower income countries with high levels of sunshine, but also in Northern European countries as well. The criteria we chose were based on obvious exclusions, such as lakes in protected areas, but also on what might reduce the cost and risks of deployment."

Co-author Professor Alona Armstrong of Lancaster University said: "Our work shows there is much potential for FPV around the world. But deployments need to be strategic, considering the consequences for energy security, nature and society, as well as Net Zero."

The research is funded by the Natural Environment Research Council, part of UK Research and Innovation.
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Towards next-gen functional materials: direct observation of electron transfer in solids | ScienceDaily
Electron transfer (ET) is a process in which an electron is transferred from one atom or molecule to another. ET is fundamental to electrochemical reactions with applications in many fields. Nanoscale ET, which involves the transfer of electrons in the range of 1-100 nanometers in solids is fundamental to the design of multifunctional materials. However, this process is not yet clearly understood.


						
Nanotubes, nanomaterials with unique cylindrical nanostructures, offer a variety of ET properties that can be realized through electron and hole (vacant spaces left by electrons) injections into the nanotubes, making them a suitable candidate for studying nanoscale ET. Although carbon-based nanotubes have fascinating ET properties, they are particularly difficult to control in terms of their shape and size due to extreme conditions, such as high temperatures, required for their synthesis. A viable approach for fabricating well-defined tunable nanotubes is bottom-up fabrication of non-covalent nanotubes, which sometimes result in crystalline-form nanotubes. Non-covalent nanotubes are formed through the inherent attractive interactions or non-covalent interactions between atoms, instead of the strong covalent interactions seen in carbon nanotubes. However, they are not strong enough to endure electron and hole injections, which can break their non-covalent interactions and destroy their crystalline structure.

In a recent study, a team of researchers from the Department of Applied Chemistry at Tokyo University of Science, led by Professor Junpei Yuasa and including Dr. Daiji Ogata, Mr. Shota Koide, and Mr. Hiroyuki Kishi, used a novel approach to directly observe solid-state ET. Prof. Yuasa explains, "We have developed crystalline nanotubes with a special double-walled structure. By incorporating electron donor molecules into the pores of these crystalline nanotubes through a solid-state oxidation reaction, we succeeded in directly observing the electron transfer reaction in the solid using X-ray crystal structure analysis." Their findings were published in the journal Nature Communications on May 23, 2024.

The researchers used a novel supramolecular crystallization method, which involves oxidation-based crystallization, to fabricate zinc-based double-walled crystalline nanotubes. This double-walled structure with large windows in the nano-tube walls makes the crystal robust and flexible enough to maintain its crystalline state when subjected to ET oxidation processes. Moreover, this structure allows the crystal to absorb electron donor molecules. The researchers used ferrocene and tetrathiafulvalene as electron donor molecules, which were absorbed through the windows of the nanotube crystals. This allows electrons to be removed from the absorbed electron donors through solid-state ET oxidation reactions, resulting in the accumulation of holes in the donors inside the nanotube. Due to the robustness of the crystals, the researchers were able to observe this ET oxidation process using X-ray crystal structure analysis directly, uncovering key insights.

This novel approach is highly valuable for direct observation of ET in solid nanomaterials. Highlighting the potential applications of this study, Prof. Yuasa says, "Understanding ET can lead to the development of novel functional materials, which in turn can lead to the design of more efficient semiconductors, transistors, and other electronic devices. Optoelectronic devices, such as solar cells, rely heavily on ET. Hence, direct observation of ET can help improve these devices' performance. Additionally, this approach can lead to advancements in energy storage, nanotechnology, and materials science research."

Overall, this study is a striking example of direct observation of solid-state ET, which can be expanded to observe ET and related phenomena in other nanomaterials.
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Microscope system sharpens scientists' view of neural circuit connections | ScienceDaily
The brain's ability to learn comes from "plasticity," in which neurons constantly edit and remodel the tiny connections called synapses that they make with other neurons to form circuits. To study plasticity, neuroscientists seek to track it at high resolution across whole cells, but plasticity doesn't wait for slow microscopes to keep pace and brain tissue is notorious for scattering light and making images fuzzy. In a paper in Scientific Reports, a collaboration of MIT engineers and neuroscientists describes a new microscopy system designed for fast, clear, and frequent imaging of the living brain.


						
The system, called "multiline orthogonal scanning temporal focusing" (mosTF), works by scanning brain tissue with lines of light in perpendicular directions. As with other live brain imaging systems that rely on "two-photon microscopy," this scanning light "excites" photon emission from brain cells that have been engineered to fluoresce when stimulated. The new system proved in the team's tests to be eight times faster than a two-photon scope that goes point by point, and proved to have a four-fold better signal to background ratio (a measure of the resulting image clarity) than a two-photon system that just scans in one direction.

"Tracking rapid changes in circuit structure in the context of the living brain remains a challenge," said co-author Elly Nedivi, William R. (1964) and Linda R. Young Professor of Neuroscience in The Picower Institute for Learning and Memory and MIT's Departments of Biology and Brain and Cognitive Sciences. "While two-photon microscopy is the only method that allows high resolution visualization of synapses deep in scattering tissue, such as the brain, the required point by point scanning is mechanically slow. The mosTF system significantly reduces scan time without sacrificing resolution."

Scanning a whole line of a sample is inherently faster than just scanning one point at a time, but it kicks up a lot of scattering. To manage that scattering, some scope systems just discard scattered photons as noise, but then they are lost, said lead author Yi Xue, an assistant professor at UC Davis and a former graduate student in the lab of corresponding author Peter T.C. So, professor of mechanical engineering and biological engineering at MIT. Newer single-line and the mosTF systems produce a stronger signal (thereby resolving smaller and fainter features of stimulated neurons) by algorithmically reassigning scattered photons back to their origin. In a two-dimensional image, that process is better accomplished by using the information produced by a two-dimensional, perpendicular-direction system such as mosTF, than by a one-dimensional, single-direction system, Xue said.

"Our excitation light is a line rather than a point -- more like a light tube than a light bulb -- but the reconstruction process can only reassign photons to the excitation line and cannot handle scattering within the line," Xue explained. "Therefore, scattering correction is only performed along one dimension for a 2D image. To correct scattering in both dimensions, we need to scan the sample and correct scattering along the other dimension as well, resulting in an orthogonal scanning strategy."

In the study the team tested their system head-to-head against a point-by-point scope (a two-photon laser scanning microscope -- TPLSM) and a line-scanning temporal focusing microscope (lineTF). They imaged fluorescent beads through water and through a lipid-infused solution that better simulates the kind of scattering that arises in biological tissue. In the lipid solution, mosTF produced images with a 36-times better signal-to-background ratio than lineTF.

For a more definitive proof, Xue worked with Josiah Boivin in the Nedivi lab to image neurons in the brain of a live, anesthetized mouse, using mosTF. Even in this much more complex environment, where the pulsations of blood vessels and the movement of breathing provide additional confounds, the mosTF scope still achieved a four-fold better signal-to-background ratio. Importantly, it was able to reveal the features where many synapses dwell: the spines that protrude along the vine-like processes, or dendrites, that grow out of the neuron cell body. Monitoring plasticity requires being able to watch those spines grow, shrink, come and go, across the entire cell, Nedivi said.

"Our continued collaboration with the So lab and their expertise with microscope development has enabled in vivo studies that are unapproachable using conventional, out-of-the-box two photon microscopes," she added.

So said he is already planning further improvements to the technology.

"We're continuing to work toward the goal of developing even more efficient microscopes to look at plasticity even more efficiently," he said. "The speed of mosTF is still limited by needing to use high sensitivity, low noise cameras that are often slow. We are now working on a next generation system with new type of detectors such as hybrid photomultiplier or avalanche photodiode arrays that are both sensitive and fast."
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Observing ultrafast photoinduced dynamics in a halogen-bonded supramolecular system | ScienceDaily
Researchers uncover how the halogen bond can be exploited to direct sequential dynamics in the multi-functional crystals, offering crucial insights for developing ultrafast-response times for multilevel optical storage.


						
Halogen bonds are intermolecular interactions that arise from the attraction between a halogen atom (group 17 elements in the periodic table) and another atom with lone pairs, more generally a molecular entity with high electron density. Understanding the distinctive and highly directional nature of halogen bonds is crucial for crystal engineering and studying photoinduced structural deformations, which is key for the development of innovative photo-functional materials.

However, the influence of halogen bonds on the rapid photoinduced changes within supramolecular systems remains largely unexplored due to a lack of experimental techniques that can directly observe the halogen bond in action.

To solve this problem, a team of researchers, led by Assistant Professor Tadahiko Ishikawa from the Department of Chemistry at the School of Science at Tokyo Institute of Technology (Tokyo Tech), Associate Professor Kazuyuki Takahashi affiliated with Kobe University, Dr. Yifeng Jiang affiliated with the European X-Ray Free-Electron Laser Facility (EuXFEL), and Professor R. J. Dwayne Miller affiliated with University of Toronto, explored the photoinduced dynamics associated with the halogen bonds of the prototypical halogen-bonded multifunctional system [Fe(Iqsal)2][Ni(dmit)2]*CH3CN*H2O on the ultrafast timescale, triggered by change in electron spin or spin crossover (SCO) mechanics. The study, which is a collaborative research project involving Tokyo Tech, EuXFEL, University of Potsdam, University of Toronto, University of Tsukuba, and Kobe University, has been detailed in the journal Nature Communications.

SCO is a phenomenon observed in some transition-metal coordination complexes, wherein a spin transition between low-spin (LS) and high-spin (HS) states is triggered through changes in temperature, pressure, or light. SCO accompanies relatively large volume changes and can be controlled by photoinducing different responses in the multifunctional crystals. [Fe(Iqsal)2][Ni(dmit)2]*CH3CN*H2O is a typical example of such multifunctional crystals, which exhibits both thermally- and photo-induced SCO-related phase transitions. In this system, [Fe(Iqsal)2]+ cations and [Ni(dmit)2]- anions are bound by halogen bonds.

"SCO of the [Fe(Iqsal)2]+ cations leads to a phase transition between low-temperature (LT) and high-temperature (HT) phases in our target material due to intermolecular interactions," explains Ishikawa. "The LT phase exhibits LS state of the [Fe(Iqsal)2]+ cations and strong dimerization of the [Ni(dmit)2]- anions, while the HT phase exhibits HS state cations and weak dimerization of anions. The question is how does the halogen bond direct electron density and spin changes to impact functions as part of undergoing these phase transitions. Can we control the phase and material properties?"

The researchers investigated the ultrafast photoinduced molecular dynamics involving SCO of the [Fe(Iqsal)2]+ cations and dimerization of the [Ni(dmit)2]- anions by combining three methods: time-resolved transient visible absorption spectroscopy, time-resolved mid-infrared reflectivity spectroscopy, and ultrafast electron diffraction to study the dynamics from different viewpoints, covering electronic, vibrational, and structural aspects of the system. This comprehensive approach allowed for a thorough investigation of the photoinduced change of the states, providing a deeper understanding of the underlying processes and intermediates involved. They discovered the existence of a photoinduced transient intermediate state (TIS) different from the LT and HT phases, characterized by the HS state of [Fe(Iqsal)2]+ cations with strong dimerization of [Ni(dmit)2]- anions. This TIS state is achieved in the ultrafast timescale, within a few picoseconds, while the final state, similar to the HT phase, is achieved through sequential slow dynamics over approximately 50 picoseconds.

Furthermore, to elucidate the role of the halogen bonds in the above-mentioned photoinduced sequential dynamics, the researchers conducted quantum chemistry calculations using the ultrafast electron diffraction results. Their analysis revealed the persistence of halogen bonds between the cation and the anion guiding the sequential dynamics. Photoexcitation of the [Fe(Iqsal)2]+ cation expands the SCO ligand shell, reaching TIS. This state, being unstable, transfers the excess energy of the [Fe(Iqsal)2]+ cation to the [Ni(dmit)2]- anions through vibrational energy transfer via halogen bonds. In addition, the rapid expansion of the SCO ligand shell builds strain on the nearest [Ni(dmit)2]- anions in the halogen bond direction. These two effects result in dimer softening of the [Ni(dmit)2]- anions. The researchers developed a short video to illustrate these ultrafast dynamics.

Overall, the present results underscore the importance of halogen bonds in the photoinduced dynamics, offering a better understanding of the synergistic spin transition. "Our study highlights the importance of ultrafast investigations in monitoring ultrafast electronic and structural dynamics," remarks Jiang. "Overall, our study highlights the potential for utilizing halogen bonds for fine-tuned functional control in photo-active supramolecular systems, with applications in fast multilevel optical data storage."
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Innovative demand strategies for clean energy | ScienceDaily

The study led by Felix Creutzig from the Mercator Research Institute on Global Commons and Climate Change (MCC) in Berlin, with the collaboration of IIASA researchers Alessio Mastrucci, Charlie Wilson, and Volker Krey, as well as many collaborators from the IIASA-led CircEUlar and EDITS research projects, discusses an optimistic scenario from a climate protection perspective, in which the use of fossil fuels can be rapidly reduced.

New materials, new problems?

By phasing out fossil fuels, the production of raw materials is reduced as the extraction of natural gas, oil, and coal is no longer necessary. This also reduces emissions of greenhouse gases and other pollutants. However, the key question is whether the demand for raw materials and land for renewable energies, electric cars, and sustainable transport infrastructure will lead to additional social and environmental impacts.

"Material extraction and waste streams, the construction of new infrastructure, the associated land use changes and the provision of new types of goods and services related to decarbonization will create social and environmental pressures at local to regional levels," explains Krey, who leads the Integrated Assessment and Climate Change Research Group at IIASA. "So-called rare earths are, for example, needed for wind turbines and electric cars, lithium and cobalt for batteries, and construction materials for green infrastructure."

"Our study provides an overview of the social, ecological, and geopolitical risks of these materials. These include the displacement of people from residential areas where the raw materials are extracted, health effects due to toxic emissions, injuries, and deaths due to occupational accidents, cartel structures, corruption, and other grievances," adds coauthor Helmut Haberl from the University of Natural Resources and Life Sciences (BOKU), Vienna.

To limit these problems, it is necessary to keep energy and resource requirements as low as possible through demand-side measures.




"Our study shows that there is considerable potential to reduce energy and resource consumption without having to impose restrictions," notes Creutzig.

Solutions for both sides 

While the need for materials to support a clean energy infrastructure is substantial, it remains significantly lower than the demand generated by the ongoing reliance on fossil fuels. Demand-side strategies, such as improving resource efficiency, replacing individual mobility with shared or public transport, reusing or recycling existing materials, and the thermal refurbishment of buildings play a decisive role here.

The study highlights models that promote shared mobility (including car and ride sharing), which drastically reduces the need for private vehicles. This significantly reduces both material consumption and emissions.

"Our study emphasizes the dual benefits of demand-side solutions in mitigating climate change and reducing material consumption," says Creutzig. "By focusing on efficiency and circular economy principles, we can achieve significant environmental and social benefits."

The research team calls for increased interdisciplinary cooperation and new ideas in policy design to make effective use of these demand-side measures. They underscore the importance of integrating such strategies into global climate protection plans to ensure a holistic approach to sustainable development.
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Unraveling the physics of knitting | ScienceDaily
Knitting, the age-old craft of looping and stitching natural fibers into fabrics, has received renewed attention for its potential applications in advanced manufacturing. Far beyond their use for garments, knitted textiles are ideal for designing and fabricating emerging technologies like wearable electronics or soft robotics -- structures that need to move and bend.


						
Knitting transforms one-dimensional yarn into two-dimensional fabrics that are flexible, durable, and highly customizable in shape and elasticity. But to create smart textile design techniques that engineers can use, understanding the mechanics behind knitted materials is crucial.

Physicists from the Georgia Institute of Technology have taken the technical know-how of knitting and added mathematical backing to it. In a study led by Elisabetta Matsumoto, associate professor in the School of Physics, and Krishma Singal, a graduate researcher in Matsumoto's lab, the team used experiments and simulations to quantify and predict how knit fabric response can be programmed. By establishing a mathematical theory of knitted materials, the researchers hope that knitting -- and textiles in general -- can be incorporated into more engineering applications.

Their research paper, "Programming Mechanics in Knitted Materials, Stitch by Stitch," was published in the journal Nature Communications.

"For centuries, hand knitters have used different types of stitches and stitch combinations to specify the geometry and 'stretchiness' of garments, and much of the technical knowledge surrounding knitting has been handed down by word of mouth," said Matsumoto.

But while knitting has often been dismissed as unskilled, poorly paid "women's work," the properties of knits can be more complex than traditional engineering materials like rubbers or metals.

For this project, the team wanted to decode the underlying principles that direct the elastic behavior of knitted fabrics. These principles are governed by the nuanced interplay of stitch patterns, geometry, and yarn topology -- the undercrossings or overcrossings in a knot or stitch. "A lot of yarn isn't very stretchy, yet once knit into a fabric, the fabric exhibits emergent elastic behavior," Singal said.




"Experienced knitters can identify which fabrics are stretchier than others and have an intuition for its best application," she added. "But by understanding how these fabrics can be programmed and how they behave, we can expand knitting's application into a variety of fields beyond clothing."

Through a combination of experiments and simulations, Matsumoto and Singal explored the relationships among yarn manipulation, stitch patterns, and fabric elasticity, and how these factors work together to affect bulk fabric behavior. They began with physical yarn and fabric stretching experiments to identify main parameters, such as how bendable or fluffy the yarn is, and the length and radius of yarn in a given stitch.

They then used the experiment results to design simulations to examine the yarn inside a stitch, similar to an X-ray. It is difficult to see inside stitches during the physical measurements, so the simulations are used to see what parts of the yarn have interacted with other parts. The simulations are used to recreate the physical measurements as accurately as possible.

Through these experiments and simulations, Singal and Matsumoto showed the profound impact that design variations can have on fabric response and uncovered the remarkable programmability of knitting. "We discovered that by using simple adjustments in how you design a fabric pattern, you can change how stretchy or stiff the bulk fabric is," Singal said. "How the yarn is manipulated, what stitches are formed, and how the stitches are patterned completely alter the response of the final fabric."

Matsumoto envisions that the insights gleaned from their research will enable knitted textile design to become more commonly used in manufacturing and product design. Their discovery that simple stitch patterning can alter a fabric's elasticity points to knitting's potential for cutting-edge interactive technologies like soft robotics, wearables, and haptics.

"We think of knitting as an additive manufacturing technique -- like 3D printing, and you can change the material properties just by picking the right stitch pattern," Singal said.

Matsumoto and Singal plan to push the boundaries of knitted fabric science even further, as there are still numerous questions about knitted fabrics to be answered.

"Textiles are ubiquitous and we use them everywhere in our lives," Matsumoto said. "Right now, the hard part is that designing them for specific properties relies on having a lot of experience and technical intuition. We hope our research helps make textiles a versatile tool for engineers and scientists too."
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AI detects more breast cancers with fewer false positives | ScienceDaily
Using artificial intelligence (AI), breast radiologists in Denmark have improved breast cancer screening performance and reduced the rate of false-positive findings. Results of the study were published today in Radiology, a journal of the Radiological Society of North America (RSNA).


						
Mammography successfully reduces breast cancer mortality, but also carries the risk of false-positive findings. In recent years, researchers have studied the use of AI systems in screening.

"We believe AI has the potential to improve screening performance," said Andreas D. Lauritzen, Ph.D., a post-doctoral student at the University of Copenhagen and researcher at Gentofte Hospital in Denmark.

When used to triage likely normal screening results or assist with decision support, AI also can substantially reduce radiologist workload.

"Population-based screening with mammography reduces breast cancer mortality, but it places a substantial workload on radiologists who must read a large number of mammograms, the majority of which don't warrant a recall of the patient," Dr. Lauritzen said. "The reading workload is further compounded when screening programs employ double reading to improve cancer detection and decrease false-positive recalls."

Dr. Lauritzen and colleagues set out to compare workload and screening performance in two cohorts of women who underwent screening before and after AI implementation.

The retrospective study compared two groups of women between the ages of 50 and 69 who underwent biennial mammography screening in the Capital Region of Denmark.




In the first group, two radiologists read the mammograms of women screened between October 2020 and November 2021 before the implementation of AI. The screening mammograms of the second group of women performed between November 2021 and October 2022 were initially analyzed by AI. Mammograms deemed likely to be normal by AI were then read by one of 19 specialized full-time breast radiologists (called a single-read). The remaining mammograms were read by two radiologists (called a double-read) with AI-assisted decision support.

The commercially available AI system used for screening was trained by deep learning models to highlight and rate suspicious lesions and calcifications within mammograms. All women who underwent mammographic screening were followed for at least 180 days. Invasive cancers and ductal carcinoma in situ (DCIS) detected through screening were confirmed through needle biopsy or surgical specimens.

In total, 60,751 women were screened without AI, and 58,246 women were screened with the AI system. In the AI implementation group, 66.9% (38,977) of the screenings were single-read, and 33.1% (19,269) were double-read with AI assistance.

Compared to screening without AI, screening with the AI system detected significantly more breast cancers (0.82% versus 0.70%) and had a lower false-positive rate (1.63% versus 2.39%).

"In the AI-screened group, the recall rate decreased by 20.5 percent, and the radiologists' reading workload was lowered by 33.4 percent," Dr. Lauritzen said.

The positive predictive value of AI screening was also greater than that of screening without AI (33.5% versus 22.5%). In the AI group, a higher proportion of invasive cancers detected were 1 centimeter or less in size (44.93% vs. 36.60%).




"All screening performance indicators improved except for the node-negative rate which showed no evidence of change," Dr. Lauritzen said.

Dr. Lauritzen said more research is needed to evaluate long-term outcomes and ensure overdiagnosis does not increase.

"Radiologists typically have access to the women's previous screening mammograms, but the AI system does not," he said. "That's something we'd like to work on in the future."

It is also important to note that not all countries follow the same breast cancer screening protocols and intervals. U.S. breast cancer screening protocols differ from protocols used in Denmark.
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Shining a light on molecules: L-shaped metamaterials can control light direction | ScienceDaily
Polarized light waves spin clockwise or counterclockwise as they travel, with one direction behaving differently than the other as it interacts with molecules. This directionality, called chirality or handedness, could provide a way to identify and sort specific molecules for use in biomedicine applications, but researchers have had limited control over the direction of the waves -- until now.


						
Using metamaterials, a team of electrical engineering researchers from Penn State and the University of Nebraska-Lincoln (UNL) created an ultrathin optical element that can control the direction of polarized electromagnetic light waves. This new control allows researchers to not only direct the light's chirality, but also to identify the chirality of molecules by determining how polarized light interacts with them.

Identifying the chirality of molecules can reveal critical information about how they will interact with other systems, such as whether specific drugs will help heal diseased or damaged tissue without harming healthy cells. The researchers published their findings in Nature Communications.

Chirality refers to mirror images, like left and right hands joining in a handshake, explained Christos Argyropoulos, associate professor of electrical engineering at Penn State and co-corresponding author on the paper. In physics, among other responsibilities, chirality influences the direction that light waves spin.

Argyropoulos and his colleagues fabricated an optical element, akin to a glass slide, that uses a forest of tiny, antenna-like nanorods that together create a metamaterial -- or material engineered to have specific properties not typically found in nature -- able to control the spin of light. The metamaterial nanorods appear to be shaped like the letter "L" when seen at the nanoscale.

"When the light-matter interaction is mediated by the metamaterials, you can image a molecule and identify its chirality by inspecting how chiral light interacts with it," Argyropoulos said.

Researchers at UNL used an emerging fabrication approach called glancing angle deposition to fabricate the optical element out of silicon.




"Silicon does not substantially dissipate the incident light that was problematic with metal, which we used in previous attempts to create the element," said Ufuk Kilic, a research professor at UNL and co-corresponding author on the paper. "And silicon allowed us to adjust the shape and length of the nanopillars on the platform, which in turn allows us to change how we control the light."

Identifying the chirality of molecules can have wide-ranging impacts in biomedicine, particularly in pharmaceutical drugs, which sometimes have right- or left-handed chirality, Argyropoulos explained. While a right-handed molecular structure can be effective at treating disease, the same molecule with a left-handed structure can be toxic to healthy cells.

Argyropoulos mentioned the classic example of thalidomide, a drug with a chiral structure that was prescribed to women to treat morning sickness between 1957 and 1962. The right-handed molecule could appease nausea but was highly toxic to developing fetuses and caused birth defects for thousands of babies around the world. The optical element, Argyropoulos said, can quickly image the molecular structure of pharmaceuticals, allowing scientists to better understand the nuances of drug behavior.

Additionally, the optical element can be used to create right- or left-handed electromagnetic waves, Argyropoulos said, which are necessary for the development and maintenance of classical and quantum communications systems, like encrypted Wi-Fi and cell phone service.

"Previously, for optical communication systems, you needed big, bulky devices that only operated at one frequency," Argyropoulos said. "This new optical element is lightweight and easily tunable to multiple frequencies."
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A technique for more effective multipurpose robots | ScienceDaily
Let's say you want to train a robot so it understands how to use tools and can then quickly learn to make repairs around your house with a hammer, wrench, and screwdriver. To do that, you would need an enormous amount of data demonstrating tool use.


						
Existing robotic datasets vary widely in modality -- some include color images while others are composed of tactile imprints, for instance. Data could also be collected in different domains, like simulation or human demos. And each dataset may capture a unique task and environment.

It is difficult to efficiently incorporate data from so many sources in one machine-learning model, so many methods use just one type of data to train a robot. But robots trained this way, with a relatively small amount of task-specific data, are often unable to perform new tasks in unfamiliar environments.

In an effort to train better multipurpose robots, MIT researchers developed a technique to combine multiple sources of data across domains, modalities, and tasks using a type of generative AI known as diffusion models.

They train a separate diffusion model to learn a strategy, or policy, for completing one task using one specific dataset. Then they combine the policies learned by the diffusion models into a general policy that enables a robot to perform multiple tasks in various settings.

In simulations and real-world experiments, this training approach enabled a robot to perform multiple tool-use tasks and adapt to new tasks it did not see during training. The method, known as Policy Composition (PoCo), led to a 20 percent improvement in task performance when compared to baseline techniques.

"Addressing heterogeneity in robotic datasets is like a chicken-egg problem. If we want to use a lot of data to train general robot policies, then we first need deployable robots to get all this data. I think that leveraging all the heterogeneous data available, similar to what researchers have done with ChatGPT, is an important step for the robotics field," says Lirui Wang, an electrical engineering and computer science (EECS) graduate student and lead author of a paper on PoCo.




Wang's coauthors include Jialiang Zhao, a mechanical engineering graduate student; Yilun Du, an EECS graduate student; Edward Adelson, the John and Dorothy Wilson Professor of Vision Science in the Department of Brain and Cognitive Sciences and a member of the Computer Science and Artificial Intelligence Laboratory (CSAIL); and senior author Russ Tedrake, the Toyota Professor of EECS, Aeronautics and Astronautics, and Mechanical Engineering, and a member of CSAIL. The research will be presented at the Robotics: Science and Systems Conference.

Combining disparate datasets

A robotic policy is a machine-learning model that takes inputs and uses them to perform an action. One way to think about a policy is as a strategy. In the case of a robotic arm, that strategy might be a trajectory, or a series of poses that move the arm so it picks up a hammer and uses it to pound a nail.

Datasets used to learn robotic policies are typically small and focused on one particular task and environment, like packing items into boxes in a warehouse.

"Every single robotic warehouse is generating terabytes of data, but it only belongs to that specific robot installation working on those packages. It is not ideal if you want to use all of these data to train a general machine," Wang says.

The MIT researchers developed a technique that can take a series of smaller datasets, like those gathered from many robotic warehouses, learn separate policies from each one, and combine the policies in a way that enables a robot to generalize to many tasks.




They represent each policy using a type of generative AI model known as a diffusion model. Diffusion models, often used for image generation, learn to create new data samples that resemble samples in a training dataset by iteratively refining their output.

But rather than teaching a diffusion model to generate images, the researchers teach it to generate a trajectory for a robot. They do this by adding noise to the trajectories in a training dataset. The diffusion model gradually removes the noise and refines its output into a trajectory.

This technique, known as Diffusion Policy, was previously introduced by researchers at MIT, Columbia University, and the Toyota Research Institute. PoCo builds off this Diffusion Policy work.

The team trains each diffusion model with a different type of dataset, such as one with human video demonstrations and another gleaned from teleoperation of a robotic arm.

Then the researchers perform a weighted combination of the individual policies learned by all the diffusion models, iteratively refining the output so the combined policy satisfies the objectives of each individual policy.

Greater than the sum of its parts

"One of the benefits of this approach is that we can combine policies to get the best of both worlds. For instance, a policy trained on real-world data might be able to achieve more dexterity, while a policy trained on simulation might be able to achieve more generalization," Wang says.

Because the policies are trained separately, one could mix and match diffusion policies to achieve better results for a certain task. A user could also add data in a new modality or domain by training an additional Diffusion Policy with that dataset, rather than starting the entire process from scratch.

The researchers tested PoCo in simulation and on real robotic arms that performed a variety of tools tasks, such as using a hammer to pound a nail and flipping an object with a spatula. PoCo led to a 20 percent improvement in task performance compared to baseline methods.

"The striking thing was that when we finished tuning and visualized it, we can clearly see that the composed trajectory looks much better than either one of them individually," Wang says.

In the future, the researchers want to apply this technique to long-horizon tasks where a robot would pick up one tool, use it, then switch to another tool. They also want to incorporate larger robotics datasets to improve performance.

"We will need all three kinds of data to succeed for robotics: internet data, simulation data, and real robot data. How to combine them effectively will be the million-dollar question. PoCo is a solid step on the right track," says Jim Fan, senior research scientist at NVIDIA and leader of the AI Agents Initiative, who was not involved with this work.

This research is funded, in part, by Amazon, the Singapore Defense Science and Technology Agency, the U.S. National Science Foundation, and the Toyota Research Institute.
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Researchers call for strengthening sustainability regulations in laws governing space exploration | ScienceDaily
In a new study, a team of researchers led by Dimitra Atri of the NYU Abu Dhabi (NYUAD) Center for Astrophysics and Space Science call for strengthening existing planetary protection policies beyond the space surrounding Earth to include requirements for preserving the Lunar and Martian environments. In addition to biological contamination, they argue that guidelines should be expanded to address more than orbital debris, crowding, and security issues. They also recommend adding compliance incentives to all existing and improved sustainability policies. Team members include Paulina Umansky from the University of California, Berkeley and K. R. Sreenivasan from New York University, New York.


						
In the paper titled "Sustainability as a core principle of space and planetary exploration" published in the journal Space Policy, the researchers present a new review of existing planetary protection laws and literature on planetary protection policy and identify key shortcomings of rules guiding human space exploration. Specifically, they cite several questions that existing laws leave unaddressed -- including issues of atmospheric and abiotic contamination -- which constitute important gaps in planetary policy that must be confronted, collaboratively.

Additionally, the researchers present arguments for the necessity of sustainability on planetary objects such as the Moon and Mars and offer examples of terrestrial benefits that could be derived from sustainable exploration practices in space. Specifically, they cite the potential development of new technologies that, while designed for sustainable uses beyond Earth, could advance terrestrial technology.

"Sustainability must become a core principle of human space exploration," said Atri. "Just as we view climate change as the great challenge facing our terrestrial human society, the space community should begin to address space sustainability with the same urgency. The rules and procedures implemented now will govern the next generation of space exploration -- rules that create a basis for clean and safe space exploration that will not only be productive and enforceable for years to come but are also stronger and more specific in their requirements and enforceability.
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New machine learning method can better predict spine surgery outcomes | ScienceDaily
Researchers who had been using Fitbit data to help predict surgical outcomes have a new method to more accurately gauge how patients may recover from spine surgery.


						
Using machine learning techniques developed at the AI for Health Institute at Washington University in St. Louis, Chenyang Lu, the Fullgraf Professor in the university's McKelvey School of Engineering, collaborated with Jacob Greenberg, MD, assistant professor of neurosurgery at the School of Medicine, to develop a way to predict recovery more accurately from lumbar spine surgery.

The results published this month in the journal Proceedings of the ACM on Interactive, Mobile, Wearable and Ubiquitous Technologies, show that their model outperforms previous models to predict spine surgery outcomes. This is important because in lower back surgery and many other types of orthopedic operations, the outcomes vary widely depending on the patient's structural disease but also varying physical and mental health characteristics across patients.

Surgical recovery is influenced by both preoperative physical and mental health. Some people may have catastrophizing, or excessive worry, in the face of pain that can make pain and recovery worse. Others may suffer from physiological problems that cause worse pain. If physicians can get a heads-up on the various pitfalls for each patient, that will allow for better individualized treatment plans.

"By predicting the outcomes before the surgery, we can help establish some expectations and help with early interventions and identify high risk factors," said Ziqi Xu, a PhD student in Lu's lab and first author on the paper.

Previous work in predicting surgery outcomes typically used patient questionnaires given once or twice in clinics that capture only one static slice of time.

"It failed to capture the long-term dynamics of physical and psychological patterns of the patients," Xu said. Prior work training machine learning algorithms focus on just one aspect of surgery outcome "but ignore the inherent multidimensional nature of surgery recovery," she added.




Researchers have used mobile health data from Fitbit devices to monitor and measure recovery and compare activity levels over time but this research has shown that activity data, plus longitudinal assessment data, is more accurate in predicting how the patient will do after surgery, Greenberg said.

The current work offers a "proof of principle" showing, with the multimodal machine learning, doctors can see a much more accurate "big picture" of all the interrelated factors that affect recovery. Proceeding this work, the team first laid out the statistical methods and protocol to ensure they were feeding the AI the right balanced diet of data.

Prior to the current publication, the team published an initial proof of principle in Neurosurgery showing that patient-reported and objective wearable measurements improve predictions of early recovery compared to traditional patient assessments. In addition to Greenberg and Xu, Madelynn Frumkin, a PhD psychological and brain sciences student in Thomas Rodebaugh's laboratory in Arts & Sciences, was co-first author on that work. Wilson "Zack" Ray, MD, the Henry G. and Edith R. Schwartz Professor of neurosurgery in the School of Medicine, was co-senior author, along with Rodebaugh and Lu. Rodebaugh is now at the University of North Carolina at Chapel Hill.

In that research, they show that Fitbit data can be correlated with multiple surveys that assess a person's social and emotional state. They collected that data via "ecological momentary assessments" (EMAs) that employ smart phones to give patients frequent prompts to assess mood, pain levels and behavior multiple times throughout day.

"We combine wearables, EMA -and clinical records to capture a broad range of information about the patients, from physical activities to subjective reports of pain and mental health, and to clinical characteristics," Lu said.

Greenberg added that state-of-the-art statistical tools that Rodebaugh and Frumkin have helped advance, such as "Dynamic Structural Equation Modeling," were key in analyzing the complex, longitudinal EMA data.




For the most recent study they then took all those factors and developed a new machine learning technique of "Multi-Modal Multi-Task Learning (M3TL)" to effectively combine these different types of data to predict multiple recovery outcomes.

In this approach, the AI learns to weigh the relatedness among the outcomes while capturing their differences from the multimodal data, Lu adds.

This method takes shared information on interrelated tasks of predicting different outcomes and then leverages the shared information to help the model understand how to make an accurate prediction, according to Xu.

It all comes together in the final package producing a predicted change for each patient's post-operative pain interference and physical function score.

Greenberg says the study is ongoing as they continue to fine tune their models so they can take these more detailed assessments, predict outcomes and, most notably, "understand what types of factors can potentially be modified to improve longer term outcomes."

This study was funded by grants from AO Spine North America, the Cervical Spine Research Society, the Scoliosis Research Society, the Foundation for Barnes-Jewish Hospital, Washington University/BJC Healthcare Big Ideas Competition, the Fullgraf Foundation, and the National Institute of Mental Health (1F31MH124291-01A).
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Traffic speeds decrease when bike lane is present | ScienceDaily
Rutgers University-New Brunswick researchers conducting a study at a high-traffic intersection in a Jersey Shore town have found that the installation of a bike lane along the road approaching the convergence reduced driving speeds.


						
As many traffic analyses have identified speeding as a contributing factor in a majority of crashes, inducing such a "traffic calming" effect with a bike lane could enhance road safety and decrease the risk and severity of crashes, the researchers said. The research was published in The Journal of Urban Mobility.

"We are giving you more evidence that bike lanes save lives," said Hannah Younes, a lead author of the study and a postdoctoral research associate at the Alan M. Voorhees Transportation Center in the Rutgers Bloustein School of Planning and Public Policy. "And it's not only cyclists' lives that could be saved. It's more than that -- drivers and pedestrians as well."

The Rutgers team, which included experts from the Bloustein School, as well as from the Department of Civil and Environmental Engineering in the Rutgers School of Engineering and the Department of Computer Science in the Rutgers School of Arts and Sciences, focused their efforts on Cookman and Asbury Avenues in Asbury Park, N.J. Cookman, a local two-lane road, intersects with Asbury Avenue, a road that leads directly to the city's popular Atlantic Ocean beaches.

Drivers heading to the beach often take a legal right-turn-on red at the intersection's traffic light, gliding along the soft right turn from Cookman onto Asbury. However, Younes said, drivers frequently don't come to a stop first, as required, but sail through, creating hazardous conditions for pedestrians and cyclists crossing at the corner.

The research team started by creating a temporary bike lane on Cookman and Asbury Avenues on the side of the road heading toward the beach, delineating it with orange road cones.

Bloustein students assisting the study then surveyed random bike and electric scooter riders using the temporary bike lane about their use of bikes and electric scooters, and their attitude toward bike lanes. Most people surveyed like bike lanes, the survey showed.




To analyze the effect of the bike lane on traffic speeds, the researchers employed computer vision techniques to classify the speed and trajectory of more than 9,000 motor vehicles. Computer vision is a subfield of AI that deals with the ability of computers to interpret and analyze visual data from the world. The researchers collected the data before creating the bike lane and after, for comparison purposes.

They found that the presence of the delineated bike lane made a difference: a 28 percent reduction in average maximum speeds and a 21 percent decrease in average speeds for vehicles turning right. For those heading straight and not turning, a smaller speed reduction of 8 percent was observed. In addition, drivers moving at a perpendicular angle to the bike lane did not slow down.

Marking the bike lanes with cones as a clearly delineated space was more effective at reducing speed than a painted-only bike lane. The painted-only bike lane was associated with a smaller speed reduction of between 11 percent and 15 percent, but only for drivers turning right.

Younes hypothesized that drivers slow down when they see a bike lane marked with the cones because the driving lane is narrower and requires more concentration, and it's easier to notice cones or planters or some other space delineator than it is to spot painted lines on the road surface.

With pedestrian deaths rising nationally, a study such as this could contribute to the development of new traffic policies or the reversal of older ones, Younes said. Cities nationwide are adopting policies that address eliminating all fatalities and serious injuries on public roads, such as the multi-national road traffic safety project, Vision Zero, for example, she said.

A total of 7,388 pedestrian deaths occurred in 2021, representing a 13 percent increase from 2020 and 17 percent of all crash fatalities, according to the Insurance Institute for Highway Safety.

Other researchers on the study were: Clinton Andrews, a professor, Robert Noland, a distinguished professor, Wenwen Zhang, an associate professor and Leigh Ann Von Hagen, a managing director and adjunct professor, all from the Bloustein School; Jie Gong, an associate professor, and Jiahao Xia, a graduate assistant, from the Department of Civil and Environmental Engineering in the School of Engineering; Dimitris Metaxas, a distinguished professor, and Song Wen, a graduate assistant, in the Department of Computer Science in the School of Arts and Sciences.
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Novel software that combines gene activity and tissue location to decode disease mechanisms | ScienceDaily
In disease research, it's important to know gene expression and where in a tissue the expression is happening, but marrying the two sets of information can be challenging.


						
"Single-cell technologies, especially in the emerging field of spatial transcriptomics, help scientists see where in a tissue the genes are turned on or off. It combines information about gene activity with the exact locations within the disease tissues," explains Fan Zhang, PhD, assistant professor of medicine with a secondary appointment in the Department of Biomedical Informatics at the University of Colorado School of Medicine.

"This is really valuable because it lets physicians and researchers see not just which genes are active, but also where they are active, which can give key insights into how different cells behave and interact in diseased conditions," she continues.

Effectively combining location and genetic information has been a tough obstacle for researchers -- until now.

Zhang and her lab developed a new computational machine learning method -- called Spatial Transcriptomic multi-viEW, or "STew" for short -- that enables the joint analysis of spatial variation and gene expression changes in a scalable way that can handle large amounts of cells.

This new technology may help researchers learn more about the spatial biology behind many different diseases and lead them to better treatment therapies.

A path toward an accurate target for effective treatment

The new technology is accurate in finding significant patterns that show where specific cell activities happen, which is important for understanding how cells work and how clinical tissues are structured in diseases. Zhang's lab has already successfully applied STew on human tissues, including human brains, skin with inflammation, and breast cancer tumors.




For Zhang, who studies inflammatory diseases using computational AI tools and translational approaches, finding a good target for treatment is often a challenge, but STew could help change that.

"With inflamed joints, for example, the genes causing inflammation could be closer to the blood vessel through interacting with mesenchymal structures, or they could be farther away, but knowing that exact location and cell-cell communication patterns helps us better understand the underlying mechanisms," she says.

By merging spatial biology and molecular diversity, STew gives researchers a new dimension in classifying patient heterogeneity.

"If you only use gene expression to classify patients, you don't have the full picture," Zhang says. "Once you add in spatial information, you have a more comprehensive understanding."

"We expect STew to be effective in uncovering critical molecular and cellular signals in various clinical conditions, like different types of tumors and autoimmune disorders, opening new avenues for dysregulated immune pathways for therapeutic intervention for theses disease," she continues.

A novel software-driven route to empowering collaboration

There's another perk that comes with the development of STew: collaboration. Scientific discoveries often benefit from experts from different fields working together.




Because STew has a wide application, Zhang says the software will bring researchers together in new and exciting ways that will ultimately benefit the field of medicine and offer promise to patients in need of treatments.

"We want to encourage researchers across specialties, skillsets, and even departments, to collaborate in ways that they previously might not have been able to do," Zhang says. "We can accomplish more together, so it's important to boost data-driven and AI tool-motivated collaboration in a way that is meaningful."
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Altered carbon points toward sustainable manufacturing | ScienceDaily
The recent spike in food prices isn't just bad news for your grocery bill. It also impacts the sugars used in biomanufacturing, which, by the way, isn't quite as green as scientists and climate advocates expected. Surging prices and increasing urgency for genuinely sustainable manufacturing has pushed researchers to explore alternative feedstocks.


						
Feng Jiao, the Elvera and William R. Stuckenberg Professor in in the McKelvey School of Engineering at Washington University in St. Louis, developed a two-step process to convert carbon dioxide (CO2) into valuable carbon-based materials used in the production of food, plastics and other commodity chemicals. Jiao's tandem CO2 electrolysis produces acetate and ethylene. Acetate is a close relative of the more familiar acetic acid, or vinegar, which can be used as food for microbes used in biomanufacturing, and ethylene is a common component found in plastics and other polymers.

In a study published June 3 in Nature Chemical Engineering, Jiao demonstrated that his tandem CO2 electrolyzer, which was specifically engineered for enhanced production of multi-carbon products, successfully scales up to produce a kilogram of chemicals per day at high concentration and purity. This represents a 1,000% increase in scale over previous demonstrations, offering a pathway to industrial feasibility, which Jiao and his team further supported with a techno-economic analysis showing the technique's commercial viability.

"Most work in CO2 electrocatalysis is done at a small scale, about a gram a day," said Jiao. "Scaling up by three orders of magnitude to produce a kilogram per day, as we have done, is a big step, but still nowhere near the scale of global CO2 emission, which is gigatons per year.

"Scaling up isn't just about system size," Jiao continued. "We also have to address engineering challenges, for example, how to separate products and how to maintain performance when dealing with scaled up effects in temperature and transport considerations."

Building upon insights gleaned from smaller scale experiments, Jiao's team successfully designed and operated a CO2 electrolyzer and carbon monoxide (CO) electrolyzer in a tandem configuration. The two electrochemical reactors work in series -- first converting CO2 to CO, then CO to multi-carbon products -- which allows the system to be more efficient through task specialization. The electrolyzer stack performed consistently and stably for over 125 hours -- a testament to its robustness, Jiao said. During this operational period, the system churned out 98 liters of acetate at high concentration and 96% purity.

A key achievement of Jiao's system is not only enhanced production capability, but also the system's resilience against industrial impurities, a critical factor in real-world applications. This resilience ensures that the system can maintain its high performance amid challenges posed by typical industrial environments.

"This is the first step in scaling up to commercial applications," Jiao said. "We're trying to invent a scalable way to produce acetate from CO2, which would allow us to shift carbon feedstocks, provide economical pathways to use CO2 and turn it into something useful, and cut down CO2 emissions associated with traditional chemical manufacturing processes. This new pathway gets us very close to net-zero carbon emission."

Back to the grocery store. If Jiao's CO2 conversion process works at a large scale, that's not just saving big money on buying the sugar required to feed the microbes that do the heavy lifting in biomanufacturing. It also avoids the emissions that come with agricultural production of those sugar feedstocks. Even better, producing acetate and ethylene on a massive scale could set up a circular manufacturing process where captured CO2 feeds microbes instead of contributing to harmful environmental impacts. Then, when CO2 is produced as a byproduct of biomanufacturing, it can be recaptured and reprocessed to feed the next generation of microbes.

"We're in the process of scaling the system up again, by another order of magnitude," Jiao said. "We're working on fine-tuning the system, for example by using different catalysts, and improving performance by making the more stable, robust and efficient. If everything works out, we could be seeing this technology in a commercial scale demonstration in five to ten years."
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Aiding the displaced with data | ScienceDaily
In times of crisis, effective humanitarian aid depends largely on the fast and efficient allocation of resources and personnel. Accurate data about the locations and movements of affected people in these situations is essential for this. Researchers from the University of Tokyo, working with the World Bank, have produced a framework to analyze and visualize population mobility data, which could help in such cases.


						
Wars, famines, outbreaks, natural disasters ... There are, sadly, many reasons why populations might be forced or feel compelled to leave their homes in search of refuge elsewhere, and these cases continue to grow. The United Nations estimated in 2023 that there were over 100 million forcibly displaced people in the world. Over 62 million of these individuals are considered internally displaced people (IDPs), those in particularly vulnerable situations due to being stuck within the borders of their countries, from which they might be trying to flee.

The circumstances that displace populations are inevitably chaotic and certainly, but not exclusively, in cases of conflict, information infrastructure can be impeded. So, authorities and agencies trying to get a handle on crises are often operating with limited data on the people they are trying to help. But the lack of data alone is not the only problem; being able to easily interpret data, so that nonexperts can make effective decisions based on it, is also an issue, especially in rapidly evolving situations where the stakes, and tensions, are high.

"It's practically impossible to provide aid agencies and others with accurate real time data on affected populations. The available data will often be too fragmented to be useful directly," said Associate Professor Yuya Shibuya from the Interfaculty Initiative in Information Studies. "There have been many efforts to use GPS data for such things, and in normal situations, it has been shown to be useful to model population behavior. But in times of crisis, patterns of predictability break down and the quality of data decreases. As data scientists, we explore ways to mitigate these problems and have developed a tracking framework for monitoring population movements by studying IDPs displaced in Russia's invasion of Ukraine in 2022."

Even though Ukraine has good enough network coverage throughout to acquire GPS data, the data generated is not representative of the entire population. There are also privacy concerns, and likely other significant gaps in data due to the nature of conflict itself. As such, it's no trivial task to model the way populations move. Shibuya and her team had access to a limited dataset which covered the period a few weeks before and a few weeks after the initial invasion on Feb. 24, 2022. This data contained over 9 million location records from over 100,000 anonymous IDPs who opted in to share their location data.

"From these records, we could estimate people's home locations at the regional level based on regular patterns in advance of the invasion. To make sure this limited data could be used to represent the entire population, we compared our estimates to survey data from the International Organization for Migration of the U.N.," said Shibuya. "From there, we looked at when and where people moved just prior to and for some time after the invasion began. The majority of IDPs were from the capital, Kyiv, and some people left as early as five weeks before Feb. 24, perhaps in anticipation, though it was two weeks after that day that four times as many people left. However, a week later still, there was evidence some people started to return."

That some people return to afflicted areas is just one factor that confounds population mobility models -- in actual fact, people may move between locations, sometimes multiple times. Trying to represent this with a simple map with arrows to show populations could get cluttered fast. Shibuya's team used color-coded charts to visualize its data, which allow you to see population movements in and out of regions at different times, or dynamic data, in a single image.

"I want visualizations like these to help humanitarian agencies gauge how to allocate human resources and physical resources like food and medicine. As they tell you about dynamic changes in populations, not just A to B movements, I think it could mean aid gets to where it's needed and when it's needed more efficiently, reducing waste and overheads," said Shibuya. "Another thing we found that could be useful is that people's migration patterns vary, and socioeconomic status seems to be a factor in this. People from more affluent areas tended to move farther from their homes than others. There is demographic diversity and good simulations ought to reflect this diversity and not make too many assumptions."

The team worked with the World Bank on this study, as the international organization could provide the data necessary for the analyses. They hope to look into other kinds of situations too, such as natural disasters, political conflicts, environmental issues and more. Ultimately, by performing research like this, Shibuya hopes to produce better general models of human behavior in crisis situations in order to alleviate some of the impacts those situations can create.
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The embryo assembles itself | ScienceDaily
Biological processes depend on puzzle pieces coming together and interacting. Under specific conditions, these interactions can create something new without external input. This is called self-organization, as seen in a school of fish or a flock of birds. Interestingly, the mammalian embryo develops similarly. In PNAS, David Bruckner and Gasper Tkacik from the Institute of Science and Technology Austria (ISTA) introduce a mathematical framework that analyzes self-organization from a single cell to a multicellular organism.


						
When an embryo develops, many types of cells with different functions need to be generated. For example, some cells will become part of the eye and record visual stimuli, while others will be part of the gut and help digest food. To determine their roles, cells are constantly communicating with each other using chemical signals.

Thanks to this communication, during development, everything is well synchronized and coordinated, and yet there is no central control responsible for this. The cell collective is self-organized and orchestrated by the interactions between the individuals. Each cell reacts to signals of its neighbors. Based on such self-organization, the mammalian embryo develops from a single fertilized egg cell into a multicellular organism.

David Bruckner and Gasper Tkacik from the Institute of Science and Technology Austria (ISTA) have now established a mathematical framework that helps analyze this process and predict its optimal parameters. Published in PNAS, this approach represents a unifying mathematical language to describe biological self-organization in embryonic development and beyond.

The self-assembling embryo

In nature, self-organization is all around us: we can observe it in fish schools, bird flocks, or insect collectives, and even in microscopic processes regulated by cells. NOMIS fellow and ISTA postdoc David Bruckner is interested in getting a better understanding of these processes from a theoretical standpoint. His focus lies on embryonic development -- a complex process governed by genetics and cells communicating with each other.

During embryonic development, a single fertilized cell turns into a multicellular embryo containing organs with lots of different features. "For many steps in this developmental process, the system has no extrinsic signal that directs it what to do. There is an intrinsic property of the system that allows it to establish patterns and structures," says Bruckner. "The intrinsic property is what is known as self-organization." Even with unpredictable factors -- which physicists call "noise" -- the embryonic patterns are formed reliably and consistently. In recent years, scientists have gained a deeper understanding of the molecular details that drive this complex process. A mathematical framework to analyze and quantify its performance, however, was lacking. The language of information theory provides answers.




Bridging expertise

"Information theory is a universal language to quantify structure and regularity in statistical ensembles, which are a collection of replicates of the same process. Embryonic development can be seen as such a process that reproducibly generates functional organisms that are very similar but not identical," says Gasper Tkacik, professor at ISTA and expert in this field. For a long time, Tkacik has been studying how information gets processed in biological systems, for instance in the fly embryo. "In the early fly embryo, patterns are not self-organized," he continues. "The mother fly puts chemicals into the egg that instruct the cells on what actions to take." As the Tkacik group had already developed a framework for this system, Bruckner reached out to develop one for the mammalian embryo as well. "With Gasper's expertise in information theory, we were able to put it together," Bruckner adds excitedly.

Beyond embryo development?

During embryonic development, cells exchange signals and are constantly subject to random, unpredictable fluctuations (noise). Therefore, cellular interactions must be robust. The new framework measures how these interactions are possibly optimized to withstand noise. Using computer simulations of interacting cells, the scientists explored the conditions under which a system can still have a stable final result despite introducing fluctuations.

Although the framework has proven to be successful on three different developmental models that all rely on chemical and mechanical signaling, additional work will be required to apply it to experimental recordings of developmental systems. "In the future, we want to study more complex models with more parameters and dimensions," Tkacik says. "By quantifying more complex models, we could also apply our framework to experimentally measured patterns of chemical signals in developing embryos," adds Bruckner. For this purpose, the two theoretical scientists will team up with experimentalists.
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Scientists develop 'x-ray vision' technique to see inside crystals | ScienceDaily
A team of New York University researchers has created a new way to visualize crystals by peering inside their structures, akin to having X-ray vision. Their new technique -- which they aptly named "Crystal Clear" -- combines the use of transparent particles and microscopes with lasers that allow scientists to see each unit that makes up the crystal and to create dynamic three-dimensional models.


						
"This is a powerful platform for studying crystals," says Stefano Sacanna, professor of chemistry at NYU and the principal investigator for the study, published in the journal Nature Materials. "Previously, if you looked at a colloidal crystal through a microscope, you could only get a sense of its shape and structure of the surface. But we can now see inside and know the position of every unit in the structure."

Atomic crystals are solid materials whose building blocks are positioned in a repeating, orderly fashion. Every now and then, an atom is missing or out of place, resulting in a defect. The arrangement of atoms and defects is what creates different crystalline materials -- from table salt to diamonds -- and gives them their properties.

To study crystals, many scientists, including Sacanna, look to crystals composed of miniscule spheres called colloidal particles rather than atoms. Colloidal particles are tiny -- often around a micrometer in diameter, or dozens of times smaller than a human hair -- but are much larger than atoms and therefore easier to see under a microscope.

A see-through structure

In their ongoing work to understand how colloidal crystals form, the researchers recognized the need to see inside these structures. Led by Shihao Zang, a PhD student in Sacanna's lab and the study's first author, the team set out to create a method to visualize the building blocks inside a crystal. They first developed colloidal particles that were transparent and added dye molecules to label them, making each particle possible to distinguish under a microscope using their fluorescence.

A microscope alone wouldn't allow the researchers to see inside a crystal, so they turned to an imaging technique called confocal microscopy, which uses a laser beam that scans through material to produce targeted fluorescence from the dye molecules. This reveals each two-dimensional plane of a crystal, which can be stacked on top of each other to build a three-dimensional digital model and identify the location of each particle. The models can be rotated, sliced, and taken apart to look inside the crystals and see any defects.




In one set of experiments, the researchers used this imaging method on crystals that form when two of the same type of crystals grow together -- a phenomenon known as "twinning." When they looked inside models of crystals having structures equivalent to table salt or an alloy of copper and gold, they could see the shared plane of the adjoined crystals, a defect that gives rise to these particular shapes. This shared plane revealed the molecular origin of twinning.

Crystals in motion

In addition to looking at static crystals, this new technique allows scientists to visualize crystals as they change. For example, what happens when crystals melt -- do particles rearrange, and do defects move? In an experiment in which the researchers melted a crystal with the structure of the mineral salt cesium chloride, they were surprised to find that the defects were stable and did not move around as expected.

In order to validate their experiments on static and dynamic crystals, the team also used computer simulations to create crystals with the same characteristics, confirming that their "Crystal Clear" method accurately captured what is inside crystals.

"In a sense, we're trying to put our own simulations out of business with this experiment -- if you can see inside the crystal, you may not need simulations anymore," jokes Glen Hocky, assistant professor of chemistry at NYU, a faculty member in the Simons Center for Computational Physical Chemistry at NYU, and the study's co-corresponding author.

Now that scientists have a method for visualizing the inside of crystals, they can more easily study their chemical history and how they form, which could pave the way for building better crystals and developing photonic materials that interact with light.

"Being able to see inside crystals gives us greater insight into how the crystallization process works and can perhaps help us to optimize the process of growing crystals by design," adds Sacanna.

Additional study authors include Adam Hauser and Sanjib Paul of NYU. The research was supported by the US Army Research Office (award number W911NF-21-1-0011), with additional support from the National Institute of Health (R35GM138312), and used NYU IT High Performance Computing resources, including those supported by the Simons Center for Computational Physical Chemistry at NYU (grant number 839534).
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Groundbreaking progress in quantum physics: How quantum field theories decay and fission | ScienceDaily
An international research team around Marcus Sperling, a researcher at the Faculty of Physics, University of Vienna, has sparked interest in the scientific community with pioneering results in quantum physics: In their current study, the researchers reinterpret the Higgs mechanism, which gives elementary particles mass and triggers phase transitions, using the concept of "magnetic quivers." The work has now been published in the journal "Physical Review Letters."


						
The foundation of Marcus Sperling's research, which lies at the intersection of physics and mathematics, is Quantum Field Theory (QFT) -- a physical-mathematical concept within quantum physics focused on describing particles and their interactions at the subatomic level. Since 2018, he has developed the so-called "magnetic quivers" along with colleagues -- a graphical tool that summarizes all the information needed to define a QFT, thus displaying complex interactions between particle fields or other physical quantities clearly and intuitively.

Metaphorical Magnetic Quivers

A quiver consists of directed arrows and nodes. The arrows represent the quantum fields (matter fields), while the nodes represent the interactions -- e.g., strong, weak, or electromagnetic -- between the fields. The direction of the arrows indicates how the fields are charged under the interactions, e.g., what electric charge the particles carry. Marcus Sperling explains, "The term 'magnetic' is also used metaphorically here to point to the unexpected quantum properties that are made visible by these representations. Similar to the spin of an electron, which can be detected through a magnetic field, magnetic quivers reveal certain properties or structures in the QFTs that may not be obvious at first glance." Thus, they offer a practical way to visualize and analyze complex quantum phenomena, facilitating new insights into the underlying mechanisms of the quantum world.

Supersymmetric QFTs

For the current study, the stable ground states (vacua) -- the lowest energy configuration in which no particles or excitations are present -- in a variety of "supersymmetric QFTs" were explored. These QFTs, with their simplified space-time symmetry, serve as a laboratory environment, as they resemble real physical systems of subatomic particles but have certain mathematical properties that facilitate calculations. FWF START award winner Sperling said, "Our research deals with the fundamentals of our understanding of physics. Only after we have understood the QFTs in our laboratory environment can we apply these insights to more realistic QFT models." The concept of magnetic quivers -- one of the main research topics of Sperling's START project at the University of Vienna -- was used as a tool to provide a precise geometric description of the new quantum vacua.

Decay & Fission: Higgs Mechanism Reinterpreted

With calculations based on linear algebra, the research team demonstrated that -- analogous to radioactivity in atomic nuclei -- a magnetic quiver can decay into a more stable state or fission into two separate quivers. These transformations offer a new understanding of the Higgs mechanism in QFTs, which either decay into simpler QFTs or fission into separate, independent QFTs. Physicist Sperling stated, "The Higgs mechanism explains how elementary particles acquire their mass by interacting with the Higgs field, which permeates the entire universe. Particles interact with this field as they move through space -- similar to a swimmer moving through water." A particle that has no mass usually moves at the speed of light. However, when it interacts with the Higgs field, it "sticks" to this field and becomes sluggish, leading to the manifestation of its mass. The Higgs mechanism is thus a crucial concept for understanding the fundamental building blocks and forces of the universe. Mathematically, the "decay and fission" algorithm is based on the principles of linear algebra and a clear definition of stability. It operates autonomously and requires no external inputs. The results achieved through physics-inspired methods are not only relevant in physics but also in mathematical research: They offer a fundamental and universally valid description of the complex, intertwined structures of the quantum vacua, representing a significant advance in mathematics.
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Fungus breaks down ocean plastic | ScienceDaily
A fungus living in the sea can break down the plastic polyethylene, provided it has first been exposed to UV radiation from sunlight. Researchers from, among others, NIOZ published their results in the scientific journal Science of the Total Environment. They expect that many more plastic degrading fungi are living in deeper parts of the ocean.


						
The fungus Parengyodontium album lives together with other marine microbes in thin layers on plastic litter in the ocean. Marine microbiologists from the Royal Netherlands Institute for Sea Research (NIOZ) discovered that the fungus is capable of breaking down particles of the plastic polyethylene (PE), the most abundant of all plastics that have ended up in the ocean. The NIOZ researchers cooperated with colleagues from Utrecht University, the Ocean Cleanup Foundation and research institutes in Paris, Copenhagen and St Gallen, Switzerland. The finding allows the fungus to join a very short list of plastic-degrading marine fungi: only four species have been found to date. A larger number of bacteria was already known to be able to degrade plastic.

Follow the degradation process accurately

The researchers went to find the plastic degrading microbes in the hotspots of plastic pollution in the North Pacific Ocean. From the plastic litter collected, they isolated the marine fungus by growing it in the laboratory, on special plastics that contain labelled carbon. Vaksmaa: "These so-called 13C isotopes remain traceable in the food chain. It is like a tag that enables us to follow where the carbon goes. We can then trace it in the degradation products."

Vaksmaa is thrilled about the new finding: "What makes this research scientifically outstanding, is that we can quantify the degradation process." In the laboratory, Vaksmaa and her team observed that the breakdown of PE by P. album occurs at a rate of about 0.05 per cent per day. "Our measurements also showed that the fungus doesn't use much of the carbon coming from the PE when breaking it down. Most of the PE that P. album uses is converted into carbon dioxide, which the fungus excretes again." AltThough CO2 is a greenhouse gas, this process is not something that might pose a new problem: the amount released by fungi is the same as the low amount humans release while breathing.

Only under the influence of UV

The presence of sunlight is essential for the fungus to use PE as an energy source, the researchers found. Vaksmaa: "In the lab, P. album only breaks down PE that has been exposed to UV-light at least for a short period of time. That means that in the ocean, the fungus can only degrade plastic that has been floating near the surface initially," explains Vaksmaa. "It was already known that UV-light breaks down plastic by itself mechanically, but our results show that it also facilitates the biological plastic breakdown by marine fungi."

Other fungi out there




As a large amount of different plastics sink into deeper layers before it is exposed to sunlight, P.album will not be able to break them all down. Vaksmaa expects that there are other, yet unknown, fungi out there that are degrading plastic as well, in deeper parts of the ocean. "Marine fungi can break down complex materials made of carbon. There are numerous amounts of marine fungi, so it is likely that in addition to the four species identified so far, other species also contribute to plastic degradation. There are still many questions about the dynamics of how plastic degradation takes place in deeper layers," says Vaksmaa.

Plastic soup

Finding plastic-degrading organisms is urgent. Every year, humans produce more than 400 billion kilograms of plastic, and this is expected to have at least triple by the year 2060. Much of the plastic waste ends up in the sea: from the poles to the tropics, it floats around in surface waters, reaches greater depths at sea and eventually falls down on the seafloor.

Lead author Annika Vaksmaa of NIOZ: "Large amounts of plastics end up in subtropical gyres, ring-shaped currents in oceans in which seawater is almost stationary. That means once the plastic has been carried there, it gets trapped there. Some 80 million kilograms of floating plastic have already accumulated in the North Pacific Subtropical Gyre in the Pacific Ocean alone, which is only one of the six large gyres worldwide."
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Understanding the atomic density fluctuations in silica glass | ScienceDaily
In materials science, particularly in the study of glasses, the intermediate range order (IRO) is one of the most intriguing research areas owing to its significant influence over the physical properties of glasses. The IRO refers to the structural arrangement of atoms beyond the short-range order (atomic arrangement within a few atomic distances) but shorter than the long-range order (arrangement patterns over macroscopic distances). Notably, for covalent glasses, the IRO is marked by atomic density fluctuations.


						
Scattering experiments provide a distinct signature of IRO. In these experiments, high-energy beams like X-rays and neutron beams are scattered by the atoms of a sample. The scattered waves then interfere constructively or destructively, resulting in bright or dark spots respectively. The bright spots are called diffraction peaks. For IRO in covalent glasses, a distinct diffraction peak called the first sharp diffraction peak (FSDP) has been observed. Various interpretations for the origin of FSDP have been proposed, including quasilattice planes, which are atomic planes that have some repeating patterns, or the presence of interstitial voids, which are gaps in the atomic arrangement. However, the direct experimental observation of these atomic density fluctuations has remained elusive.

In a new study, a team of researchers from Japan, led by Professor Akihiko Hirata from the Department of Materials Science at Waseda University and including Professor Motoki Shiga from Tohoku University and Dr. Shinji Kohara from the National Institute of Materials Science, has employed an innovative technique to directly observe the origin of FSDP and the atomic density fluctuations in silica (SiO2) glass. "We combined our angstrom-beam electron diffraction (ABED) technique, which we previously employed for observing atomic-scale structures in various glass materials, with an energy filter device to successfully observe the diffraction peaks related to FSDP and the related atomic arrangements of SiO2 glass," explains Prof. Hirata. Their study was published in the journal NPG Asia Materials on 10 May 2024.

In the study, the researchers first conducted ABED experiments with an energy filter device on a thin SiO2 glass sample, obtaining clear diffraction patterns associated with FSDP. Next, to understand its origin, they conducted virtual ABED experiments using a structural model of SiO2, developed through molecular dynamics and Monte Carlo simulations. This model could reproduce the high-energy X-ray and neutron scattering experiments, including FSDPs of real samples, verifying the validity of the model. The virtual ABED experiments conducted on the model produced similar diffraction patterns as real experiments. The researchers then extracted the atomic arrangements that generated these patterns from the structural model.

Analysis revealed that the periodic atomic density fluctuations corresponding to FSDP originated from alternating arrangements of chain-like columnar atomic configurations and interstitial tube-like voids. Notably, the tube-like voids were limited to a length of two nanometers. The columnar arrangements formed pseudo-two-dimensional atomic planes, providing a more specific description of the quasilattice planes. Furthermore, while these local structures did not precisely correspond to crystals which exhibit consistently ordered atomic structures throughout the material, they displayed partially similar features. These findings provide important insights into the IRO of glasses.

Prof. Hirata emphasizes the potential applications of glass materials, particularly in batteries as anode materials or solid-state electrolytes: "The fundamental insights into atomic density fluctuations gained from this study can contribute to accelerating the development of these materials, leading to improvements in battery performance."

Overall, this research advances our understanding of the atomic structure of glasses, providing new directions for material control and development.
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Mapping the mind with BARseq | ScienceDaily
Understanding the connections between different brain areas could pave the way to better treatment strategies for conditions like Alzheimer's, schizophrenia, and depression.


						
In 2019, as a postdoc in Cold Spring Harbor Laboratory's (CSHL's) Zador lab, Xiaoyin Chen helped develop a technique to map these connections. BARseq identifies cells in the brain by the genes they use and traces the connecting neural circuitry. Early versions of BARseq mapped gene expression across thousands of neural pathways, using "barcodes" or short snippets of RNA.

Chen is now an assistant investigator at the Allen Brain Institute. He recently reunited with CSHL Professor Anthony Zador to upgrade BARseq's capabilities. What does that look like? Instead of thousands of neurons, BARseq can now map millions.

"We are focused on pushing BARseq forward. We want to make this easy for everybody to use, faster, more sensitive. Can we read out more information with it? With much higher scale, you can start to answer different questions," says Chen.

The team began their search for answers in the brain's visual cortex. Sight is one of the most common ways humans perceive the world. Information travels from the eyes to the visual cortex for processing. But what happens in the brain when the visual cortex's neural inroads are cut or don't form at all?

"People have known for a while that visual inputs are very important in shaping the brain," Chen explains. "But we don't know, at the exact cell-type resolution BARseq provides, what actually happens."

The team used BARseq to map the brains of nine mice and traced gene expression in each mouse's visual cortex. It's the first time the technique has been used to map this many entire brains. Amazingly, the team found that if the mice went blind, the genes in the visual cortex started to look like those in neighboring cortical areas of the brain.

"The effects of losing vision were very broad," Chen explains. "The visual cortex itself changes. It becomes more similar to the areas around it. There are still a lot of questions about how development controls this patterning."

Chen is now working to expand BARseq's capabilities even further. He and his team are using the technique to investigate how connections are wired in developing brains and how these connections evolve.

"Understanding how cortical areas are set up is the first step in understanding these connections," he says. "But it's not enough. We still need to discover how they progress during development. BARseq can bring us closer to that goal."
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Development of revolutionary color-tunable photonic devices | ScienceDaily
A team at Pohang University of Science and Technology (POSTECH), spearheaded by Professor Su Seok Choi and Ph.D. candidate Seungmin Nam from the Department of Electrical Engineering, has developed a novel stretchable photonic device that can control light wavelengths in all directions. This pioneering study was published in Light: Science & Applications on May 22.


						
Structural colors are produced through the interaction of light with microscopic nanostructures, creating vibrant hues without relying on traditional color mixing methods. Conventional displays and image sensors blend the three primary colors (red, green, and blue), while structural color technology leverages the inherent wavelengths of light, resulting in more vivid and diverse color displays. This innovative approach is gaining recognition as a promising technology in the nano-optics and photonics industries.

Traditional color mixing techniques, which use dyes or luminescent materials, are limited to passive and fixed color representation. In contrast, tunable color technology dynamically controls nanostructures corresponding to specific light wavelengths, allowing for the free adjustment of pure colors. Previous research has primarily been limited to unidirectional color tuning, typically shifting colors from red to blue. Reversing this shift -- from blue to red, which has a longer wavelength -- has been a significant challenge. Current technology only allows adjustments towards shorter wavelengths, making it difficult to achieve diverse color representation in the ideal free wavelength direction. Therefore, a new optical device capable of bidirectional and omnidirectional wavelength adjustment is needed to maximize the utilization of wavelength control technology.

Professor Choi's team addressed these challenges by integrating chiral liquid crystal elastomers (CLCEs) with dielectric elastomer actuators (DEAs). CLCEs are flexible materials capable of structural color changes, while DEAs induce flexible deformation of dielectrics in response to electrical stimuli. The team optimized the actuator structure to allow both expansion and contraction, combining it with CLCEs, and developed a highly adaptable stretchable device. This device can freely adjust the wavelength position across the visible spectrum, from shorter to longer wavelengths and vice versa.

In their experiments, the researchers demonstrated that their CLCE-based photonic device could control structural colors over a broad range of visible wavelengths (from blue at 450nm to red at 650nm) using electrical stimuli. This represents a significant advancement over previous technologies, which were limited to unidirectional wavelength tuning.

This research not only establishes a foundational technology for advanced photonic devices but also highlights its potential for various industrial applications.

Professor Choi remarked, "This technology can be applied in displays, optical sensors, optical camouflage, direct optical analogue encryption, biomimetic sensors, and smart wearable devices, among many other applications involving light, color, and further broadband electromagnetic waves beyond visible band. We aim to expand its application scope through ongoing research."
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Enhancing nanofibrous acoustic energy harvesters with artificial intelligence | ScienceDaily
Scientists at the Terasaki Institute for Biomedical Innovation (TIBI), have employed artificial intelligence techniques to improve the design and production of nanofibers used in wearable nanofiber acoustic energy harvesters (NAEH). These acoustic devices capture sound energy from the environment and convert it into electrical energy, which can then be applied in useful devices, such as hearing aids.


						
Many efforts have been made to capture naturally occurring and abundant energy sources from our surrounding environment. Relatively recent advances such as solar panels and wind turbines allow us to efficiently harvest energy from the sun and wind, convert it into electrical energy, and store it for various applications. Similarly, conversions of acoustic energy can be seen in amplifying devices such as microphones, as well as in wearable, flexible electronic devices for personalized healthcare.

Currently, there has been much interest in using piezoelectric nanogenerators -- devices that convert mechanical vibrations, stress, or strain into electrical power -- as acoustic energy harvesters. These nanogenerators can convert mechanical energy from sound waves to generate electricity; however, this conversion of sound waves is inefficient, as it occurs mainly in the high frequency sound range, and most environmental sound waves are in the low frequency range. Additionally, choosing optimal materials, structural design, and fabrication parameters make the production of piezoelectric nanogenerators challenging.

As described in their paper in Nano Research, the TIBI scientists' approach to these challenges was two-fold: first, they chose their materials strategically and elected to fabricate nanofibers using polyvinylfluoride (PVDF), which are known for their ability to capture acoustic energy efficiently. When making the nanofiber mixture, polyurethane (PU) was added to the PVDF solution to impart flexibility, and electrospinning (a technique for generating ultrathin fibers) was used to produce the composite PVDF/PU nanofibers.

Secondly, the team applied artificial intelligence (AI) techniques to determine the best fabrication parameters involved in electrospinning the PVDF/polyurethane nanofibers; these parameters included the applied voltage, electrospinning time, and drum rotation speed. Employing these techniques allowed the team to tune the parameter values to obtain maximum power generation from their PVDF/PU nanofibers.

To make their nanoacoustic energy harvester, the TIBI scientists fashioned their PVDF/PU nanofibers into a nanofibrous mat and sandwiched it between aluminum mesh layers that functioned as electrodes. The entire assembly was then encased by two flexible frames.

In tests against conventionally fabricated NAEHs, the resultant AI-generated PVDF/PU NAEHs were found to have better overall performance, yielding a power density level more than 2.5 times higher and a significantly higher energy conversion efficiency (66% vs 42%). Furthermore, the AI-generated PVDF/PU NAEHs were able to obtain these results when tested with a wide range of low-frequency sound -- well within the levels found in ambient background noise. This allows for excellent sound recognition and the ability to distinguish words with high resolution.

"Models using artificial intelligence optimization, such as the one described here, minimize time spent on trial and error and maximize the effectiveness of the finished product," said Ali Khademhosseini, Ph.D., TIBI's director and CEO. "This can have far-reaching effects on the fabrication of medical devices with significant practicability."
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Researchers develop technology that may allow stroke patients to undergo rehab at home | ScienceDaily
For survivors of strokes, which afflict nearly 800,000 Americans each year, regaining fine motor skills like writing and using utensils is critical for recovering independence and quality of life. But getting intensive, frequent rehabilitation therapy can be challenging and expensive.


						
Now, researchers at NYU Tandon School of Engineering are developing a new technology that could allow stroke patients to undergo rehabilitation exercises at home by tracking their wrist movements through a simple setup: a smartphone strapped to the forearm and a low-cost gaming controller called the Novint Falcon.

The Novint Falcon, a desktop robot typically used for video games, can guide users through specific arm motions and track the trajectory of its controller. But it cannot directly measure the angle of the user's wrist, which is essential data for therapists providing remote rehabilitation.

In a paper presented at SPIE Smart Structures + Nondestructive Evaluation 2024, the researchers proposed using the Falcon in tandem with a smartphone's built-in motion sensors to precisely monitor wrist angles during rehab exercises.

"Patients would strap their phone to their forearm and manipulate this robot," said Maurizio Porfiri, NYU Tandon Institute Professor and director of its Center for Urban Science + Progress (CUSP), who is the paper's senior author. "Data from the phone's inertial sensors can then be combined with the robot's measurements through machine learning to infer the patient's wrist angle."

The researchers collected data from a healthy subject performing tasks with the Falcon while wearing motion sensors on the forearm and hand to capture the true wrist angle. They then trained an algorithm to predict the wrist angles based on the sensor data and Falcon controller movements.

The resulting algorithm could predict wrist angles with over 90% accuracy, a promising initial step toward enabling remote therapy with real-time feedback in the absence of an in-person therapist.




"This technology could allow patients to undergo rehabilitation exercises at home while providing detailed data to therapists remotely assessing their progress," Roni Barak Ventura, the paper's lead author who was an NYU Tandon postdoctoral fellow at the time of the study. "It's a low-cost, user-friendly approach to increasing access to crucial post-stroke care."

The researchers plan to further refine the algorithm using data from more subjects. Ultimately, they hope the system could help stroke survivors stick to intensive rehab regimens from the comfort of their homes.

"The ability to do rehabilitation exercises at home with automatic tracking could dramatically improve quality of life for stroke patients," said Barak Ventura. "This portable, affordable technology has great potential for making a difficult recovery process much more accessible."

This study adds to NYU Tandon's body of work that aims to improve stroke recovery. In 2022, Researchers from NYU Tandon began collaborating with the FDA to design a regulatory science tool based on biomarkers to objectively assess the efficacy of rehabilitation devices for post-stroke motor recovery and guide their optimal usage. A study from earlier this year unveiled advances in technology that uses implanted brain electrodes to recreate the speaking voice of someone who has lost speech ability, which can be an outcome from stroke.
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      Top stories featured on ScienceDaily's Plants & Animals, Earth & Climate, and Fossils & Ruins sections.


      
        Tiny roundworms carve out unique parasitic niche inside pseudoscorpion's protective covering
        In a parasitic first, a Baltic amber specimen has revealed that millions of years ago tiny worms known as nematodes were living inside of and feeding on the outer protective layer of pseudoscorpions.

      

      
        Researchers solve 2,000-year-old mystery of the shipworm
        They bedeviled ancient Greek navies, helped shipwreck Christopher Columbus, aided in the sinking of the Spanish Armada and caused the wharves in San Francisco Bay to collapse into the sea, but until now, scientists have been unable to pinpoint exactly how shipworms -- a family of mollusks -- are able to cause such damage. A team of researchers has discovered that a population of symbiotic microbes, living in an overlooked sub-organ of the gut called the 'typhlosole,' have the ability to secrete t...

      

      
        Experts alert doctors and the public to the arrival of hard-to-treat fungal skin infections in the United States
        Healthcare providers should watch out for new and highly contagious forms of ringworm or jock itch, which are emerging as a potential public health threat, according to a pair of reports.

      

      
        Universal bitter blocker could help patients take their medicines as prescribed
        Strong bitterness is the main reason why people all over the world, especially children, avoid taking their medicines, putting their health, and sometimes, their lives at risk. Now, a group of scientists has identified the first temporary, universal taste blocker that works in people.

      

      
        Fighting fires from space in record time: How AI could prevent devastating wildfires
        Scientists are getting closer to detecting bushfires in record time, thanks to cube satellites with onboard AI now able to detect fires from space 500 times faster than traditional on-ground processing of imagery.

      

      
        Fishy mystery of marine reptile solved
        The identity of a prehistoric marine reptile has finally been revealed after experts discovered that some of its remains actually belonged to fish.

      

      
        Blood sausages and yak milk: Bronze Age cuisine of Mongolian nomads unveiled
        Bronze cauldrons were used by the inhabitants of the Mongolian steppe around 2,700 years ago to process animal blood and milk. This is shown by a protein analysis of archaeological finds from this period.

      

      
        'Painting with light' illuminates photo evidence of air pollution
        Photographs making invisible air pollution visible have sparked discussion around the impact of air pollution on communities ascross the globe.

      

      
        Uptake of tire wear additives by vegetables grown for human consumption
        Car tires contain hundreds of chemical additives that can leach out of them. This is how they end up in crops and subsequently in the food chain. Researchers have now detected these chemical residues in leafy vegetables for the first time. Although the concentrations were low, the evidence was clear, a finding that is also known for drug residues in plant-based foods.

      

      
        'Open gates' in warming Arctic are expanding salmon range
        New research has connected warming ocean temperatures to higher Pacific salmon abundance in the Canadian Arctic, an indicator that climate change is creating new corridors for the fish to expand their range. Salmon haven't historically been seen in large numbers in the Arctic Ocean and its watersheds, but in recent years incidental catches by subsistence fishermen have occasionally surged. Researchers working together with communities in the western Canadian Arctic, connected those salmon booms w...

      

      
        Early summer fishing can have an evolutionary impact, resulting in smaller salmon
        A new genetic study found that heavy fishing in the early part of the fishing season may result in younger and smaller Atlantic salmon. This information can help to conserve large fish essential for the diversity and viability of salmon populations.

      

      
        A cracking discovery -- eggshell waste can recover rare earth elements needed for green energy
        A collaborative team of researchers has made a cracking discovery with the potential to make a significant impact in the sustainable recovery of rare earth elements (REEs), which are in increasing demand for use in green energy technologies. The team found that humble eggshell waste could recover REES from water, offering a new, environmentally friendly method for their extraction.

      

      
        Climate change will make ozone pollution worse: Here's how
        A new study finds climate change is likely to make upward spikes of ozone at ground level worse by 2050, which could result in many parts of the United States falling out of compliance with air quality standards and increasing risks to public health.

      

      
        Unlocking the world around us for next-gen antibiotics
        An international research team has found almost a million potential sources of antibiotics in the natural world.

      

      
        Breaking ground: Could geometry offer a new explanation for why earthquakes happen?
        Researchers are adding a new wrinkle to a long-held belief about what causes earthquakes in the first place.

      

      
        Myelination in the brain may be key to 'learning' opioid addiction
        Scientists have found that the process of adaptive myelination, which helps the brain learn new skills, can also promote addiction to opioids.

      

      
        Electrified charcoal 'sponge' can soak up CO2 directly from the air
        Researchers have developed a low-cost, energy-efficient method for making materials that can capture carbon dioxide directly from the air. Researchers used a method similar to charging a battery to instead charge activated charcoal, which is often used in household water filters.

      

      
        New technique reveals how gene transcription is coordinated in cells
        Researchers invented a technique that allows them to observe which genes and enhancers are active in a cell at the same time. This could help them determine which enhancers control which genes and may reveal potential new drug targets for genetic disorders.

      

      
        Why do 1 in 10 Americans get eczema? Is it too much salt?
        A high sodium diet may increase the risk of eczema, according to researchers, who found that eating just one extra gram of sodium per day increases the likelihood of flares by 22%.

      

      
        Cannabis use common among patients, with most using it to manage a symptom or health condition
        Nearly one in six patients in primary care reported cannabis use, with 35% of those using at levels indicating moderate- to high-risk use disorder. The findings indicate the need for routine cannabis use screening. Currently few healthcare systems offer this screening in primary care settings.

      

      
        Father's diet before conception influences children's health
        A recent study provides new insights into how fathers' diets and overweight can affect their children's health even before conception. The findings of the study can help develop preventive health measures for men wishing to become fathers: The healthier the father's diet, the lower the risk for their children to develop obesity or diseases such as diabetes later in life.

      

      
        Study reveals how 'forever chemicals' may impact heart health in older women
        New research has linked multiple types of per- and polyfluoroalkyl substances (PFAS, also known as 'forever chemicals') with increased risk of cardiovascular diseases in postmenopausal women. Specifically, the study reveals how PFAS chemicals interact with pro-inflammatory pathways in older women, providing potential explanations for the increased risk.

      

      
        Rate of global warming caused by humans at an all-time high, say scientists
        Global warming caused by humans is advancing at 0.26 C per decade -- the highest rate since records began, according to new research by over 50 leading international scientists.

      

      
        Giant viruses found on Greenland ice sheet
        Giant viruses found on the Greenland ice sheet probably regulate the growth of snow algae on the ice by infecting them. Knowing how to control these viruses could help us reduce the rate of ice-melt.

      

      
        An anti-inflammatory curbs spread of fungi causing serious blood infections
        Study finds that mesalamine, a common anti-inflammatory drug, can fight the fungus Candida albicans in the gut, potentially preventing the risk of invasive candidiasis in patients with blood cancers.

      

      
        Mapping lava flows with groundbreaking field instrument
        Researchers develop a tool for measuring the viscosity of lava that could increase our understanding of molten rock as well as better improve models of its movement, giving authorities crucial guidance for keeping people safe. They attached a metal rod to a force gauge for accurate measurements and coupled it with a second rod to measure displacement. The entire instrument is designed to be both lightweight enough to be hand-held and durable enough to hold up in a volcanic environment.

      

      
        Exploring three frontiers in marine biomass and blue carbon capture
        A new study offers first-time insights into three emerging climate innovations to safeguard or increase the carbon naturally captured by ocean and coastal ecosystems: rapid interventions to save the Great Barrier Reef, satellite-tracked kelp beds in the deep ocean, and seagrass nurseries in the United Kingdom.

      

      
        Combining pest treatments may be key to helping honey bees survive the winter
        Winters can be tough on managed honey bee colonies, with beekeepers in the United States reporting that one-third of their colonies die each winter. A new study has found that using not one but multiple pest treatments may help bees make it to spring.

      

      
        Rocky shores of Pacific Northwest show low resilience to changes in climate
        A 15-year period ending in 2020 that included a marine heat wave and a sea star wasting disease epidemic saw major changes in the groups of organisms that live along the rocky shores of the Pacific Northwest.

      

      
        Using AI to decode dog vocalizations
        Have you ever wished you could understand what your dog is trying to say to you? Researchers are exploring the possibilities of AI, developing tools that can identify whether a dog's bark conveys playfulness or aggression.

      

      
        Human activity contributed to woolly rhinoceros' extinction
        Researchers have discovered sustained hunting by humans prevented the woolly rhinoceros from accessing favourable habitats as Earth warmed following the Last Ice Age.

      

      
        Small, but smart: How symbiotic bacteria adapt to big environmental changes
        Lucinid clams, inconspicuous inhabitants of the seafloor and one of the most diverse group of animals in the ocean, rely on symbiotic bacteria for their survival. Researchers now reveal the evolutionary journey of these tiny tenants. Faced with a drastically changing environment following the closure of the Isthmus of Panama, they acquired new metabolic skills to enable their own survival. Understanding the adaptive strategies of bacteria provides insight into their potential responses to challen...

      

      
        Summer droughts in Northern hemisphere increasingly likely as seasonal streamflows change
        Declining snowfall is changing the seasonal patterns of streamflow throughout the Northern hemisphere boosting chances of water shortages in the summer, scientists have found.

      

      
        Some countries could meet their total electricity needs from floating solar panels
        Floating solar photovoltaic panels could supply all the electricity needs of some countries, new research has shown. The researchers calculated the daily electrical output for floating photovoltaics (FPV) on nearly 68,000 lakes and reservoirs around the world, using available climate data for each location.

      

      
        Gigantic Jurassic pterosaur fossil unearthed in Oxfordshire, UK
        A team of palaeontologists has discovered a fossil of a gigantic flying reptile from the Jurassic period with an estimated wingspan of more than three metres -- making it one of the largest pterosaurs ever found from that era.

      

      
        Innovative demand strategies for clean energy
        A perspective piece describes innovative strategies that significantly reduce both resource consumption and fossil fuel emissions.

      

      
        New light shed on circadian rhythms
        Circadian clocks, which drive circadian rhythms, are entwined with many essential systems in living things including plants, fungi, insects, and even humans. Because of this, disruptions to our circadian clocks are linked to higher disease rates in humans, including certain cancers and autoimmune diseases.

      

      
        Frequent mowing puts poisonous weed into survival mode
        A study has found that frequent mowing of Solanum elaeagnifolium, also known as silverleaf nightshade, may help create a 'superweed.' A professor of entomology and plant pathology has been studying silverleaf nightshade for more than a decade. New findings have shown that the more silverleaf nightshade was mowed, the more it developed ways to avoid destruction. The taproot went down further, nearly 5 feet deep, in the first generation of mowed plants. More spikes popped out on the stem as a defen...

      

      
        Key nutrients help plants beat the heat
        Scientists have discovered some of the molecular mechanisms controlling how plants -- including important crops like soybean and rice -- will respond to rising global temperatures, finding higher temperatures make root systems grow faster, but sustaining this increased growth speed depends on high levels of nitrogen and phosphorus in the soil. The discoveries point to the necessity of nitrogen and phosphorus-rich soil to promote crop growth and create nutritious crops, in addition to aiding a mis...

      

      
        Centering relationships between people and place: A critical step towards improving science's contributions to society
        Marine conservation scientists advocate for a cultural shift in academia that fosters deeper connections with places of study and encourages collaboration with local communities to make science more relevant, equitable and meaningful.

      

      
        Airplane noise exposure may increase risk of chronic disease
        A new study indicates that airplane noise may increase one's risk of developing cardiometabolic diseases, a cluster of conditions such as heart attack, stroke, diabetes, and hypertension. The study found that people who were exposed to airplane noise levels at 45 dB or more were more likely to have higher self-reported body mass index (BMI), with the highest BMI measures linked to aircraft noise levels at 55 dB or above.

      

      
        Microscopic defects in ice shape how massive glaciers flow, study shows
        A glacier's flow depends on how microscopic defects move through the ice, according to new research that also yielded a new model for predicting how glaciers will flow, ultimately contributing to sea-level rise.

      

      
        Mapping the seafloor sediment superhighway
        A new scientific model is giving researchers an unprecedented, global look at the activities of clams, worms, and other invertebrate animals that burrow at the bottom of the ocean.

      

      
        Oral nucleoside antiviral is progressing toward future pandemic preparedness
        Obeldesivir (GS-5245), a novel investigational small molecule oral antiviral, represents a new tool in the ongoing effort to prepare for future pandemics.

      

      
        Shape and depth of ocean floor profoundly influence how carbon is stored there
        The movement of carbon between the atmosphere, oceans and continents -- or carbon cycle -- regulates Earth's climate, with the ocean playing a major role in carbon sequestration. A new study finds that the shape and depth of the ocean floor explain up to 50% of the changes in depth at which carbon has been sequestered there over the past 80 million years. While these changes have been previously attributed to other causes, the new finding could inform ongoing efforts to combat climate change thro...

      

      
        Altered carbon points toward sustainable manufacturing
        Researchers develop a vastly more productive way to convert carbon dioxide into useful materials and compounds.

      

      
        Aiding the displaced with data
        In times of crisis, effective humanitarian aid depends largely on the fast and efficient allocation of resources and personnel. Accurate data about the locations and movements of affected people in these situations is essential for this. Researchers have now produced a framework to analyze and visualize population mobility data, which could help in such cases.

      

      
        The embryo assembles itself
        Biological processes depend on puzzle pieces coming together and interacting. Under specific conditions, these interactions can create something new without external input. This is called self-organization, as seen in a school of fish or a flock of birds. Interestingly, the mammalian embryo develops similarly. Scientists now introduce a mathematical framework that analyzes self-organization from a single cell to a multicellular organism.

      

      
        Wire snare removal in protected areas is labor-intensive but effective -- and essential to solving the Southeast Asian snaring crisis
        Snaring -- a non-selective method of poaching using wire traps -- is widespread in tropical forests in Southeast Asia. Snaring decimates wildlife populations and has pushed many larger mammals to local or even global extinction. Eleven years of data from ranger patrols in the Thua Thien Hue and Quang Nam Saola Nature Reserves in Viet Nam show that intensive removal efforts are labour-intensive and costly but brought snaring down by almost 40 percent and therefore reduced imminent threats to wildl...

      

      
        Urgent need for action now for increasing threat from invasive alien species
        Urgent action now is needed to tackle the major and growing global issue of invasive alien species, says a team of 88 experts from 47 countries. The paper follows the (IPBES) thematic assessment report on invasive alien species and their control. The experts say co-developing management actions with multiple stakeholders including government and private sector stakeholders, and Indigenous Peoples and local communities will be critical to achieving success in addressing biological invasions.
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Tiny roundworms carve out unique parasitic niche inside pseudoscorpion's protective covering | ScienceDaily
The early worm gets the arachnid, fossil research by an Oregon State University scientist has shown.


						
In a parasitic first, a Baltic amber specimen has revealed that millions of years ago tiny worms known as nematodes were living inside of and feeding on the outer protective layer of pseudoscorpions.

"This is very strange," said George Poinar Jr., who has a courtesy appointment in the OSU College of Science. "No other invertebrate-associated nematodes are known to have this detailed habit."

Findings were published in Historical Biology.

Pseudoscorpions are a highly diverse lineage of arachnid, said Poinar, an international expert in using plant and animal life forms preserved in amber to learn about the biology and ecology of the distant past. Smaller than scorpions and lacking a stinger and tail, pseudoscorpions live in a range of habitats globally and are associated with a wide variety of parasitic organisms including nematodes.

Nematodes are among the planet's most abundant animals, "free-living" in water, soil and the Earth's crust in addition to parasitizing a large collection of plant and animal species.

The fossil nematodes studied by Poinar show well-developed spear-type structures known as stylets. Similar to a hypodermic needle, a nematode uses its stylet to pierce cells and pull out food -- in this case from the pseudoscorpion's hypodermis, part of the outer covering known as the integument.

"Aside from the stylets, and being able to determine that some females were still enclosing eggs, other pertinent characters are not clearly visible," Poinar said. "So I placed the nematodes in the established collective group genus Vetus, which was established in 1935 for fossil nematodes that could not be placed in any known extant family."

Age estimates of Baltic amber vary widely, Poinar notes, from 23 million years to 55 million depending on who is doing the estimating and which method is used.

"The fact that some nematodes were able to establish such unique parasitic associations as what we are seeing is very unusual," Poinar said. "It is hoped that this initial paper will spur researchers to follow up and find more about the systematic placement of these nematodes."
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Researchers solve 2,000-year-old mystery of the shipworm | ScienceDaily
They bedeviled ancient Greek navies, helped shipwreck Christopher Columbus, aided in the sinking of the Spanish Armada and caused the wharves in San Francisco Bay to collapse into the sea, but until now, scientists have been unable to pinpoint exactly how shipworms -- a family of mollusks -- are able to cause such damage. A team of researchers, jointly led by the University of Massachusetts Amherst and the University of Plymouth, along with collaborators from the University of Maine and UMass Chan Medical School, have discovered that a population of symbiotic microbes, living in an overlooked sub-organ of the gut called the "typhlosole," have the ability to secrete the enzymes needed to digest lignin -- the toughest part of wood.


						
"Shipworms are such important animals," says Reuben Shipway, co-corresponding author of the research published recently in International Biodeterioration and Biodegradation and who initiated this work as part of his postdoctoral fellowship at UMass Amherst. "They are found throughout the world's oceans and not only have they changed history, they are also ecosystem engineers and play a fundamental role in cycling carbon in aquatic environments. It's incredible that we haven't had a full understanding of how they do this."

Wood is a miraculous substance: flexible and tough, its stringy but nutritious cellulose can make a great meal -- but only for those living things that can digest it and also get through the layer of lignin, a tough, armor-like substance that surrounds the cellulose like "wrap rage"-inducing packaging around your favorite treat. Microbiologists have long known that those animals capable of digesting lignin -- like termites -- host specialized, symbiotic colonies of microbes in their guts that do the work of breaking the lignin down for them. "But," says lead author Barry Goodell, recently retired professor of microbiology at UMass Amherst and emeritus professor at the University of Maine, "the shipworm's digestive tract has long been thought to be virtually sterile."

How then do shipworms do what they do?

Goodell and Shipway have spent the better part of the last decade trying to answer this question, testing a variety of innovative hypotheses -- none of which gave up the shipworms' secret.

"We decided to take a very careful look at the shipworm's gut again," says Goodell, "on the off chance that the last hundred years' worth of researchers missed something."

Indeed, that appears to be the case.




It turns out that shipworms have a curious sub-organ, called a typhlosole -- "it looks like Salvador Dali's mustache upside down," says Shipway -- that is embedded in the mollusk's digestive tract. Previous researchers had thought that it served as a mixing structure, but, when Goodell and Shipway did some precise culturing work, then enlisted the aid of the Argonne National Lab's facilities for metagenomic analysis as well as the advanced genetic-probe-microscopy technique at the UMass Amherst Institute for Applied Life Sciences, they found what generations of researchers had overlooked: hidden clusters of bacterial symbionts with the capability to produce lignin-digesting enzymes.

Not only does this research help to solve a longstanding mystery, but the findings may also have important practical application. Biotech companies are searching for new enzymes that can digest recalcitrant substrates more efficiently than current bio-industrial processes allow, and new sources of enzymes that can open the structure of biomass residues are very important in growing this field. Furthermore, previous shipworm symbionts have proven to be a treasure trove of natural products -- such as novel anti-parasitic antibiotics -- which may have significant impacts on human health.

On the climate change front, research such as this can help refine models predicting how CO2 and other greenhouse gasses are released into the environment, especially given that large amounts of woody debris on land winds up in the ocean, where much of it passes through the shipworm gut.

Finally, other animal species, including other mollusks, the common earthworm and even the tadpole stages of frogs, also possess a typhlosole that has not been thoroughly studied before. If symbionts similar to those in shipworms were found in those animals, it could change our understanding of how those animals also make their way in the world. "It's very satisfying," says Goodell of the research. "We've been trying to crack this mystery for years and we finally discovered the shipworm's hidden bacterial symbiont secret."
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Experts alert doctors and the public to the arrival of hard-to-treat fungal skin infections in the United States | ScienceDaily
Healthcare providers should watch out for new and highly contagious forms of ringworm or jock itch, which are emerging as a potential public health threat, according to a pair of reports.


						
In the first of the studies, experts at NYU Langone Health who focus on the spread of contagious rashes document the first reported U.S. case of a sexually transmitted fungal infection that can take months to clear up even with treatment. In the second report, NYU Langone physicians partnered with authorities at the New York State Department of Health to describe the largest group of patients in the country with a similar fungal strain that resists standard therapies.

Both species of fungi are among a group that causes skin rashes, or tinea, that easily spread on the face and limbs (ringworm), groin (jock itch), and feet (athlete's foot). However, the tinea explored in the new reports can look very different from the neat, regular circles seen in most forms of ringworm. They may instead be confused for lesions caused by eczema and can therefore go without proper treatment for months.

The first report, publishing online on June 5 in the journal JAMA Dermatology, describes a man in his 30s who developed tinea on his penis, buttocks, and limbs after returning home to New York City from a trip to England, Greece, and California. Genetic tests of fungal samples collected from the patient's rashes revealed that the infection was caused by the species Trichophyton mentagrophytes type VII (TMVII). This sexually transmitted form of ringworm has been increasingly diagnosed throughout Europe, with 13 instances reported in France in 2023, mostly in men who have sex with men. Notably, the man in the current study said he had sex with multiple male partners during his travels, none of whom reported similar skin issues.

"Healthcare providers should be aware that Trichophyton mentagrophytes type VII is the latest in a group of severe skin infections to have now reached the United States," said study lead author and dermatologist Avrom Caplan, MD. Caplan is an assistant professor in the Ronald O. Perelman Department of Dermatology at NYU Grossman School of Medicine.

"Since patients are often reluctant to discuss genital problems, physicians need to directly ask about rashes around the groin and buttocks, especially for those who are sexually active, have recently traveled abroad, and report itchy areas elsewhere on the body," added study senior author John Zampella, MD.

Zampella, an associate professor in the Ronald O. Perelman Department of Dermatology at NYU Grossman says that while infections caused by TMVII are difficult to treat and can take months to clear up, they so far appear to respond to standard antifungal therapies such as terbinafine.




Meanwhile, Caplan says the new skin condition explored in his other new report presents a greater challenge for dermatologists. The study results, published online in May in JAMA Dermatology, center on Trichophyton indotineae (T. indotineae), which is widespread in India and is now reported globally. First confirmed to be in the U.S. last year, the infection causes similar itchy and contagious rashes as TMVII but often resists terbinafine treatment.

To better understand how T. indotineae can evade antifungal drugs, the researchers collected clinical and laboratory data from 11 men and women treated for ringworm in New York City hospitals between May 2022 and May 2023. Their tinea was confirmed to have been caused by T. indotineae. Seven of the patients had received standard doses of terbinafine for anywhere from 14 days (the usual duration for most forms of ringworm) to 42 days, yet their rashes did not improve.

Analyzing the fungal samples' DNA, the team reported several variations in the genetic code (mutations) that prevent terbinafine from hooking onto fungal cells and poking holes in their protective membranes. According to the study authors, these mutations might help explain why the therapy often failed in some cases to fight the infections.

The results also showed that when seven patients were treated with another antifungal called itraconazole, three recovered entirely and two improved. The problem with this therapy however, Caplan says, is that while effective, the drug can interfere with many medications and can cause nausea, diarrhea, and other side effects that make it hard to use for long periods.

"These findings offer new insight into how some of the fungal skin infections spreading from South Asia can evade our go-to therapies," said Caplan. "Beyond learning to recognize their misleading signs, physicians will need to ensure their treatment addresses each patient's quality-of-life needs."

Caplan adds that he plans to work with leading fungi experts around the U.S. and internationally over the next few months to expand research efforts and track emerging cases.

The researchers caution that while dermatologists should be on the alert for signs of TMVII and T. indotineae in their patients, rates so far remain low in the U.S.

Study funding was provided by NYU Langone.

In addition to Caplan and Zampella, other NYU Langone investigators involved in the TMVII study are Michelle Sikora, BS; Arianna Strome, MD; Christine Akoh, MD, PhD; and Caitlin Otto, PhD. Other study authors include Sudha Chaturvedi, PhD, at the New York State Department of Health in Albany.
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Universal bitter blocker could help patients take their medicines as prescribed | ScienceDaily
Many people, especially children and the elderly, have difficulty swallowing pills. Liquid forms of many medicines taste extremely bitter and are often rejected. Put simply, strong bitterness is the main reason why people all over the world, especially children, avoid taking their medicines, putting their health, and sometimes, their lives at risk.


						
Now, a group of scientists at the Monell Chemical Senses Center identified the first temporary, universal taste blocker that works in people. Their findings appear in the British Journal of Pharmacology.

"Remarkably, and unlike our experience with blockers of bitter taste receptors, the taste-nerve blocker we tested worked for every subject and every bitter compound we tested," said first author Linda J. Flammer, PhD, Monell Senior Research Associate and Director of the Corporate Partners Program. "I have never seen this before."

Until now, efforts to block bitterness in foods and medicines have focused on finding blockers for bitter taste receptors on the tongue. Because different medications activate distinct sets of bitter taste receptors, targeting specific receptors may only suppress bitterness for certain, but not all, bitter-tasting compounds. "There is a clear need to develop bitter blockers that are able to suppress the bitterness of many medications," said co-author Carol Christensen, PhD, Monell Alumnus Faculty Member. "Although humans have 25 different bitter receptors, our ongoing research suggests only a handful of bitter receptors may be responsible for most of the bitterness of medicines."

Taste cells in the mouth that express the TAS2R family of taste receptors are stimulated by sweet, bitter, and savory compounds, and transmit signals to nerve fibers by releasing adenosine triphosphate (ATP), a cell's main source of energy. In turn, ATP activates a receptor called P2X2/P2X3 on the receiving nerve cells. These nerves send information to the brain about the taste of foods and medications.

The team used an inhibitor of P2X2/P2X3 receptors, called AF-353, to block taste-nerve transmission and reduce the bitterness signal caused by medications and other taste compounds. Several blockers of P2X2/P2X3 receptors have been identified, with some tested in clinical trials to treat chronic cough; however, a side effect in these trials was taste disturbance. The Monell team capitalized on the "side effect" of these compounds to create an oral treatment that enhances the palatability of medicines.

A key finding of the study is that rinsing the mouth with AF-353 significantly reduced the bitterness of two important medicines that treat common chronic diseases: Praziquantel for parasites and Tenofovir Alafenamide (TAF) for hepatitis B and HIV.




"AF-353 is the first universal bitter taste blocker that has been identified," said Monell Faculty Member Peihua Jiang, PhD. "In addition to bitter taste, it also affects savory, salt, sweet, and sour tastes. However, AF-353 only blocks taste. Other oral sensations like the tingle from carbonation were not affected."

The team conducted both human sensory taste testing and mouse behavioral experiments to determine the breadth, strength, and duration of the blocking effects. The results of the human and rodent studies were similar in the breadth and duration of AF-353's action.

The topical application of AF-353 directly into the mouth may improve compliance of many important medications, especially those that are life-saving for children in developing countries. "In people, the blocking effect lasted 60 to 90 minutes, when their taste was restored to normal," said Flammer.

"We are now looking for taste blockers that act faster and allow taste to return to normal sooner," said Jiang.orted by the Bill & Melinda Gates Foundation (INV-037008 and INV-042630). The behavioral work was performed at the Monell Behavioral and Physiological Phenotyping Core, which is supported, in part, by the National Institutes of Health (NIH) NIDCD Core Grant 1P30DC011735-01. Research infrastructure was provided in part by NIH Grant G20OD020296.
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Fighting fires from space in record time: How AI could prevent devastating wildfires | ScienceDaily
Australian scientists are getting closer to detecting bushfires in record time, thanks to cube satellites with onboard AI now able to detect fires from space 500 times faster than traditional on-ground processing of imagery.


						
Remote sensing and computer science researchers have overcome the limitations of processing and compressing large amounts of hyperspectral imagery on board the smaller, more cost-effective cube satellites before sending it to the ground for analysis, saving precious time and energy.

The breakthrough, using artificial intelligence, means that bushfires will be detected earlier from space, even before they take hold and generate large amounts of heat, allowing on ground crews to respond more quickly and prevent loss of life and property.

A project funded by the SmartSat CRC and led by the University of South Australia (UniSA) has used cutting-edge onboard AI technology to develop an energy-efficient early fire smoke detection system for South Australia's first cube satellite, Kanyini.

The Kanyini mission is a collaboration between the SA Government, SmartSat CRC and industry partners to launch a 6 U CubeSat satellite into low Earth orbit to detect bushfires as well as monitor inland and coastal water quality.

Equipped with a hyperspectral imager, the satellite sensor captures reflected light from Earth in different wavelengths to generate detailed surface maps for various applications, including bushfire monitoring, water quality assessment and land management.

Lead researcher UniSA geospatial scientist Dr Stefan Peters says that, traditionally, Earth observation satellites have not had the onboard processing capabilities to analyse complex images of Earth captured from space in real-time.




His team, which includes scientists from UniSA, Swinburne University of Technology and Geoscience Australia, has overcome this by building a lightweight AI model that can detect smoke within the available onboard processing, power consumption and data storage constraints of cube satellites.

Compared to the on-ground based processing of hyperspectral satellite imagery to detect fires, the AI onboard model reduced the volume of data downlinked to 16% of its original size, while consuming 69% less energy.

The AI onboard model also detected fire smoke 500 times faster than traditional on-ground processing.

"Smoke is usually the first thing you can see from space before the fire gets hot and big enough for sensors to identify it, so early detection is crucial," Dr Peters says.

To demonstrate the AI model, they used simulated satellite imagery of recent Australian bushfires, using machine learning to train the model to detect smoke in an image.

"For most sensor systems, only a fraction of the data collected contains critical information related to the purpose of a mission. Because the data can't be processed on board large satellites, all of it is downlinked to the ground where it is analysed, taking up a lot of space and energy. We have overcome this by training the model to differentiate smoke from cloud, which makes it much faster and more efficient."

Using a past fire event in the Coorong as a case study, the simulated Kanyini AI onboard approach took less than 14 minutes to detect the smoke and send the data to the South Pole ground station.




"This research shows there are significant benefits of onboard AI compared to traditional on ground processing," Dr Peters says. "This will not only prove invaluable in the event of bushfires but also serve as an early warning system for other natural disasters."

The research team hopes to demonstrate the onboard AI fire detection system in orbit in 2025 when the Kanyini mission is operational.

"Once we have ironed out any issues, we hope to commercialise the technology and employ it on a CubeSat constellation, aiming to contribute to early fire detection within an hour."

A video explaining the research is also available at: https://youtu.be/dKQZ8V2Zagk
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Fishy mystery of marine reptile solved | ScienceDaily
The identity of a local prehistoric marine reptile has finally been revealed after experts discovered that some of its remains actually belonged to fish.


						
Now scientists from the University of Bristol and University of Southampton can reveal that bones found in Triassic rocks in 1935 are one of the last thalattosaurs, a large sea-lizard that behaved like an otter.

For years it was assumed the ancient animal was one of the first choristoderes, another group of crocodile-like marine reptiles. However in the study, published today in Journal of Vertebrate Paleontology, the team examined the original name-bearing specimen from 1935. They compared this to a remarkable new specimen of Pachystropheus, known as 'Annie', that contains hundreds of bones from several individuals, as well as evidence of sharks, bony fish, and even terrestrial dinosaurs.

Jacob Quinn, who is studying for his Masters in Palaeobiology at Bristol's School of Earth Sciences, travelled with the two specimens to Southampton where they were CT scanned, producing stacks of X-rays through the blocks that allowed him to reconstruct a complete 3D model of everything buried in the blocks.

"Thalattosaurs existed throughout the Triassic," explained Jacob. "Some of them reached four metres (13 feet) in length and would have been the terrors of the seas. But our Pachystropheus was only a metre long, and half of that was its long tail. It had a long neck too, a small head the size of a matchbox, which we haven't found, and four paddles. If it was like its relatives, it would have had lots of sharp little teeth, ideal for snatching fish and other small, wriggly prey."

"Previously Pachystropheus had been identified as the first of the choristoderes, another group of crocodile-like marine reptiles, and it was treated as very important because it was the oldest," said Professor Mike Benton, one of Jacob's supervisors. "Jacob was able to show that some of the bones actually came from fishes, and the others that really belonged to Pachystropheus show it was actually a small thalattosaur. So, from being regarded as the first of the choristoderes, it's now identified as the last of the thalattosaurs."

Evangelos R. Matheau-Raven of Peterborough discovered Annie while on holiday in Somerset in 2018, and he then painstakingly pieced it back together and cleaned it to expose the bones in his spare time. He said: "I spotted parts of a fallen rock on the beach about 10m from the base of the cliff. I was thrilled as their exposed surfaces showed some fossil bones.




"It wasn't until a few days later that I could see that the pieces collected two days apart fitted together. After a few weeks of preparation, we could see that something special was emerging.

"The specimen took me some 350 hours and about a year to complete."

"Pachystropheus probably lived the life of a modern-day otter, eating small fish or invertebrates such as shrimps," says Dr David Whiteside, another supervisor. "These slender reptiles had long necks, a tail flattened for swimming, and remarkably robust forelimbs for a marine animal, which suggests Pachystropheus may have come onto land to feed or to avoid predators. At the time, the Bristol area, and indeed much of Europe, was shallow seas, and these animals may have lived in a large colony in the warm, shallow waters surrounding the island archipelago."

Annie will now be housed Bristol Museum & Art Gallery for further study.
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Blood sausages and yak milk: Bronze Age cuisine of Mongolian nomads unveiled | ScienceDaily
Bronze cauldrons were used by the inhabitants of the Mongolian steppe around 2,700 years ago to process animal blood and milk. This is shown by a protein analysis of archaeological finds from this period.


						
Scattered across the Eurasian steppe, archaeologists repeatedly come across metal cauldrons from the Bronze Age during excavations. However, it was previously unclear exactly what they were used for. Now, an international study led by researchers at the University of Basel and published in the journal Scientific Reports reveals their secret: Mongolian nomads collected blood from slaughtered animals, presumably for sausage production, in these cauldrons and may have also fermented milk in them, mainly from yaks.

The research team led by Dr. Shevan Wilkin from the University of Basel carried out extensive protein analyses on two metal cauldrons that were discovered in 2019 by herders in northern Mongolia, along with other artifacts. According to radiocarbon dating, the cauldrons date back to the late Bronze Age, i.e. they were in use around 2,700 years ago.

Animal blood in the diet has a long tradition

In the cauldrons, the researchers identified blood remains from ruminants, mainly sheep and goats. "Various historical accounts of the steppe dwellers claim that they regularly drank blood," explains Dr. Bryan Miller from the University of Michigan, USA, co-author of the study. The new findings now provide a clearer idea of how blood may have been incorporated into the diet of the steppe dwellers.

The researchers suspect that blood was collected in the cauldrons during slaughtering to make blood sausages -- a practice similar to contemporary culinary customs in Mongolia. "These parallels with modern times, together with well-founded historical accounts of diet and slaughtering practices in the region, suggest that the processing of blood was a traditional part of Mongolia's food culture," says study leader Shevan Wilkin. Sausage production was also an important preservation method for other steppe peoples.

Yaks domesticated earlier than thought

In addition to blood proteins, the cauldrons also contained traces of milk, particularly from domestic cattle and yaks. "This shows that yaks were domesticated and milked in Mongolia much earlier than previously assumed," notes Wilkin. The milk might have been fermented in the cauldrons in order to preserve it in the form of yogurt, or it might have been an ingredient in the production of sausages.

"Our discoveries offer insights into the traditions and diet of Bronze Age nomads and shed light on the diverse culinary methods of ancient civilizations," explains Wilkin. In addition to the Universities of Basel and Michigan, experts from the Max Planck Institute for Geoanthropology in Jena and the National Museum of Mongolia were also involved in the research project.
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'Painting with light' illuminates photo evidence of air pollution | ScienceDaily
Researchers and artists have joined forces to 'paint with light' -- making invisible air pollution visible and demonstrating the health risks posed to people living and working in Ethiopia, India, and the UK.


						
Combining digital light painting and low-cost air pollution sensors, the team produced photographic evidence of pollution levels in cities across the three countries -- sparking debate among local communities and illustrating:
    	Air pollution varying dramatically between locations in Ethiopia -- a kitchen using biomass stoves for food preparation where PM2.5 concentrations in the room were up to 20 times greater than what was measured nearby outdoors;
    	Two children's playgrounds in India, 500 km apart -- one in urban Delhi, the other in rural Palampur -- with PM2.5 values at the Palampur playground at least 12.5 times less than those measured in Delhi; and
    	Large variations in air pollution around the Port Talbot steelworks, in Wales -- air quality monitoring and light painting at dusk in summer measured PM2.5 concentrations in the range of 30-40 mg/m3, when the hourly average value was 24 mg/m3.

An international team of researchers and artists published its findings in Nature Communications Earth & Environment -- recording how photographs taken as part of the 'Air of the Anthropocene' project had stimulated discussion around the impact of air pollution.

The project was created by artist Robin Price and University of Birmingham environmental scientist Professor Francis Pope.

Professor Pope commented: "Air pollution is the leading global environmental risk factor. By painting with light to create impactful images, we provide people with an easy-to-understand way of comparing air pollution in different contexts -- making something that was largely invisible visible.

The team used low-cost air pollution sensors to measure PM mass concentrations and took the sensors' real time signal to control a moving LED array programmed to flash more rapidly as PM concentration increased.

Photographer Robin Price commented: "By providing a visual understanding of air pollution that is accessible to people who don't necessarily have a scientific background, the light painting approach can demonstrate that managing air pollution levels can have a significant impact on people's day-to-day lives."

A long exposure photograph is taken with the artist moving the LED array in front of the camera -- the flash becoming a dot on the photograph. The artist is not seen in the photo because they are moving, but light flashes from LEDs are seen because they are bright. The more light dots appear in the photographs, the higher the PM concentration.




"Air of the Anthropocene creates spaces and places for discussion about air pollution, using art as a proxy to communicate and create dialogues about the issues associated with air pollution," added Professor Pope.

Co-author Carlo Luiu, from the University of Birmingham commented: "Thanks to the power of images, we can provoke people's emotions -- fostering awareness and prompting people to share their perspectives and take action to tackle air pollution."

The Air of the Anthropocene project has exhibited at gallery shows in Los Angeles, Belfast, and Birmingham. The project has also been used to raise air pollution awareness by UN International Organization for Migration (IOM), the Foreign, Commonwealth, and Development Office (FCDO) and UN-Habitat, which commissioned four pollution light paintings and texts to be displayed in Kampala, Uganda.

Air pollution is considered one of the main threats to both environment and human health and a leading cause of death globally. The World Health Organisation (WHO) estimates 99% of the global population breathe polluted air, causing approximately 7 million premature deaths worldwide each year.

The situation is particularly challenging in Asia, where air pollution remains a major problem in countries like India and China, despite several air quality policies and actions. African countries have experienced significant deterioration in air quality over the last five decades.

Particulate matter (PM) is the air pollutant most responsible for human morbidity and mortality. It has multiple impacts upon physical health and is responsible for diseases including heart disease, stroke, and cancers.
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Uptake of tire wear additives by vegetables grown for human consumption | ScienceDaily
Car tires contain hundreds of chemical additives that can leach out of them. This is how they end up in crops and subsequently in the food chain. Researchers at the Center for Microbiology and Environmental Systems Science at the University of Vienna and the Hebrew University of Jerusalem have now detected these chemical residues in leafy vegetables for the first time. Although the concentrations were low, the evidence was clear, a finding that is also known for drug residues in plant-based foods. The study was published in the journal Frontiers in Environmental Science.


						
The presence of drug residues in commercially sold fruit and vegetables has already been scientifically investigated many times. However, chemical substances from tire wear, so-called additives, also find their way into the food chain. This has now been shown in a new study by an international research team led by Thilo Hofmann at the Center for Microbiology and Environmental Systems Science at the University of Vienna (CeMESS) in collaboration with a team the Hebrew University of Jerusalem led by Benny Chefetz. Vegetables from Switzerland and Israel were examined. Some of these substances and their transformation products can potentially pose ecological and toxicological risks.

Car tires consist of a complex mixture of materials that improve their performance and durability. These include 5-15% chemical additives, which comprise hundreds of substances, for example antioxidants, antiozonants, vulcanizing agents, anti-aging agents and many more, to enable the hig-tech performance of a modern tire. "The toxicity of tire and road wear particles is related to their organic additives and associated transformation products," explains Anya Sherman, PhD student at CeMESS and first author of the recently published study.

The compounds extracted from car tires find their way into agriculture through atmospheric deposition, irrigation with treated wastewater and the use of sewage sludge as fertilizer. "There they can be taken-up by plants and thus also reach humans," adds Thilo Hofmann, head of the research group.

Residues of tire wear in leafy vegetables from the supermarket and field

Finally, the researchers extrapolated the measured values from the vegetables to the intake of these substances in the diet. "We calculated the intake per day based on what people in Switzerland and Israel eat," says Sherman. The concentrations of the tire additives in leafy vegetables are low overall and are, for example, 238 nanograms ng/kg for benzothiazole (BTZ), or 0.4 ng/kg for 6PPD, a substance whose transformation product 6PPD quinone is known to be highly toxic for aquatic species like coho salmon. Depending on the diet, this leads to a daily intake per person of 12 to 1,296 ng for BTZ, or 0.06 to 2.6 ng for 6PPD. This is comparable in magnitude to drug residues, which also enter the food chain. According to Thilo Hofmann, the study shows clear results: "While the concentrations and daily intake are fortunately relatively low, additives from car tires are still found in food. That's not where they belong." According to Hofmann, the next steps should now be to investigate the environmental and human health aspects.

From the street, to the plant, into the body

As early as 2023, the scientists were able to show that additives from car tires can in principle be absorbed by plants. "However, the question was whether this only happens in our mechanistic laboratory study or also in the field," explains first author Anya Sherman. In the current study, the Viennese and Israeli environmental scientists therefore analyzed whether lettuce plants absorb the chemicals released by car tires under natural growing conditions. "We examined real samples from supermarkets in Switzerland and field vegetables from Israel," says Thilo Hofmann, explaining the background to the study published last week.

The international team of researchers used high-resolution mass spectrometry to analyze the samples for a total of sixteen tire-associated compounds. The countries of origin of the leafy vegetables in the Swiss samples from the supermarket were Italy, Spain, and Switzerland. In the Israeli samples, field vegetables from Israel directly after harvest.
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'Open gates' in warming Arctic are expanding salmon range | ScienceDaily
New research has connected warming ocean temperatures to higher Pacific salmon abundance in the Canadian Arctic, an indicator that climate change is creating new corridors for the fish to expand their range.


						
Salmon haven't historically been seen in large numbers in the Arctic Ocean and its watersheds, but in recent years incidental catches by subsistence fishermen have occasionally surged. Researchers at Fisheries and Oceans Canada and the University of Alaska Fairbanks, working together with communities in the western Canadian Arctic, connected those salmon booms with a sequence of warm, ice-free conditions in the Arctic Ocean north of Alaska.

The study, published in the journal Global Change Biology, determined that a two-part mechanism was tied to the presence of salmon in the Canadian Arctic. Warm late-spring conditions in the Chukchi Sea, northwest of Alaska, drew salmon into the Arctic. When those warm conditions persisted in the summertime Beaufort Sea, northeast of Alaska, salmon could continue to Canada.

By comparing National Oceanic and Atmospheric Administration satellite data since 2000 to salmon catch rates, researchers found a correlation between salmon abundance and the ocean conditions that favored their movement into the Arctic.

"You need both gates to be open, which is fascinating in itself," said Curry Cunningham, an associate professor at UAF's College of Fisheries and Ocean Sciences. "If they don't align in terms of having open, ice-free water, salmon don't turn that corner."

Indigenous communities in the Canadian Arctic have been tracking incidental salmon catches with Fisheries and Oceans Canada as part of the Arctic Salmon Program. For more than 20 years, salmon caught outside their typical range have been recorded by subsistence harvesters who target other Arctic species, including Dolly Varden and Arctic char.

Chum and sockeye salmon have been the most frequently caught salmon species, followed by pink salmon. Those catches are largely consistent with previous research showing that chum and sockeye have more tolerance for cold temperatures than other salmon, allowing them to more easily transition into Arctic waters.




Karen Dunmall, a research scientist at Fisheries and Oceans Canada, said such range expansion concerns many people in the region.

"It really helps to address some questions from community members about biodiversity change and subsistence and how they feed their families," said Dunmall, the co-lead author of the study. "Some years there were salmon, some years there were no salmon. No one really wanted the salmon, but they wanted to know what was going on."

Frankie Dillon, an Indigenous fisherman who helps conduct fish surveys for Fisheries and Oceans Canada, remembered seeing his first salmon in about 2010 on the Big Fish River in the northern Yukon while tagging Dolly Varden. At that time, salmon were so rare in the region that he didn't know what he was looking at.

"I had to ask, 'What kind of fish was that?'" Dillon said of the chum salmon. "It's the first time I'd seen it in my life. I'd only seen them on TV before."

Salmon sightings have become more frequent in the years since then, and climate models predict the conditions that allow salmon to migrate through the Chukchi and Beaufort seas will become common as early as the 2040s.

Although the study focused on western Canada, those changing conditions are surely causing range expansion throughout the region, researchers said.

"It's not as if these fish are all skipping Alaska and heading to Canada," said Joe Langan, who co-led the project as a UAF postdoctoral fellow. "Some of these salmon are ending up on Alaska's North Slope too."
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Early summer fishing can have an evolutionary impact, resulting in smaller salmon | ScienceDaily
A new genetic study found that heavy fishing in the early part of the fishing season may result in younger and smaller Atlantic salmon. This information can help to conserve large fish essential for the diversity and viability of salmon populations.


						
Atlantic salmon are caught by fisheries when the fish are migrating to spawn. A new study led by the University of Helsinki explored how salmon caught at different times during their spawning migration differ from each other genetically. The study on wild salmon in the northern Baltic Sea revealed that especially in the early part of the fishing season, fishing strongly targets salmon carrying a 'large salmon genetic variant'. The variant guides Atlantic salmon to grow large and to mature at an older age, which is an important trait for the fishing and viability of salmon stocks.

Genetic analyses on thousands of wild salmon caught between 1928 and 2020 by fisheries from the northern Baltic Sea region showed that regardless of the year, fishers caught salmon with the 'large salmon variant' more often in the early than late fishing season.

"This finding suggests that the timing of fishing may cause evolutionary changes in the age and size that Atlantic salmon reach before maturation. Intensive fishing especially in the early fishing season may lead to the 'large salmon variant' becoming rarer and to salmon spawning at a younger age and smaller size," explains the lead author of the study Antti Miettinen, PhD, from the Faculty of Biological and Environmental Sciences at the University of Helsinki.

This kind of evolutionary impact resulting in fewer large salmon would be bad news for the diversity and viability of salmon populations and for fishers who highly value large catches.

Valuable information for conservation

The results of the study help to understand how the timing of evolutionary selection pressures induced by human actions, in this case fishing, can affect wild fish populations and properties important to them.




The largest wild Baltic salmon stock spawns in the Tornio and Kalix Rivers in northern Finland and Sweden and has high ecological and societal value. The study found that early-season fishing at sea and in the Tornio River caught salmon that originate from upstream sites in the river system more often than did fishing in the later parts of the season.

"Fishing in the early part of the fishing season targets salmon that spawn in the headwaters of these rivers, which should be accounted for in fisheries management so that it ensures the viability of these salmon populations," Miettinen says.

Over the years, the timing of the legal fishing season in the Baltic Sea and along its salmon rivers has sparked heated debate and questions on national and international levels. The published study addressed a particular concern: whether fishing in the early season can reduce the mean age and size of Baltic salmon.

"By analysing the genetics of samples collected across the northern Baltic over many decades, this study shows how human activities could cause evolutionary changes in wild salmon populations," says senior researcher and senior author of the study Victoria Pritchard, PhD, from the University of the Highlands and Islands.

"This study is a fantastic example of using genetic approaches to answer important questions about the conservation and management of biodiversity. The genetic tools designed during this project can be used to monitor the future impacts of fishing regimen changes," Pritchard says.

The research was done in collaboration with the University of Helsinki, Natural Resources Institute Finland (Luke), Swedish Agricultural University (SLU) and the University of the Highlands and Islands (UHI).

The samples analysed in the study were from the archives of Natural Resources Institute Finland (Luke) and the Swedish University of Agricultural Sciences (SLU). The samples were collected between 1928 and 2020 by fishers along the Tornio and Kalix Rivers and coastal Bothnian Bay in the northern part of the Baltic Sea.

The study was funded by the Ministry of Agriculture and Forestry of Finland, Finnish fisheries management fees, Tornio/Torne River fishing license revenues, Natural Resource Institute Finland, the Alfred Kordelin Foundation, the Kuopio Naturalists' Society (the Betty Vaananen fund), the Raija and Ossi Tuuliainen Foundation, Societas pro Fauna et Flora Fennica, the Finnish Foundation for Nature Conservation (the Baltic Sea Fund), the Swedish Agency for Marine and Water Management, Swedish Research Council Formas, Kempestiftelserna, the Finnish Society of Sciences and Letters, the European Union and the University of Helsinki.
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A cracking discovery -- eggshell waste can recover rare earth elements needed for green energy | ScienceDaily
A collaborative team of researchers has made a cracking discovery with the potential to make a significant impact in the sustainable recovery of rare earth elements (REEs), which are in increasing demand for use in green energy technologies. The team found that humble eggshell waste could recover REES from water, offering a new, environmentally friendly method for their extraction.


						
The researchers, from Trinity College Dublin's School of Natural Sciences, and iCRAG, the Science Foundation Ireland research centre in applied geosciences, have just published their ground-breaking findings in the international journal ACS Omega.

REEs, which are essential for the technologies used in electric cars and wind turbines, for example, are in increasing demand but in relatively short supply. As a result, scientists must find new ways of extracting them from the environment -- and in sustainable ways, with current methods often harmful.

Here, the researchers discovered that calcium carbonate (calcite) in eggshells can effectively absorb and separate these valuable REEs from water.

The researchers placed eggshells in solutions containing REEs at various temperatures from a pleasant 25 degC to a scorching 205 degC, and for different time periods of up to three months. They found that the elements could enter the eggshells via diffusion along the calcite boundaries and the organic matrix, and, at higher temperatures, that the rare earth built new minerals on the eggshell surface.

At 90 degC, the eggshell surface helped recover formations of a rare earth compound called kozoite. As things got hotter, the eggshells underwent a complete transformation with the calcite shells dissolving and being replaced by polycrystalline kozoite. And at the highest temperature of 205degC, this mineral gradually transitioned into bastnasite, the stable rare earth carbonate mineral that is used by industry to extract REEs for technology applications.

This innovative method suggests that waste eggshells could be repurposed as a low-cost, eco-friendly material to help meet the growing demand for REES, as the eggshells trap distinct rare earths within their structure over time.

Lead author Dr Remi Rateau commented on the significance of the research, stating, "This study presents a potential innovative use of waste material that not only offers a sustainable solution to the problem of rare earth element recovery but also aligns with the principles of circular economy and waste valorisation."

Principal Investigator, Prof. Juan Diego Rodriguez-Blanco, emphasised the broader implications of the findings, adding: "By transforming eggshell waste into a valuable resource for rare earth recovery, we address critical environmental concerns associated with traditional extraction methods and contribute to the development of greener technologies."

Work was conducted at the Department of Geology in the School of Natural Sciences, Trinity. iCRAG (Irish Centre for Research in Applied Geosciences) is an SFI centre dedicated to advancing geosciences research with a focus on sustainable resource management and environmental protection.
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Climate change will make ozone pollution worse: Here's how | ScienceDaily
A new study finds climate change is likely to make upward spikes of ozone at ground level worse by 2050, which could result in many parts of the United States falling out of compliance with air quality standards and increasing risks to public health.


						
Ozone is a reactive gas that consists of three oxygen atoms. And while it can be naturally occurring, at ground level it is often formed by the interaction of volatile organic compounds (VOCs) and nitrogen oxides (NOx) -- which are both air pollutants.

"Climate change affects ozone formation through a complex set of factors, but warmer temperatures are correlated with increases to ozone in polluted areas," says James East, first author of a paper on the study and a former Ph.D. student at North Carolina State University who is now a researcher at Harvard University.

"That means areas that already have higher levels of air pollution of VOCs and NOx will likely see increases in ozone as average temperatures go up. What's more, climate change is expected to increase naturally occurring VOC emissions in some parts of the U.S., such as the Southeast, exacerbating the challenge."

Increases in ozone are important because ground-level ozone can cause a wide array of health problems, including decreased lung function and inflammation of airways, contributing to hundreds of thousands of deaths each year.

"It's pretty well-established that climate change will increase ozone pollution, but there has been a tremendous amount of uncertainty regarding what that increase might look like," says Fernando Garcia Menendez, corresponding author of the work and an associate professor of environmental engineering at NC State. "Our goal with this work was to quantify the range of outcomes and get a much clearer picture of how climate change will affect ozone pollution events in the U.S."

"Atmospheric chemistry is complex, and climate change affects the rate of chemical reactions, the amount of ozone precursors present, and how long the ozone will linger in the environment," Garcia Menendez says. "We built on a variety of existing models and incorporated statistical tools that allow us to account for this wide array of variables to look at ozone pollution in the years ahead."

Specifically, the researchers looked at how often ozone levels would exceed air quality standards designed to protect public health, how far ozone levels would overshoot the standards, and how that may change by 2050.




The study's findings are presented as a range, because climate scientists still have some uncertainty about how sensitive the climate is to changes in the concentration of greenhouse gases.

The best case scenario is that the climate has a relatively low sensitivity to carbon dioxide. If that is the case, the new study finds that the high end of ozone measurements would -- on average -- go up by less than 0.3 parts per billion (ppb). Those high measurements could still be below the existing air quality standards for many locations.

"However, even in this best case scenario, we found that more variability in ozone levels is projected for 2050 -- meaning that we'd still expect to see an increase in the number of days where there is an exceptionally high increase in ozone, violating the air quality standard," says East.

The worst case scenario is that the climate is highly sensitive to carbon dioxide. In that case the study says the high end of ozone measurements would -- on average -- go up by more than 2.3 ppb. Coupled with the increase in variability, this would mean that many parts of the country would see a significant increase in the number of days when ozone levels exceed air quality standards.

"In practical terms, our study finds that between 5 million and 13 million additional people will be exposed to dangerously high levels of ozone in 2050," East says.

"Right now, state and federal governments are trying to manage ozone levels by reducing emissions of air pollutants," says Garcia Menendez. "This work suggests that the current emissions reductions efforts may be less effective for helping meet ozone standards for many parts of the country, particularly those that are already struggling to meet air quality standards."

"This work is important for two reasons," East says. "First, it contributes to our understanding of how climate change will affect ground-level air quality and, by extension, human health. Among other things, this contributes to the way we estimate cost/benefit analyses of climate regulations and related technologies.




"Second, by clarifying the range of climate impacts on ozone, we're providing critical information that can inform policy decisions -- such as EPA's ongoing review of the air quality standard for ozone."

The work was done with support from the Natural Sciences and Engineering Research Council of Canada, under grant number RGPIN-2023-03807.
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Unlocking the world around us for next-gen antibiotics | ScienceDaily
An international research team has found almost a million potential sources of antibiotics in the natural world.


						
Research published in the journal Cell by a team including Queensland University of Technology (QUT) computational biologist Associate Professor Luis Pedro Coelho has used machine learning to identify 863,498 promising antimicrobial peptides -- small molecules that can kill or inhibit the growth of infectious microbes.

The findings of the study come with a renewed global focus on combatting antimicrobial resistance (AMR) as humanity contends with the growing number of superbugs resistant to current drugs.

"There is an urgent need for new methods for antibiotic discovery," Professor Coelho, a researcher at the QUT Centre for Microbiome Research, said. The centre studies the structure and function of microbial communities from around the globe.

"It is one of the top public health threats, killing 1.27 million people each year."

Without intervention, it is estimated that AMR could cause up to 10 million deaths per year by 2050.

"Using artificial intelligence to understand and harness the power of the global microbiome will hopefully drive innovative research for better public health outcomes," he said.




The team verified the machine predictions by testing 100 laboratory-made peptides against clinically significant pathogens. They found 79 disrupted bacterial membranes and 63 specifically targeted antibiotic-resistant bacteria such as Staphylococcus aureus and Escherichia coli.

"Moreover, some peptides helped to eliminate infections in mice; two in particular reduced bacteria by up to four orders of magnitude," Professor Coelho said.

In a preclinical model, tested on infected mice, treatment with these peptides produced results similar to the effects of polymyxin B -- a commercially available antibiotic which is used to treat meningitis, pneumonia, sepsis and urinary tract infections.

More than 60,000 metagenomes (a collection of genomes within a specific environment), which together contained the genetic makeup of over one million organisms, were analysed to get these results. They came from sources across the globe including marine and soil environments, and human and animal guts.

The resulting AMPSphere -- a comprehensive database comprising these novel peptides -- has been published as a publicly available, open-access resource for new antibiotic discovery.

Professor Coelho's research was conducted as part of his ARC Future Fellowship through the QUT School of Biomedical Science, in collaboration with the Cesar de la Fuente laboratory at the University of Pennsylvania, Fudan University, the European Molecular Biology Laboratory and APC Microbiome Ireland.
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Breaking ground: Could geometry offer a new explanation for why earthquakes happen? | ScienceDaily
Findings published in Nature by a team of Brown-led researchers challenge traditional beliefs about the cause of earthquakes and suggest that it depends not on friction, but on the ways faults are aligned.


						
By taking a close look at the geometrical makeup of rocks where earthquakes originate, researchers at Brown University are adding a new wrinkle to a long-held belief about what causes seismic quakes in the first place.

The work, described in the journal Nature, reveals that the way fault networks are aligned plays a critical role in determining where an earthquake will happen and its strength. The findings challenge the more traditional notion that it is primarily the type of friction happening at these faults that governs whether earthquakes happen or not, and they could improve current understandings of how earthquakes work.

"Our paper paints this very different sort of picture about why earthquakes happen," said Brown geophysicist Victor Tsai, one of the paper's lead authors. "And this has very important implications for where to expect earthquakes versus where to not expect earthquakes, as well as for predicting where the most damaging earthquakes will be."

Fault lines are the visible boundaries on the planet's surface where the rigid plates that make up the Earth's lithosphere brush against each another. Tsai says that for decades, geophysicists have explained earthquakes as happening when stress at faults builds up to the point where the faults rapidly slip or break past each other, releasing pent-up pressure in an action known as stick-slip behavior.

Researchers theorized that the rapid slip and intense ground motions that follow are a result of unstable friction that can happen at the faults. In contrast, the thought is that when friction is stable, the plates then slide against each other slowly without an earthquake. This steady and smooth movement is also known as creep.

"People have been trying to measure these frictional properties, like whether the fault zone has unstable friction or stable friction and then, based on laboratory measurements of that, they try to predict if are you going to have an earthquake there or not," Tsai said. "Our findings suggest that it might be more relevant to look at the geometry of the faults in these fault networks, because it may be the complex geometry of the structures around those boundaries that creates this unstable versus stable behavior."

The geometry to consider includes complexities in the underlying rock structures such as bends, gaps and stepovers. The study is based on mathematical modeling and studying fault zones in California using data from the U.S. Geological Survey's Quaternary Fault Database and from the California Geological Survey.




The research team, which also includes Brown graduate student Jaeseok Lee and Brown geophysicist Greg Hirth, offer a more detailed example to illustrate how earthquakes happen. They say to picture the faults that brush up against each other as having serrated teeth like the edge of a saw. When there are fewer teeth or teeth that are not as sharp, the rocks slide past each other more smoothly, allowing for creep. But when the rock structures in these faults are more complex and jagged, these structures catch on to one another and get stuck. When that happens, they build up pressure and eventually as they pull and push harder and harder, they break, jerking away from each other and leading to earthquakes.

The new study builds on previous work looking at why some earthquakes generate more ground motion compared to other earthquakes in different parts of the world, sometimes even those of similar magnitude. The study showed that blocks colliding inside a fault zone as an earthquake happens contributes significantly to the generation of high-frequency vibrations and sparked the notion that maybe geometrical complexity beneath the surface was also playing a role in where and why earthquakes happen.

Analyzing data from faults in California -- which include the well-known San Andreas fault -- the researchers found that fault zones that have complex geometry underneath, meaning the structures there weren't as aligned, turned out to have stronger ground motions than less geometrically complex fault zones. This also means some of these zones would have stronger earthquakes, others would have weaker ones, and some would have no earthquakes.

The researchers determined this based on the average misalignment of the faults they analyzed. This misalignment ratio measures how closely the faults in a certain region are aligned and all going in the same direction versus going in many different directions. The analysis revealed that fault zones where the faults are more misaligned causes stick-slip episodes in the form of earthquakes. Fault zones where the geometry of the faults were more aligned facilitated smooth fault creep with no earthquakes.

"Understanding how faults behave as a system is essential to grasp why and how earthquakes happen," said Lee, the graduate student who led the work. "Our research indicates that the complexity of fault network geometry is the key factor and establishes meaningful connections between sets of independent observations and integrates them into a novel framework."

The researchers say more work needs to be done to fully validate the model, but this initial work suggests the idea is promising, especially because the alignment or misalignment of faults is easier to measure than fault frictional properties. If valid, the work can one day be weaved into earthquake prediction models.

That remains far off for now as the researchers begin to outline how to build upon the study.

"The most obvious thing that comes next is trying to go beyond California and see how this model holds up," Tsai said. "This is potentially a new way of understanding how earthquakes happen."
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Myelination in the brain may be key to 'learning' opioid addiction | ScienceDaily
Our brains, even in adulthood, continually adapt to what we do, strengthening or weakening neural pathways as we practice new skills or abandon old habits. Now, research by Stanford Medicine scientists has found that a particular type of neuroplasticity, known as adaptive myelination, can also contribute to drug addiction.


						
In adaptive myelination, more active brain circuits gain more myelin -- the fatty insulation that allows electrical signals to travel faster and more efficiently through nerve fibers. Learning to juggle or practicing the piano, for example, gradually increases myelination in the brain circuits involved, optimizing for these abilities.

But the same adaptive myelination that is essential to learning, attention and memory has a dark side. In the new study in mice, researchers found that a single dose of morphine was enough to trigger the steps leading to myelination of dopamine-producing neurons -- part of the brain's reward circuitry -- spurring the mice to seek out more of the drug. When myelination was blocked, the mice made no effort to find more morphine.

The new findings, to be published June 5 in Nature, show how using addictive drugs can drive maladaptive myelination of the brain's reward circuitry, which in turn reinforces drug-seeking behavior.

Myelin matters

"Myelin development does not complete until we're in our late 20s or early 30s, which is kind of fascinating," said Michelle Monje, MD, PhD, the Milan Gambhir Professor in Pediatric Neuro-Oncology and senior author of the study.

Even after such a protracted developmental period, special cells in the brain called oligodendrocytes continue to generate new myelin in some brain regions.




"What we've come to understand over the last decade or so is that myelin, in some parts of the nervous system, is actually plastic and adaptable to experience," Monje said. "The activity of a neuron can regulate the extent to which its axon is myelinated."

Research in neuroplasticity has mostly focused on changes that occur at synapses -- where neurons meet and communicate with each other. Adaptive myelination adds a new layer to how our brains learn from experience.

Much of the foundational knowledge about adaptive myelination has come from Monje's lab. In 2014, her team reported that stimulating the premotor cortex of mice increased the myelination of neurons there and improved limb movement. Subsequent studies by her lab and collaborators have found that mice need adaptive myelination for spatial learning -- to navigate a maze, for example, or to remember a threatening situation.

Reward learning

In the new study, Monje's team wondered whether adaptive myelination was involved in reward learning. The researchers generated a rewarding experience in mice by giving them cocaine or morphine, or by directly stimulating their dopamine-producing neurons using optogenetic techniques.

Within three hours of a single injection of cocaine or morphine or 30 minutes of stimulation, the researchers were surprised to see a proliferation of the specialized stem cells that are destined to become myelin-producing oligodendrocytes. The proliferation was isolated to a brain region known as the ventral tegmental area, which is involved in reward learning and addiction.




"We didn't think one dose of morphine or cocaine would do anything," said Belgin Yalcin, PhD, lead author of the new study and an instructor in neurology and neurological sciences. "But within three hours there was a change. A very mild change, but still a change."

Both the speed and specificity of the changes were unexpected, the researchers said.

When researchers repeated the drug injections or brain stimulation for several days, then examined the mice a month later, they indeed found more oligodendrocytes and more myelinated dopamine-producing cells, with thicker myelin around their axons, again only in the ventral tegmental area.

Even a slight thickening of myelin -- in this case, by several hundred nanometers -- can affect brain function and behavior.

"Details matter in terms of myelin plasticity," Yalcin said. "So little can make such a big difference in conduction velocity and the synchronicity of the circuit."

Potent rewards

To see how the myelination translated into behavior, the researchers placed each mouse in a box where it could move freely between two chambers. In one chamber, the mice received a daily injection of morphine. (The researchers decided to focus on morphine because of its relevance to the opioid epidemic.) After five days, the mice strongly preferred the chamber where they had received the drug and would linger there, hoping for another hit.

The morphine stimulated the mice's reward circuitry (specifically, the dopamine-producing neurons in the ventral tegmental area), increased the myelination of these neurons and tuned their brains for further reward-seeking behavior.

Curiously, when the researchers tested a food reward instead of morphine, the mice did not develop more food-seeking behavior, perhaps because the reward was less potent, the researchers said.

"You might not want your reward circuits to be modified by everyday kinds of rewards," Monje said.

From mice to men

"In the healthy nervous system, adaptive myelination tunes circuit dynamics in a way that supports healthy cognitive functions like learning, memory and attention," Monje said.

But as the new study demonstrates, the process can go awry, enhancing circuits that drive unhealthy behaviors or failing to enhance circuits required for healthy brain function.

In 2022, Monje's lab reported that adaptive myelination could explain why some epileptic seizures worsen over time. The experience of seizures drives more myelination of the circuits involved, allowing faster and more synchronized signaling, which become more frequent and severe seizures. Her team also has found that reduced myelin plasticity contributes to "chemo-fog," the cognitive impairments that often follow cancer treatment.

In the new study, the precise biochemical steps by which a drug reward leads to myelination are not completely clear. The researchers tried bathing oligodendrocyte precursor cells in dishes of morphine or dopamine and determined that neither chemical directly causes proliferation of these cells.

"A future direction would be to understand what exactly these myelin-forming cells are responding to that comes from the activity of dopaminergic neurons," Yalcin said.

They found that a pathway known as BDNF-TrkB signaling is part of the story. When they blocked this pathway, the mice did not generate new oligodendrocytes and did not acquire a preference for the chamber where they received the drug.

"The mice just couldn't learn where they received their morphine reward," Monje said.

Ultimately, a better understanding of adaptive myelination might reveal new strategies to help people recover from opioid addiction. Perhaps the process can be reversed and an addiction unlearned.

"We don't know whether these changes are permanent, but there's reason to believe that they would not be," Monje said. "We think that myelin plasticity is bidirectional -- you can both increase myelination of a circuit and decrease myelination of a circuit."

The study was supported by funding from the Gatsby Charitable Foundation, the Wu Tsai Neurosciences Institute NeuroChoice Initiative, the National Institute of Neurological Disorders and Stroke (grant R01NS092597), the NIH Director's Pioneer Award (DP1NS111132), the National Institute for Drug Abuse (P50DA042012, T32DA035165 and K99DA056573), the National Cancer Institute (P50CA165962, R01CA258384 and U19CA264504), the Robert J. Kleberg, Jr. and Helen C. Kleberg Foundation, Cancer Grand Challenges and Cancer Research UK, a Maternal and Child Health Research Institute at Stanford University Postdoctoral Award, and a Dean's Postdoctoral Fellowship at Stanford University.
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Electrified charcoal 'sponge' can soak up CO2 directly from the air | ScienceDaily
Researchers have developed a low-cost, energy-efficient method for making materials that can capture carbon dioxide directly from the air.


						
Researchers from the University of Cambridge used a method similar to charging a battery to instead charge activated charcoal, which is often used in household water filters.

By charging the charcoal 'sponge' with ions that form reversible bonds with CO2, the researchers found the charged material could successfully capture CO2 directly from the air.

The charged charcoal sponge is also potentially more energy efficient than current carbon capture approaches, since it requires much lower temperatures to remove the captured CO2 so it can be stored. The results are reported in the journal Nature.

"Capturing carbon emissions from the atmosphere is a last resort, but given the scale of the climate emergency, it's something we need to investigate," said Dr Alexander Forse from the Yusuf Hamied Department of Chemistry, who led the research. "The first and most urgent thing we've got to do is reduce carbon emissions worldwide, but greenhouse gas removal is also thought to be necessary to achieve net zero emissions and limit the worst effects of climate change. Realistically, we've got to do everything we can."

Direct air capture, which uses sponge-like materials to remove carbon dioxide from the atmosphere, is one potential approach for carbon capture, but current approaches are expensive, require high temperatures and the use of natural gas, and lack stability.

"Some promising work has been done on using porous materials for carbon capture from the atmosphere," said Forse. "We wanted to see if activated charcoal might be an option, since it's cheap, stable and made at scale."

Activated charcoal is used in many purification applications, such as water filters, but normally it can't capture and hold CO2 from the air. Forse and his colleagues proposed that if activated charcoal could be charged, like a battery, it could be a suitable material for carbon capture.




When charging a battery, charged ions are inserted into one of the battery's electrodes. The researchers hypothesised that charging activated charcoal with chemical compounds called hydroxides would make it suitable for carbon capture, since hydroxides form reversible bonds with CO2.

The team used a battery-like charging process to charge an inexpensive activated charcoal cloth with hydroxide ions. In this process, the cloth essentially acts like an electrode in a battery, and hydroxide ions accumulate in the tiny pores of the charcoal. At the end of the charging process, the charcoal is removed from the "battery," washed and dried.

Tests of the charged charcoal sponge showed that it could successfully capture CO2 directly from the air, thanks to the bonding mechanism of the hydroxides.

"It's a new way to make materials, using a battery-like process," said Forse. "And the rates of CO2 capture are already comparable to incumbent materials. But what's even more promising is this method could be far less energy-intensive, since we don't require high temperatures to collect the CO2 and regenerate the charcoal sponge."

To collect the CO2 from the charcoal so it can be purified and stored, the material is heated to reverse the hydroxide-CO2 bonds. In most materials currently used for CO2 capture from air, the materials need to be heated to temperatures as high as 900degC, often using natural gas. However, the charged charcoal sponges developed by the Cambridge team only require heating to 90-100degC, temperatures that can be achieved using renewable electricity. The materials are heated through resistive heating, which essentially heats them from the inside out, making the process faster and less energy-intensive.

The materials do, however, have limitations that the researchers are now working on. "We are working now to increase the quantity of carbon dioxide that can be captured, and in particular under humid conditions where our performance decreases," said Forse.




The researchers say their approach could be useful in fields beyond carbon capture, since the pores in the charcoal and the ions inserted into them can be fine-tuned to capture a range of molecules.

"This approach was a kind of crazy idea we came up with during the Covid-19 lockdowns, so it's always exciting when these ideas actually work," said Forse. "This approach opens a door to making all kinds of materials for different applications, in a way that's simple and energy-efficient."

A patent has been filed and the research is being commercialised with the support of Cambridge Enterprise, the University's commercialisation arm.

The research was supported in part by the Leverhulme Trust, the Royal Society, the Engineering and Physical Sciences Research Council (EPSRC), part of UK Research and Innovation (UKRI), and the Cambridge Centre for Climate Repair.
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New technique reveals how gene transcription is coordinated in cells | ScienceDaily
The human genome contains about 23,000 genes, but only a fraction of those genes are turned on inside a cell at any given time. The complex network of regulatory elements that controls gene expression includes regions of the genome called enhancers, which are often located far from the genes that they regulate.


						
This distance can make it difficult to map the complex interactions between genes and enhancers. To overcome that, MIT researchers have invented a new technique that allows them to observe the timing of gene and enhancer activation in a cell. When a gene is turned on around the same time as a particular enhancer, it strongly suggests the enhancer is controlling that gene.

Learning more about which enhancers control which genes, in different types of cells, could help researchers identify potential drug targets for genetic disorders. Genomic studies have identified mutations in many non-protein-coding regions that are linked to a variety of diseases. Could these be unknown enhancers?

"When people start using genetic technology to identify regions of chromosomes that have disease information, most of those sites don't correspond to genes. We suspect they correspond to these enhancers, which can be quite distant from a promoter, so it's very important to be able to identify these enhancers," says Phillip Sharp, an MIT Institute Professor Emeritus and member of MIT's Koch Institute for Integrative Cancer Research.

Sharp is the senior author of the new study, which will appear in Nature. MIT Research Assistant D.B. Jay Mahat is the lead author of the paper.

Hunting for eRNA

Less than 2 percent of the human genome consists of protein-coding genes. The rest of the genome includes many elements that control when and how those genes are expressed. Enhancers, which are thought to turn genes on by coming into physical contact with gene promoter regions through transiently forming a complex, were discovered about 45 years ago.




More recently, in 2010, researchers discovered that these enhancers are transcribed into RNA molecules, known as enhancer RNA or eRNA. Scientists suspect that this transcription occurs when the enhancers are actively interacting with their target genes. This raised the possibility that measuring eRNA transcription levels could help researchers determine when an enhancer is active, as well as which genes it's targeting.

"That information is extraordinarily important in understanding how development occurs, and in understanding how cancers change their regulatory programs and activate processes that lead to de-differentiation and metastatic growth," Mahat says.

However, this kind of mapping has proven difficult to perform because eRNA is produced in very small quantities and does not last long in the cell. Additionally, eRNA lacks a modification known as a poly-A tail, which is the "hook" that most techniques use to pull RNA out of a cell.

One way to capture eRNA is to add a nucleotide to cells that halts transcription when incorporated into RNA. These nucleotides also contain a tag called biotin that can be used to fish the RNA out of a cell. However, this current technique only works on large pools of cells and doesn't give information about individual cells.

While brainstorming ideas for new ways to capture eRNA, Mahat and Sharp considered using click chemistry, a technique that can be used to join two molecules together if they are each tagged with "click handles" that can react together.

The researchers designed nucleotides labeled with one click handle, and once these nucleotides are incorporated into growing eRNA strands, the strands can be fished out with a tag containing the complementary handle. This allowed the researchers to capture eRNA and then purify, amplify, and sequence it. Some RNA is lost at each step, but Mahat estimates that they can successfully pull out about 10 percent of the eRNA from a given cell.




Using this technique, the researchers obtained a snapshot of the enhancers and genes that are being actively transcribed at a given time in a cell.

"You want to be able to determine, in every cell, the activation of transcription from regulatory elements and from their corresponding gene. And this has to be done in a single cell because that's where you can detect synchrony or asynchrony between regulatory elements and genes," Mahat says.

Timing of gene expression

Demonstrating their technique in mouse embryonic stem cells, the researchers found that they could calculate approximately when a particular region starts to be transcribed, based on the length of the RNA strand and the speed of the polymerase (the enzyme responsible for transcription) -- that is, how far the polymerase transcribes per second. This allowed them to determine which genes and enhancers were being transcribed around the same time.

The researchers used this approach to determine the timing of the expression of cell cycle genes in more detail than has previously been possible. They were also able to confirm several sets of known gene-enhancer pairs and generated a list of about 50,000 possible enhancer-gene pairs that they can now try to verify.

Learning which enhancers control which genes would prove valuable in developing new treatments for diseases with a genetic basis. Last year, the U.S. Food and Drug Administration approved the first gene therapy treatment for sickle cell anemia, which works by interfering with an enhancer that results in activation of a fetal globin gene, reducing the production of sickled blood cells.

The MIT team is now applying this approach to other types of cells, with a focus on autoimmune diseases. Working with researchers at Boston Children's Hospital, they are exploring immune cell mutations that have been linked to lupus, many of which are found in non-coding regions of the genome.

"It's not clear which genes are affected by these mutations, so we are beginning to tease apart the genes these putative enhancers might be regulating, and in what cell types these enhancers are active," Mahat says. "This is a tool for creating gene-to-enhancer maps, which are fundamental in understanding the biology, and also a foundation for understanding disease."

The findings of this study also offer evidence for a theory that Sharp has recently developed, along with MIT professors Richard Young and Arup Chakraborty, that gene transcription is controlled by membraneless droplets known as condensates. These condensates are made of large clusters of enzymes and RNA, which Sharp suggests may include eRNA produced at enhancer sites.

"We picture that the communication between an enhancer and a promoter is a condensate-type, transient structure, and RNA is part of that. This is an important piece of work in building the understanding of how RNAs from enhancers could be active," he says.
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Why do 1 in 10 Americans get eczema? Is it too much salt? | ScienceDaily
UCSF Study finds that changes in daily salt intake may explain eczema flares.


						
A high sodium diet may increase the risk of eczema, according to researchers at UC San Francisco (UCSF), who found that eating just one extra gram of sodium per day increases the likelihood of flares by 22%.

Eczema, also known as atopic dermatitis, is a chronic disease that causes dry, itchy skin. It's one of the most common skin conditions, affecting more than 31 million people in the U.S., and one in 10 people will develop it at some point.

It has become increasingly common in recent years, especially in industrialized countries, implicating environmental and lifestyle factors like diet.

Sodium, which most people consume in the form of salt, increases the risk of hypertension and heart disease. And scientists recently discovered that sodium is stored in the skin, where it may play a role in the inflammation in eczema.

Limiting dietary sodium could be an easy way for eczema patients to manage their disease.

"Most Americans eat too much salt and can safely reduce their intake to recommended levels," said Katrina Abuabara, MD, associate professor of dermatology at UCSF and corresponding author of the study, which appears June 5, 2024, in JAMA Dermatology.




"Eczema flares can be difficult for patients to cope with," said Abuabara, who is also associate adjunct professor of epidemiology at the UC Berkeley School of Public Health, "especially when they are unable to anticipate them and don't have recommendations on what they can do to avoid them."

For their cross-sectional study, the researchers analyzed data from more than 215,000 people between 30 and 70 years old from the UK Biobank, which includes urine samples and electronic medical records.

They could tell how much sodium each person was eating from urine samples; and they could see whether people had a diagnosis of atopic dermatitis, as well as the severity, from prescription codes.

They found that each additional gram of sodium excreted in urine over 24 hours was associated with 11% higher odds of an eczema diagnosis; 16% higher odds of having an active case; and 11% higher odds of increased severity.

Then, they looked at 13,000 U.S. adults in the National Health and Nutrition Examination Survey and found that eating just one additional gram a day of sodium -- about half a teaspoon of table salt -- was associated with 22% higher odds that someone would have an active case of eczema.
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Cannabis use common among patients, with most using it to manage a symptom or health condition | ScienceDaily
One in six patients in primary care reported cannabis use, with 35% of those using at levels indicating moderate- to high-risk for cannabis use disorder, new UCLA research finds.


						
The findings, to be published June 5 in JAMA Network Open, suggest that most patients reported using cannabis for symptom management, despite identifying as recreational users, indicating the need for routine cannabis screening. Currently few healthcare systems offer this screening in primary care settings.

"Patients may not tell their primary care providers about their cannabis use, and their doctors may not ask about it," said lead author Dr. Lillian Gelberg, professor of family medicine at the David Geffen School of Medicine at UCLA and of health policy and management at the UCLA Fielding School of Public Health "Not asking patients about their cannabis use results in a missed opportunity for opening up doctor-patient communication regarding use of cannabis generally and for management of their symptoms. "

Thirty-eight states, three US territories and the District of Columbia allow cannabis for medical use, and 24 of these states also permit recreational use. Stigma over cannabis use has fallen likely due to these legal moves. While there has been an increased perception that its use is risk free, cannabis potency has increased.

The U.S. Preventive Services Task Force recommended in 2020 that primary care physicians screen their adult patients for use of cannabis and other substances. The following year the investigators implemented the UCLA universal electronic health record-based, self-administered survey on cannabis use and medical cannabis use. Patients complete this survey as pre-visit screening prior to their primary care visits as sent to them via the Epic patient portal.

The researchers used patients' de-identified electronic health records at UCLA collected from January 2021 to May 2023 to determine the prevalence, correlates and reasons for current cannabis use. The UCLA Health system is one of the few to ask patients to voluntarily complete cannabis use surveys during pre-appointment check-ins. The survey used the WHO Alcohol Substance Involvement Screening Test (ASSIST) to assess cannabis use.

Nearly 176,000 patients completed surveys. Of those, nearly 30,000 (17%) reported cannabis use among whom 35% had results suggesting moderate- to high-risk for a cannabis use disorder, defined as a score of 8 or higher on the screening survey. Among users, 40% used cannabis once or twice in the previous three months, 17% used monthly, 25% used weekly and 19% used it daily or almost daily.




Other findings included:
    	Cannabis use was lowest among people living in the most disadvantaged neighborhoods (14%), yet the risk for disordered use was highest among this group
    	Inhaled modes of cannabis use were as common as ingestion (65.0% and 64.7%), including 29% who vaped
    	47% used cannabis for medical reasons
    	76% used it to manage symptoms such as mental health symptoms or stress (56%), sleep (56%), and pain (37%). Further, most patients who reported using cannabis only for recreational reasons had also used it at some point to manage a symptom.

The study has some limitations. The findings are based on patients' self-reported use and though cannabis is legal in California, some patients may still have been reluctant to disclose using it. Much of the data were from screenings taken during the COVID-19 lockdown, during which cannabis use may have been higher than it might have been otherwise. In addition, the findings may not be applicable to other health systems, particularly in states where cannabis use is still illegal.

However, "given the high rates of cannabis use and medical cannabis use that we found in this large urban healthcare system, it is essential that healthcare systems implement routine screening of all primary care patients," the researchers write. "Integrating screening efforts to include information regarding cannabis use for symptom management could help enhance the identification and documentation of medical cannabis usage, particularly in the healthcare context."

Study co-authors are Dana Beck, PhD, MSN; Julia Koerber, MPH; Whitney N. Akabike, PMP, MSPH; Lawrence Dardick, MD; Clara Lin, MD; Steve Shoptaw, PhD; and Marjan Javanbakht, MPH, PhD.

The study was funded by the University of California Tobacco-Related Disease Research Program (grant #T29IR0277) and the National Institutes of Health National Center for Advancing Translational Science (NCATS) UCLA CTSI (grant #UL1TR001881).
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Father's diet before conception influences children's health | ScienceDaily
Dr. Raffaele Teperino, head of the "Environmental Epigenetics" research group at Helmholtz Munich, along with his research team, has examined the impact of paternal diet on children's health -- specifically, the influence of diet before conception. The researchers focused on special small RNA molecules in sperm, known as mitochondrial tRNA fragments (mt-tsRNAs, see background). These RNAs play a key role in the inheritance of health traits by regulating gene expression.


						
For their study, the researchers used data from the LIFE Child cohort, which includes information from over 3,000 families. The analyses showed that the father's body weight influences the weight of the children and their susceptibility to metabolic diseases. This influence exists independently from other factors such as the mother's weight, the parental genetics, or environmental conditions.

The Father's Diet Influences the Children

To verify the results of their analysis, the research team subsequently conducted experiments with mice. These mice were fed a high-fat diet, meaning food with a higher fat content than a normal diet. This had effects on the reproductive organs of the animals, including the epididymis. The epididymis is the area in the male reproductive system where freshly formed sperm mature. "Our study shows that sperm exposed to a high-fat diet in the mouse epididymis led to offspring with an increased tendency to metabolic diseases," says Raffaele Teperino.

To deepen the findings, the research team conducted additional studies in the laboratory. They created embryos through in-vitro fertilization (fertilization "in a test tube"). When Teperino's team used sperm from mice that had been exposed to a high-fat diet, they found mt-tsRNAs from these sperm in early embryos, significantly influencing gene expression. This, in turn, affects the development and health of the offspring.

"Our hypothesis that acquired phenotypes over the course of life, such as diabetes and obesity, are transmitted via epigenetic mechanisms across generations, is reinforced by this study. Here, epigenetics serves as a molecular link between the environment and the genome, even across generational boundaries. This occurs not only through the maternal line but, as our research results indicate, also through the paternal line," explains Prof. Martin Hrabe de Angelis, co-author of this study and Research Director at Helmholtz Munich.

Preventive Health Care for Men Wishing to Become Fathers

The findings from the researchers at Helmholtz Munich underline the role of paternal health before conception -- and offer new approaches to preventive health care: "Our results suggest that preventive health care for men wishing to become fathers should receive more attention and that programs should be developed for this purpose, especially with regard to diet," says Teperino. "This can reduce the risk of diseases like obesity and diabetes in children."

Background: The Indirect Influence of Fathers

Mitochondria are often referred to as the powerhouses of the cell. They have their own DNA, independent of the DNA in the cell nucleus. This mitochondrial DNA (mt-DNA) produces proteins in the mitochondria via the intermediate mt-RNA and is typically inherited from mothers to offspring. Previously, it was assumed that fathers had no part in the genetic makeup of their offspring's mitochondria. However, recent studies like this one now show that sperm carry fragments of mt-RNA ("mt-tsRNA") into the egg during fertilization. The mt-tsRNAs play a role in epigenetics, regulating gene expression in the early embryo: they can indirectly influence the development and health of the offspring by modifying the activity of certain genes in the mitochondria. Thus, fathers have an important, albeit indirect, influence on the genetic imprinting of mitochondria and thereby on the energy metabolism of their children.
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Study reveals how 'forever chemicals' may impact heart health in older women | ScienceDaily
New research from the University of Illinois Urbana-Champaign has linked multiple types of per- and polyfluoroalkyl substances (PFAS, also known as "forever chemicals") with increased risk of cardiovascular diseases in postmenopausal women. Specifically, the study reveals how PFAS chemicals interact with pro-inflammatory pathways in older women, providing potential explanations for the increased risk.


						
"Previous research suggests PFAS exposures may play a role in the development of cardiovascular disease during the menopause transition, but the biological mechanisms were not well understood," said lead study author Alicia Arredondo Eve, a postdoctoral researcher in the Department of Food Science and Human Nutrition (FSHN) in the College of Agricultural, Consumer and Environmental Sciences (ACES) at Illinois. "We focused on specific PFAS chemicals as well as the cardiovascular diseases that are more common in older women."

It's difficult to escape PFAS. The man-made chemicals coat nonstick pans, waterproof clothing, food wrappers, receipts, and many more items we come in contact with daily, not to mention being present in much of our water supply. Some forms -- and there are thousands of chemical variants -- could persist in the environment for hundreds or thousands of years, hence their "forever chemicals" moniker.

Not surprisingly, studies suggest nearly all Americans carry PFAS in their blood and other bodily tissues. But premenopausal women are a little better off. Thanks to childbirth, breastfeeding, and their monthly menstrual cycle, premenopausal women expel more PFAS than men and postmenopausal women. After menstruation stops, PFAS accumulates and can cause problems.

Scientists are still piecing together exactly what PFAS chemicals do in the body, but they appear to disrupt hormone signaling, interfering with normal reproductive and cardiovascular function. Most PFAS studies have focused on men or women during their reproductive years, but Arredondo Eve and co-author Zeynep Madak-Erdogan say postmenopausal women experience unique cardiovascular issues.

Motivated to fill the knowledge gap, the researchers analyzed data and samples from 70 postmenopausal women in Turkey. About a third of the women had been diagnosed with coronary artery disease, the world's leading form of heart disease. Another third had coronary microvascular disease, which is common in postmenopausal women. The remaining third had no sign of heart disease.

All of the samples were tested for the presence and levels of two long-chain "legacy" PFAS (no longer manufactured in the U.S.) -- PFOS and PFOA -- and a newer short-chain PFAS chemical known as PFBS. Next, the researchers used complex machine-learning techniques to analyze the relationships between the PFAS and various blood metabolites and proteins.




"When you have multiple factors and you want to focus on one or two, machine learning techniques are very efficient in reducing that number," said Madak-Erdogan, an associate professor in FSHN. "We found PFOS was closely associated with coronary artery disease, while PFOA was more predictive of coronary microvascular disease."

Further, the two chemicals interacted with proteins and pathways associated with inflammation. Chronic inflammation, triggered by stress, poor diet, infections, or other causes, is a risk factor for both coronary artery and coronary microvascular disease. While interactions with inflammatory pathways weren't a surprise given the diseases in question, an unexpected pattern emerged.

"The PFAS we studied affected the abundance of circulating pro-inflammatory factors differently. We did not expect that," Arredondo Eve said. "PFOA and PFOS aren't that different in terms of their chemical structure. Our results show you can't lump all PFAS together."

Higher levels of PFOA, which predicted coronary microvascular disease, were associated with higher levels of amino acids isoleucine and leucine and higher levels of pro-inflammatory cytokines. On the flipside, higher PFOS, related to coronary artery disease, was associated with lower isoleucine and leucine levels.

In addition to these opposing effects on metabolites, each PFAS was associated with a distinct set of pro-inflammatory proteins. The researchers say further preclinical research is needed to understand the mechanistic basis of these differences.

Ultimately, the study corroborates earlier research linking exposure to PFAS with cardiovascular disease in postmenopausal women, providing hints at how the chemicals interact with pro-inflammatory processes in the body. Unfortunately, the authors say there's not much women can do to get rid of PFAS after they get into the body. Instead, they caution women to avoid prolonged exposure by choosing PFAS-free clothing, cookware, and other materials.

"We need more education as to how we can reduce our exposure to PFAS," Madak-Erdogan said. "There also needs to be more action to regulate and mitigate these chemicals getting into the environment."

The team plans to continue studying the effects of PFAS on women's health.
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Rate of global warming caused by humans at an all-time high, say scientists | ScienceDaily
The second annual Indicators of Global Climate Change report, which is led by the University of Leeds, reveals that human-induced warming has risen to 1.19 degC over the past decade (2014-2023) -- an increase from the 1.14 degC seen in 2013-2022 (set out in last year's report).


						
Looking at 2023 in isolation, warming caused by human activity reached 1.3 degC. This is lower than the total amount of warming we experienced in 2023 (1.43 degC), indicating that natural climate variability, in particular El Nino, also played a role in 2023's record temperatures.

The analysis also shows that the remaining carbon budget -- how much carbon dioxide can be emitted before committing us to 1.5 degC of global warming -- is only around 200 gigatonnes (billion tonnes), around five years' worth of current emissions.

In 2020, the Intergovernmental Panel on Climate Change (IPCC) calculated the remaining carbon budget for 1.5 degC was in the 300 to 900 gigatonnes of carbon dioxide range, with a central estimate of 500. Since then, CO2 emissions and global warming have continued. At the start of 2024, the remaining carbon budget for 1.5 degC stood at 100 to 450 gigatonnes, with a central estimate of 200.

The Indicators of Global Climate Change Project is being coordinated by Professor Piers Forster, Director of the Priestley Centre for Climate Futures at the University of Leeds. He said: "Our analysis shows that the level of global warming caused by human action has continued to increase over the past year, even though climate action has slowed the rise in greenhouse gas emissions. Global temperatures are still heading in the wrong direction and faster than ever before.

"Our analysis is designed to track the long-term trends caused by human activities. Observed temperatures are a product of this long-term trend modulated by shorter-term natural variations. Last year, when observed temperature records were broken, these natural factors were temporarily adding around 10% to the long-term warming."

The warning comes as climate experts meet in Bonn to prepare the ground for the COP29 climate conference which takes place in November in Baku, Azerbaijan.




The authoritative source of scientific information on the state of the climate is the UN's Intergovernmental Panel on Climate Change (IPCC), but as its next major assessment will not happen until around 2027, this creates an "information gap," particularly when climate indicators are changing rapidly.

The new report is accompanied by an open data, open science platform -- the Climate Change Tracker's Indicators of Global Climate Change dashboard which provides easy access to updated information on the key climate indicators.

The latest Indicator report, which is published by more than 50 scientists in the journal Earth System Science Data, also provides new insight into the effects of reductions in sulphur emissions from the global shipping industry. The sulphur has a cooling effect on the climate by directly reflecting sunlight back to space and by helping more reflective clouds to form, but ongoing reductions in those emissions have lessened that effect.

Although this was offset last year by the aerosol emissions from the Canadian wildfires, the report says the longer-term trend nonetheless indicates that the amount of cooling we can expect from aerosol emissions is continuing to decline.

Other key findings:
    	Human-induced warming has risen to 1.19 degC over the past decade (2014-2023) -- an increase from the 1.14 degC seen in 2013-2022 (set out in last year's report).
    	Human-induced warming has been increasing at a rate that is unprecedented in the instrumental record, reaching roughly 0.26 degC per decade over 2014-2023.
    	This high rate of warming is caused by a combination of greenhouse gas emissions being consistently high, equivalent to 53 billion tonnes of CO2 per year, as well as ongoing improvements in air quality, which are reducing the strength of human-caused cooling from particles in the atmosphere.
    	High GHG emission levels are also affecting the Earth's energy balance: ocean buoys and satellites are tracking unprecedented flows of heat into the Earth's oceans, ice caps, soils and atmosphere. This flow of heat is 50% higher than its long-term average.

Professor Forster added: "Fossil fuel emissions are around 70% of all GHG emissions and clearly the main driver of climate change, but other sources of pollution from cement production, farming and deforestation and cuts to the level of sulphur emissions are also contributing to warming.

"Rapidly reducing emissions of greenhouse gases towards net zero will limit the level of global warming we ultimately experience. At the same time, we need to build more resilient societies. The devastation wrought by wildfires, drought, flooding and heat waves the world saw in 2023 must not become the new normal."

It is hoped that the report will play a strong role in informing new Nationally Determined Contributions, the improved climate plans that every country in the world has promised to put forward to the United Nations Framework Convention on Climate Change (UNFCCC) by 2025 to cut emissions and adapt to climate impacts.
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Giant viruses found on Greenland ice sheet | ScienceDaily
Every spring when the sun rises in the Arctic after months of darkness, life returns. The polar bears pop up from their winter lairs, the arctic tern soar back from their long journey south and the musk oxen wade north.


						
But the animals are not the only life being reawakened by the spring sun. Algae lying dormant on the ice starts blooming in spring blackening large areas of the ice.

When the ice blackens it's ability to reflect the sun diminishes and this accelerates the melting of the ice. Increased melting exacerbates global warming.

But researchers might have found a way to control the snow algae growth -- and maybe in the long run reduce some of the ice from melting. Living on the ice alongside the algae, postdoc Laura Perini from the Department of Environmental Science at Aarhus University and her colleagues, have found giant viruses.

She suspects that the viruses feed on the snow algae and could work as a natural control mechanism on the algae blooms.

"We don't know a lot about the viruses, but I think they could be useful as a way of alleviating ice melting caused by algal blooms. How specific they are and how efficient it would be, we do not know yet. But by exploring them further, we hope to answer some of those questions," she says.

Bigger than bacteria

Viruses are normally much smaller than bacteria. Regular viruses measure 20-200 nanometers in size, whereas a typical bacteria is 2-3 micrometers. In other words a normal virus is around 1000 times smaller than a bacteria.




That is not the case with giant viruses though.

Giant viruses grow to the size of 2.5 micrometers. That is bigger than most bacteria.

But the giant viruses are not only bigger in size. Their genome is much bigger than regular viruses. Bacteriophages -- virus infecting bacteria -- have between 100,000 and 200,000 letters in their genome. Giant viruses have around 2,500,000.

Never found on the ice before

Giant viruses were first discovered in 1981, when researchers found them in the ocean. These viruses had specialized in infecting green algae in the sea. Later, giant viruses were found in soil on land and even in humans.

But it's the first time that giant viruses have been found living on the surface ice and snow dominated by microalgae, Laura Perini explains.




"We analyzed samples from dark ice, red snow and melting holes (cryoconite). In both the dark ice and red snow we found signatures of active giant viruses. And that is the first time they've been found on surface ice and snow containing a high abundance of pigmented microalgae.

"A few years ago everyone thought this part of the world to be barren and devoid of life. But today we know that several microorganisms live there -- including the giant viruses."

"There's a whole ecosystem surrounding the algae. Besides bacteria, filamentous fungi and yeasts, there are protists eating the algae, different species of fungi parasitizing them and the giant viruses that we found, infecting them.

"In order to understand the biological controls acting on the algal blooms, we need to study these last three groups."

Haven't seen them with the naked eye

Even though the viruses are giant, they can't be seen with the naked eye. Laura Perini hasn't even seen them with a light microscope yet. But she hopes to do so in the future.

"The way we discovered the viruses was by analyzing all the DNA in the samples we took. By sifting through this huge dataset looking for specific marker genes, we found sequences that have high similarity to known giant viruses," she explains.

To make sure that the viral DNA didn't come from long dead microorganisms, but from living and active viruses, they also extracted all the mRNA from the sample.

When the sequences of the DNA that form genes are activated, they are transcribed into single stranded pieces called mRNA. These pieces work as recipes for building the proteins the virus needs. If they are present the virus is alive.

"In the total mRNA sequenced from the samples, we found the same markers as in the total DNA, so we know they have been transcribed. It means that the viruses are living and active on the ice," she says.

DNA and RNA in viruses

At the center of the giant viruses is a cluster of DNA. That DNA contains all the genetic information or recipes needed to create proteins -- the chemical compounds that are doing most of the work in the virus.

But in order to use those recipes, the virus needs to transcribe them from double-stranded DNA to single stranded mRNA.

Normal viruses can't do that. Instead they have strands of RNA floating around in the cell waiting to be activated, when the virus infects an organism and hijacks its cellular production facilities.

Giant viruses can do that themselves which makes them very different from normal viruses.

Whereas DNA from dead viruses can be found in samples, mRNA is broken down much faster. mRNA is therefore an important marker of viral activity. In other words mRNA-recipes of certain proteins show that the viruses are alive and kicking.

Not sure exactly how they work

Because giant viruses are a relatively new discovery not a lot is known about them. In contrast to most other viruses they have a lot of active genes that enable them to repair, replicate, transcribe and translate DNA.

But why that is and exactly what they use it for is not known.

"Which hosts the giant viruses infect, we can't link exactly. Some of them may be infecting protists while others attack the snow algae. We simply can't be sure yet," Laura Perini says.

She's working hard on discovering more about the giant viruses and has more research coming out soon.

"We keep studying the giant viruses to learn more about their interactions and what is exactly is their role in the ecosystem. Later this year we'll release another scientific with some more info on giant viruses infecting a cultivated microalgae thriving on the surface ice of the Greenland Ice Sheet," she concludes.
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An anti-inflammatory curbs spread of fungi causing serious blood infections | ScienceDaily
A team of UC Davis Health researchers discovered that a common anti-inflammatory drug, mesalamine, can replace the work of good bacteria in fighting the nasty fungus Candida albicans in the gut.


						
C. albicans, or candida, is known to cause yeast infections. In some cases, it develops into invasive candidiasis, a potentially fatal infection occurring mostly in patients with compromised immunity.

The researchers found that this fungus can't grow without an oxygen supply. Their study in mice showed that the drug can maintain a low oxygen (hypoxia) environment that prevents fungal bloom in the gut.

Their study appears today in Cell Host & Microbe.

Antibiotic use may lead to fungal bloom in the gut

The team studied how C. albicans colonizes the gut. The fungus, best known for causing vaginal yeast infections, is usually treated with a topical or oral antifungal without serious side effects. It also harmlessly lives in the gut of around 60% of people.

Yet, when the body's immunity goes down due to cancer or chemotherapy, the fungus may grow beyond the colon and spread throughout the body. In such cases, the patient develops invasive candidiasis.




"Invasive candidiasis is a potentially deadly infection with a mortality rate of around 50%. That's even with the best available treatment," explained the study's lead author Andreas Baumler. Baumler is a distinguished professor in the Department of Medical Microbiology and Immunology.

Patients with leukemia and other blood cancers may need to take antibiotics. This use may cause an imbalance in the gut's microbial community. It reduces Clostridia, a group of bacteria that promotes resistance to fungi colonization in the gut. With less Clostridia, C. albicans grows and colonizes in the tract.

"A bloom of C. albicansin the gut during antibiotic therapy is the most common cause of candidemia in people treated for blood cancers," Baumler explained. Candidemia is the presence of fungi or yeast in the blood.

Baumler and his team wanted to understand the factors involved in antibiotic-induced colonization of C. albicans in the gut.

Candida loves simple sugars and oxygen

They first colonized germ-free mice with Candida to see what the fungus consumed to bloom. They realized that Candida really liked simple sugars, similar to those found in high-sugar diets. Then, they tested its growth in a petri dish. They placed Candida with simple sugars in an aerobic (with oxygen) setting, and the fungi bloomed.




"A healthy gut has low oxygen. So, we repeated the test in a hypoxia setting," Baumler said. The fungi didn't grow despite the presence of sugars. This meant oxygen is a necessary condition for Candida growth.

The role of probiotics in preventing fungal growth

The team did a series of experiments that showed antibiotic use reduced Clostridiain the gut. Giving mice probiotics, such as Clostridia, prevented C. albicans from growing in the gut. Yet, probiotics can be killed by antibiotics and cancer therapy. For this reason, probiotics would not help patients with leukemia or other blood cancers.

"Probiotics are often not safe in patients at the highest risk for invasive candidiasis," Baumler said. "Finding a therapy that can function like probiotics but can endure the impact of cancer treatment and antibiotics was important."

Anti-inflammatory drugs as faux-biotics

The team explored 5-aminosalicylic acid (5-ASA) as a safer way to control C. albicansin the gut. 5-ASA, also known as mesalamine, is an anti-inflammatory drug. It is used to treat inflammatory bowel diseases (IBD) like Crohn's disease and ulcerative colitis.

The team tested 5-ASA in mice treated with antibiotics. They found that the drug could replace the work of probiotics by preventing oxygen in the colon and C. albicans from expanding in the gut.

"Limiting oxygen in the gut by replacing the function of good bacteria could be a strategy for reducing invasive candidiasis," Baumler said. "Our study opens a totally new treatment option for fatal fungal infections, especially for patients with cancer. After all, fungi cannot become resistant against hypoxia."

The team proposed the term "faux-biotics" to refer to products, such as 5-ASA, that mimic the function of probiotics like Clostridia.

The first coauthors of the study are Hannah Savage, Derek Bays and Connor Tiffany. The other co-authors are Mariela Gonzalez, Eli Bejarano, Thaynara Carvalho, Zheng Luo, Hugo Masson, Henry Nguyen, Renato Santos, Krystle Reagan and George Thompson of UC Davis.
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Mapping lava flows with groundbreaking field instrument | ScienceDaily
Millions of people live near active volcanoes that are constantly monitored for signs of an impending eruption. When one occurs, scientists and governments rely on data to estimate the extent of the possible damage, informing evacuation plans and disaster response efforts. The nature of eruptions, unfortunately, means collecting data about them can sometimes be as challenging as organizing a response.


						
In Review of Scientific Instruments, by AIP Publishing, researchers from the University at Buffalo developed a tool for measuring the viscosity of lava that could increase our understanding of molten rock as well as better improve models of its movement, giving authorities crucial guidance for keeping people safe.

For fluids like lava, viscosity is the measurement of how fast it flows. A low-viscosity fluid flows fast like water, while a viscous fluid acts more like molasses. When a volcano erupts close to human structures, viscosity measurements tell first responders how much time they have to react, and current methods are often insufficient.

"In places like Iceland or Hawaii that have pretty frequent lava eruptions that impact infrastructure like roads and communities, there is uncertainty involved with the estimation of where the lava may travel and how quickly it may go there," said author Martin Harris.

The issue, according to Harris, is that viscosity measurements are almost always conducted in a lab. This makes the experiments easier and safer, but a key piece is always missing.

"When lava erupts from a volcano, a lot of different gases are trapped as bubbles within the lava," said Harris. "When we do measurements in the lab, we cannot put the gas back in. So, what we measure is a representation of the lava without all the different components, and we miss something that influences how the lava can flow."

The only solution is to take measurements in the field. This, however, comes with its own set of challenges. Field viscosity measurements on lava date back nearly a century without much success. Many past attempts have featured metal rods inserted into lava, pushed by hand or by spring-loaded piston, or even fired into the lava like a spear, to estimate the viscosity of the flow.




The University at Buffalo team kept the classic metal rod and attached it to a force gauge for accurate measurements. They coupled it with a second rod to measure displacement and designed the entire instrument to be both lightweight enough to be hand-held and durable enough to hold up in a volcanic environment.

After finishing the device, the team tested it on a trip to an active volcano in Iceland.

"We spent almost two weeks accessing different locations around the Litli-Hrutur eruption," said Harris. "It was a lot of very long hours in a pretty intense environment, but I think in the end, we were all really impressed and satisfied with the work that we were able to do."

In their field trial, the researchers collected dozens of measurements of the lava in different locations and at different times. This type of data is crucial, they say, as it shows not just what the lava is like in a single moment but how it evolves as it spreads and cools.

"It was the first time that people have done these measurements across these different transects of the lavas," said Harris. "The really exciting thing about this instrument is that we were able to show this change in the physical properties of the lava with time and space."

The team hopes to further refine their instrument and make it available to research groups and monitoring stations at volcanoes around the world.
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Exploring three frontiers in marine biomass and blue carbon capture | ScienceDaily
A new study offers first-time insights into three emerging climate innovations to safeguard or increase the carbon naturally captured by ocean and coastal ecosystems: rapid interventions to save the Great Barrier Reef, satellite-tracked kelp beds in the deep ocean, and seagrass nurseries in the United Kingdom. The research, published in Environmental Science & Policy and co-authored by leading climate scholars at Boston University, Aarhus University, and the University of Sussex Business School, advances knowledge of understudied interventions in marine habitat protection to manage greenhouse gas emissions.


						
These climate change interventions, known as blue carbon, preserve or enhance marine and coastal ecosystems as valuable sources of carbon removal and storage. Currently, more than half of the world's biological carbon is captured and stored by marine living organisms, which are threatened by acidification, temperature change, severe storms, and pollution. Previous studies have shown that improved management of these habitats could potentially arrest up to 10% of global emissions reductions needed to meet Paris Agreement targets.

Expanding knowledge of potential solutions

While blue carbon solutions could reduce emissions, generate revenue, and advance conservation policy, questions remain around their efficacy and potential effects on sociopolitical systems.

"Compared to the robust history of studying soil and forest systems for carbon management, harnessing marine ecosystems in the fight against climate change is relatively new and remains unproven," said Benjamin Sovacool, the study's lead author and director of the Boston University Institute for Global Sustainability, who is also affiliated with Aarhus University and the University of Sussex Business School. "As these emerging technologies are more widely deployed, it is essential that we develop a comprehensive understanding of their ties to cultural, political, and economic systems."

Understanding each innovation

Drawing on 46 expert interviews, 38 site visits, and extensive document analysis, Sovacool and co-authors Chad M. Baum, Sean Low, and Livia Fritz of Aarhus University evaluated the social narratives, technology, and co-impacts of coral reef preservation in Australia, seagrass restoration in the United Kingdom, and seaweed cultivation and deep ocean storage in the United States.




Coral reef preservation in Australia supports blue carbon as coral tissues consume and capture carbon dioxide and bicarbonate. Through interviews with 23 local experts, the research team identified a narrative of crisis and collapse around saving the Great Barrier Reef as a national treasure. The narrative is also steeped in hope and moral urgency, motivating a willingness to explore a diversity of experimental and controversial new technologies -- from genetic editing to cloud brightening. Positive co-impacts of reef preservation include more eco-tourism and better fisheries, while negative co-impacts include the potential for invasive species outbreaks.

Seagrass restoration captures carbon by directly growing biomass and trapping organic particles in the roots and sediments of seagrass meadows. The research team visited restoration efforts in the United Kingdom and conducted 12 interviews with seagrass experts from several universities, organizations, and the charity Project Seagrass. They discovered that narratives around restoration emphasize how unique, fragile, and distinct seagrass is, as well as its potential as an efficient and durable carbon store. Innovation in seagrass restoration requires broad, incremental advancements in knowledge around foundational marine science, botany, and data collection, which may make it relatively costlier and slower to implement. Potential benefits include improving water quality and cleanliness, promoting biodiversity and healthy fisheries, reversing acidification, and preventing coastal erosion.

Seaweed cultivation reduces carbon by increasing biomass through growing massive kelp beds in the deep ocean. Following 11 interviews, most of them with employees at a United States-based startup, the researchers identified a narrative of advancing technological innovation and generating profit grounded in a duty to save the world's oceans. Innovation is deliberatively non-participatory, driven by a small group seeking to rapidly and massively scale operations. Seaweed cultivation could increase food production, water quality, and waste treatment, but faces a lack of social acceptance and may lead to uncontrolled growth.

Narratives, innovation styles, and co-impacts, plus contextual factors such as place, time, and cultural values, contribute to a given blue technology's likelihood for success, the researchers conclude. The results of this study offer a glimpse into the future of blue carbon innovations, which the authors anticipate will be an increasingly relevant and popular area of scientific policy and discovery.
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Combining pest treatments may be key to helping honey bees survive the winter | ScienceDaily
Winters can be tough on managed honey bee colonies, with beekeepers in the United States reporting that one-third of their colonies die each winter. A new study by Penn State researchers has found that using not one but multiple pest treatments may help bees make it to spring.


						
The researchers found that beekeepers who used a combination of treatments for Varroa mites -- tiny parasites that can weaken and spread diseases to honey bees -- had higher winter colony survival than those who used only one type of treatment. The findings were published in the Journal of Insect Science.

Additionally, while weather significantly impacted winter colony survival, beekeepers using these integrated pest management strategies -- where multiple methods are used to control Varroa mites -- had higher colony survival rates even in harsh weather conditions.

Darcy Gray, a global remote sensing manager at the One Acre Fund who led the study while completing her master's degree at Penn State in the intercollege Ecology Graduate Program administered by the Huck Institutes of the Life Sciences, said she conducted this study to help provide beekeepers with the locally specific information they need to make decisions about how to best manage their colonies to combat these high colony losses during the winter.

"Honey bees pollinate various crops across North America, so it's important to understand how they're influenced by beekeeping strategies and their environment, particularly under increasing weather variability," said Gray, who did her graduate research in the lab of Christina Grozinger, Publius Vergilius Maro Professor of Entomology in the College of Agricultural Sciences. "Understanding honey bees' relationship to the environment can also shed light on and introduce new questions about native bees, which are also threatened by habitat loss and climate change."

For the study, the researchers used data from an annual survey on winter honey bee colony loss and beekeeping management that has been sent to Pennsylvania beekeepers each spring for more than 15 years.

Data included information on pre- and post-winter colony numbers, how many years of experience the beekeeper had, whether and how they treated for Varroa mites, and whether and what they provided for supplemental feed. Beekeepers also had an option to submit their apiary coordinates, which allowed the researchers to precisely calculate the habitat quality of the landscape surrounding each beekeeper's hives -- including the availability of floral resources in the spring, summer and fall -- and to obtain information on the weather conditions that the bees experienced over the previous year.




Grozinger, who also directs the Penn State Center for Pollinator Research, noted that because habitat and weather are complex factors, a lot of data is needed to build statistical models for understanding exactly how they are impacting bees.

"We are so fortunate to be able to work with the Pennsylvania beekeepers, who every year answer a survey on their management practices, their bees' winter survival and their apiary locations," Grozinger said. "This provides a truly unique and valuable long term data set for this research."

The study revealed that beekeepers who used treatments against Varroa mites in their apiaries had significantly higher bee survival than those who did not, and those who used multiple types of treatments had better survival than those who used a single treatment type.

The researchers also found no significant difference between "soft" and "hard" chemical treatments. Soft chemicals -- naturally derived, organic compounds -- were as effective at increasing winter survival as hard chemicals, which are synthetic chemicals that have been shown to leave long-term residue in colonies and may promote populations of Varroa mites that are resistant to treatment.

These results are consistent with previous studies conducted by Penn State researchers demonstrating that organic beekeeping methods were just as effective as more conventional methods.

Additionally, the researchers found that while spring, fall and winter precipitation was associated with increased bee survival, summer precipitation was associated with decreased colony survival. The researchers suggested this could be because many consecutive days of rain in the summer may reduce the amount of time bees spend foraging, leading to less food stored for the winter and lower brood production.




"This study, along with others from Penn State, shows that the weather conditions during the growing season are really important for honey bee survival and honey production, as well as wild bee species abundance," Grozinger said. "This suggests that what we are seeing is an effect of weather on the flowering plants that bees depend on for pollen and nectar, and this in turn affects the bees."

Gray said she hopes the findings will be useful to beekeepers while planning their apiary management strategies, as well as be a springboard for future studies.

"Our work introduces new questions about how colonies treated with an integrated pest management may be buffered from the worst effects of weather, which would have implications for climate change adaptation in beekeeping," Gray said.

Beekeepers and others interested in exploring the land use and weather conditions and predicting flowering resources at their locations can use the Beescape tool on the Center for Pollinator Research website, which also offers resources on how to improve local habitats for bees, including the Penn State Master Gardener's Pollinator Garden Certification Program.

The data used in this study can be accessed via the Bee Winterwise tool, and beekeepers also can obtain resources on managing Varroa mites and organic beekeeping practices from Penn State Extension.
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Rocky shores of Pacific Northwest show low resilience to changes in climate | ScienceDaily
A 15-year period ending in 2020 that included a marine heat wave and a sea star wasting disease epidemic saw major changes in the groups of organisms that live along the rocky shores of the Pacific Northwest.


						
The study by Oregon State University scientists, involving four capes in Oregon and California, suggests these communities of species may have low resilience to climate change. Findings were published Monday in Nature Ecology & Evolution.

Researchers learned that sessile invertebrates -- those that stay in one place, such as mussels and barnacles -- became more abundant during the study period, while seaweed species like kelps declined.

"These changes occurred after the loss of adult ochre sea stars due to an epidemic of sea star wasting disease and during a three-year marine heatwave when water temperatures were extremely warm," said Zechariah Meunier, a doctoral graduate of the OSU College of Science and the lead author on the paper. "Sea stars are like the wolves of rocky shores because they normally eat enough mussels and barnacles to prevent these invertebrates from dominating the lower elevation areas. And many kelps did not survive the thermal stress during the heat wave."

Of further concern to the scientists: When the epidemic ended and ocean temperatures cooled, the rocky shore communities did not return to their baseline conditions. That suggests the communities have low resilience to changes in both temperature and predator numbers.

"Diminishing resilience may lead to degraded rocky shore communities under future climate conditions," said Meunier, who along with OSU professors Sally Hacker and Bruce Menge looked at 13 sites spread among Oregon's Cape Foulweather, Cape Perpetua and Cape Blanco and California's Cape Mendocino. "And a warming climate will make restoring baseline conditions more difficult -- regime shifts to degraded states are likely to last longer and put community structure and ecosystem function at risk."

Hacker and Menge have been studying Northwest coastal ecosystems for decades. Healthy marine ecosystems are important because the ocean, and the species that live in it, are critical to the proper functioning of the planet. For example, the ocean supplies half of the oxygen humans breathe and annually absorbs one-quarter of the carbon dioxide people emit into the atmosphere.




The scientists note that climate change and pollution are combining to force marine ecosystems to experience unprecedented stressors including harmful algal blooms, ocean acidification and hypoxia. The stressors often work in concert and exacerbate one another, resulting in damage to marine habitats or species diversity loss.

When stressors are especially severe, they can lead to habitat transitions from one state to another in what's known as a regime shift.

"A classic example of multiple stressors causing a regime shift is the transition from kelp forests to urchin barrens in the Pacific Ocean off the west coast of North America," Meunier said. "That transition is attributed to a marine heat wave, urchin overgrazing, historical extirpation of the sea otter and recent mass mortality of the sunflower star. Digging even deeper, the sunflower star demise was itself driven by two stressors: a sea star wasting disease epidemic and a marine heat wave."

While sunflower stars have not recovered, adult ochre sea stars on rocky shores are growing in size and number to what was measured before the disease epidemic. Thus, there is hope that the sea stars will be able to limit the expansion of barnacles and mussels in the future, the researchers say.

The study by Meunier, Hacker and Menge was funded by the National Science Foundation.
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Using AI to decode dog vocalizations | ScienceDaily
Have you ever wished you could understand what your dog is trying to say to you? University of Michigan researchers are exploring the possibilities of AI, developing tools that can identify whether a dog's bark conveys playfulness or aggression.


						
The same models can also glean other information from animal vocalizations, such as the animal's age, breed and sex. A collaboration with Mexico's National Institute of Astrophysics, Optics and Electronics (INAOE) Institute in Puebla, the study finds that AI models originally trained on human speech can be used as a starting point to train new systems that target animal communication.

The results were presented at the Joint International Conference on Computational Linguistics, Language Resources and Evaluation.

"By using speech processing models initially trained on human speech, our research opens a new window into how we can leverage what we built so far in speech processing to start understanding the nuances of dog barks," said Rada Mihalcea, the Janice M. Jenkins Collegiate Professor of Computer Science and Engineering, and director of U-M's AI Laboratory.

"There is so much we don't yet know about the animals that share this world with us. Advances in AI can be used to revolutionize our understanding of animal communication, and our findings suggest that we may not have to start from scratch."

One of the prevailing obstacles to developing AI models that can analyze animal vocalizations is the lack of publicly available data. While there are numerous resources and opportunities for recording human speech, collecting such data from animals is more difficult.

"Animal vocalizations are logistically much harder to solicit and record," said Artem Abzaliev, lead author and U-M doctoral student in computer science and engineering. "They must be passively recorded in the wild or, in the case of domestic pets, with the permission of owners."

Because of this dearth of usable data, techniques for analyzing dog vocalizations have proven difficult to develop, and the ones that do exist are limited by a lack of training material. The researchers overcame these challenges by repurposing an existing model that was originally designed to analyze human speech.




This approach enabled the researchers to tap into robust models that form the backbone of the various voice-enabled technologies we use today, including voice-to-text and language translation. These models are trained to distinguish nuances in human speech, like tone, pitch and accent, and convert this information into a format that a computer can use to identify what words are being said, recognize the individual speaking, and more.

"These models are able to learn and encode the incredibly complex patterns of human language and speech," Abzaliev said. "We wanted to see if we could leverage this ability to discern and interpret dog barks."

The researchers used a dataset of dog vocalizations recorded from 74 dogs of varying breed, age and sex, in a variety of contexts. Humberto Perez-Espinosa, a collaborator at INAOE, led the team who collected the dataset. Abzaliev then used the recordings to modify a machine-learning model -- a type of computer algorithm that identifies patterns in large data sets. The team chose a speech representation model called Wav2Vec2, which was originally trained on human speech data.

With this model, the researchers were able to generate representations of the acoustic data collected from the dogs and interpret these representations. They found that Wav2Vec2 not only succeeded at four classification tasks; it also outperformed other models trained specifically on dog bark data, with accuracy figures up to 70%.

"This is the first time that techniques optimized for human speech have been built upon to help with the decoding of animal communication," Mihalcea said. "Our results show that the sounds and patterns derived from human speech can serve as a foundation for analyzing and understanding the acoustic patterns of other sounds, such as animal vocalizations."

In addition to establishing human speech models as a useful tool in analyzing animal communication -- which could benefit biologists, animal behaviorists and more -- this research has important implications for animal welfare. Understanding the nuances of dog vocalizations could greatly improve how humans interpret and respond to the emotional and physical needs of dogs, thereby enhancing their care and preventing potentially dangerous situations, the researchers said.
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Human activity contributed to woolly rhinoceros' extinction | ScienceDaily
Researchers have discovered sustained hunting by humans prevented the woolly rhinoceros from accessing favourable habitats as Earth warmed following the Last Ice Age.


						
An international team of researchers, led by scientists from the University of Adelaide and University of Copenhagen, used computer modelling to make the discovery, shedding light on an aeons-old mystery.

"Using computer models, fossils and ancient DNA, we traced 52,000 years of population history of the woolly rhinoceros across Eurasia at a resolution not previously considered possible," said lead author Associate Professor Damien Fordham, from the University of Adelaide's Environment Institute.

"This showed that from 30,000 years ago, a combination of cooling temperatures and low but sustained hunting by humans caused the woolly rhinoceros to contract its distribution southward, trapping it in a scattering of isolated and rapidly deteriorating habitats at the end of the Last Ice Age.

"As Earth thawed and temperatures rose, populations of woolly rhinoceros were unable to colonise important new habitats opening up in the north of Eurasia, causing them to destabilise and crash, bringing about their extinction."

An iconic species of megafauna, the woolly rhinoceros had thick skin and long fur, and it once roamed the mammoth step of northern and central Eurasia, before its extinction around 10,000 years ago.

This recent discovery, published in PNAS, contradicts previous research that found humans had no role in the extinction of the woolly rhinoceros -- despite the animal co-occurring with humans for tens of thousands of years prior to its extinction.




"The demographic responses revealed by our analysis were at a much higher resolution to those captured in previous genetic studies," said Professor Eline Lorenzen, from the University of Copenhagen's Globe Institute.

"This allowed us to pinpoint important interactions that woolly rhinoceroses had with humans and document how these changed through space and time. One of these largely overlooked interactions was persistent low levels of hunting by humans, probably for food."

Humans pose a similar environmental threat today. Populations of large animals have been pushed into fragmented and suboptimal habitat ranges due to over hunting and human land-use change.

There were 61 species of large terrestrial herbivores -- weighing more than one tonne -- alive in the late Pleistocene, and only eight of these exist today. Five of those surviving species are rhinoceroses.

"Our findings reveal how climate change and human activities can lead to megafauna extinctions," said Professor David Nogues-Bravo, from the University of Copenhagen, who was a co-author of this study.

"This understanding is crucial for developing conservation strategies to protect currently threatened species, like vulnerable rhinos in Africa and Asia. By studying past extinctions, we can provide valuable lessons for safeguarding Earth's remaining large animals."
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Small, but smart: How symbiotic bacteria adapt to big environmental changes | ScienceDaily
Studying the impact of the environment on animal evolution is no easy task, as most animals reproduce slowly and exhibit complex behaviors. However, microbiologists have an advantage: Bacteria reproduce rapidly, which makes them a much easier subject for studying evolution.


						
The Isthmus of Panama offers a natural experiment

Laetitia Wilkins and her team from the at the Max Planck Institute for Marine Microbiology in Bremen, Germany, studies bacterial evolution in a very unique scenario: the Isthmus of Panama. This landmass connects North and South America, thus separating the Pacific Ocean from the Caribbean Sea, and serves as an ideal location for observing "real-time evolution." The closure of the Isthmus, which took place 2.8 million years ago, caused significant changes in the marine environments on both sides. The Caribbean side became warmer, more saline, and nutrient-poor, while the Tropical Eastern Pacific experiences variable temperatures, strong tides, and high nutrient levels. These environmental differences forced marine life to develop different survival strategies.

Lucinid clams and their symbiotic bacteria: Partners in evolution

Lucinids are marine bivalves that inhabit both the Caribbean and Pacific waters surrounding the Isthmus of Panama. At least 400 million years old, the family of lucinid clams inhabits a wide variety of habitats, from beautiful beaches to the dark abyssal depths. Their secret to success lies within: Symbiotic bacteria live inside their gills and help them meet their nutritional needs, forming such a close relationship that these clams couldn't survive without their little companions.

Interestingly, the symbiotic bacteria don't seem to depend on the lucinids. They can also live freely in the sediment. This allows them to interact with other bacteria and exchange genetic material with them, through what's known ashorizontal gene transfer. This, combined with their fast reproduction, helps them adapt rapidly to their environment.

"We wanted to find out how these symbiotic bacteria adapted to the different environmental conditions on both sides of the Isthmus," says Isidora Morel-Letelier, who conducted the study as part of her doctoral thesis together with Benedict Yuen. To achieve this, the team traveled to Panama to collect lucinid clams and analyzed the DNA of the symbiotic bacteria in their gills to detect differences in their genomes.




Different adaptation in the Caribbean and the Pacific

Morel-Letelier discovered that symbiotic bacteria dealt with the challenge very differently on both sides of the Isthmus: Those in the Caribbean were able to fix nitrogen, whereas those in the Pacific lacked this ability. "Life is not possible without nitrogen. Because the Caribbean has very low levels of nitrate -- an easily usable form of nitrogen -, the bacteria need other sources of this nutrient. Their ability to fix nitrogen likely allowed them to survive there. On the other hand, Pacific symbionts didn't face this issue because their waters contain nitrate levels ten times higher than those in the Caribbean," Morel-Letelier explains.

And there are more genetic differences. The scientists from Bremen discovered unique genes that were present in the Pacific symbionts, but were absent in the Caribbean ones. For example, symbionts in the Pacific had the potential to synthesize gammapolyglutamate, which is a storage compound produced by bacteria during nutrient limitation, or electron-transferring-flavoprotein (ETF) dehydrogenases, which are produced in response to low temperatures and anaerobic conditions. "These genes likely help the symbionts cope with the Pacific's more significant seasonal changes in nutrients, temperature, and oxygen levels compared to the Caribbean," says Morel-Letelier.

New metabolic capabilities revealed a unique evolutionary journey

The Max Planck scientists also wanted to understand how the Caribbean symbionts acquired the genes required for nitrogen fixation genes. For that, they compared the genomes of symbionts across the Isthmus of Panama with other lucinid symbiont genomes from around the world. "It seems like their last common ancestor did not possess the capacity for nitrogen fixation. Most probably nitrogen fixation is a recent trait acquired only by symbionts that faced a nutrient-poor environment," explains Morel-Letelier. This finding highlights the critical role that the environment plays in shaping bacterial evolution. "Through horizontal gene transfer, lucinid symbionts likely obtained the nitrogen fixation genes from another symbiont lineage," notes Morel-Letelier.

Future investigations should focus on understanding the symbiotic relationship between these bacteria and their lucinid hosts. "It would be very interesting to know whether the new metabolic capabilities of the bacteria, such as fixing nitrogen, benefit the lucinid clams in their ability to survive in the environment, and whether clams actively select the bacterial candidates that are better adapted to live inside them," says Morel-Letelier.

"This study improves our understanding of the ability of bacteria to respond to environmental changes, which leads us to think that bacterial communities may already be adapting to anthropogenic changes, such as the flow of excess nutrients from agricultural fields into coastal waters," group leader Laetitia Wilkins comments.
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Summer droughts in Northern hemisphere increasingly likely as seasonal streamflows change | ScienceDaily
Declining snowfall is changing the seasonal patterns of streamflow throughout the Northern hemisphere boosting chances of water shortages in the summer, scientists have found.


						
Snowy areas in in the Rocky Mountains of North America, the European Alps and northern Europe are thawing prematurely as the Earth warms. Additionally, seasonal flows in less snowy areas are delayed as warm-season rain arrives later in the year becoming a more dominant source of river flow. Precipitation over winter is reduced.

The findings, published in Nature, suggest a higher risk of summer droughts, which could adversely impact water and food security, ecosystem health, and hydropower generation.

Lead author Dr Ross Woods from the University of Bristol's Faculty of Engineering explained: "Streamflow seasonality affects the temporal distribution of water resources and has wide-ranging implications for ecosystem functioning, food security, and natural hazard management.

"In some places where snowfall is a major component of the water cycle, researchers had previously shown that, with climate warming, less of the precipitation falls as snow, snowpacks were changing, and the associated pulse of river flow generated by that melt water was also changing.

"However, there were conflicting reports about these changes, with some places showing earlier peaks, some not changing, and some were later in the year."

The team analysed climate and river flow data for more than 3000 river basins across the northern hemisphere, from 1950-2020. For each year of data, they calculated the fraction of precipitation falling as snow, the seasonal variation and the seasonal timing of precipitation and river flow. They then compared these seasonality indicators between the two ten-year periods with the highest and lowest snowfall fraction.




Dr Woods continued: "The increased interannual variability of streamflow seasonality implies greater uncertainty in seasonal streamflow patterns, posing challenges for water resource planning and management.

"Water managers need different strategies to adapt to this, depending on their location. Future planning for water infrastructure will need to take account of these changes in seasonal river flow."

As climate warms, seasonal streamflow peaks tend to decrease, so there is more uniform streamflow distribution over a year. The reduction in seasonal variation is mainly driven by a decrease in warm-season streamflow, while cold-season streamflow remains relatively unchanged.

"The timing and seasonal variation of streamflow showed a larger interannual variability during declining snowfall which means planning for more variability between years into the future as climate continues to warm is essential," concluded Dr Woods.

The team now plan to further investigate reasons for consistent reductions in cold season precipitation in warmer winters.
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Some countries could meet their total electricity needs from floating solar panels | ScienceDaily
Floating solar photovoltaic panels could supply all the electricity needs of some countries, new research has shown.


						
The study, by researchers from Bangor and Lancaster Universities and the UK Centre for Ecology & Hydrology, aimed to calculate the global potential for deploying low-carbon floating solar arrays. The researchers calculated the daily electrical output for floating photovoltaics (FPV) on nearly 68,000 lakes and reservoirs around the world, using available climate data for each location.

The researchers' calculations included lakes and reservoirs where floating solar technology is most likely to be installed. They were no more than 10km from a population centre, not in a protected area, didn't dry up and didn't freeze for more than six months each year. The researchers calculated output based on FPV covering just 10% of their surface area, up to a maximum of 30 km2.

While output fluctuated depending on altitude, latitude and season, the potential annual electricity generation from FPV on these lakes was 1302 terawatt hours (TWh), around four times the total annual electricity demand of the UK.

The findings are published today [4 June 2024] in Nature Water.

FPV have a number of additional advantages over land-based solar installations: they free up land for other uses and they keeps panels cooler, making them more efficient.

There is some evidence for other environmental benefits, including reducing water loss through evaporation, by sheltering the lake surface from the sun and wind; and reducing algal blooms by limiting light and preventing nutrient circulation. However, the researchers warn that further research is needed on the overall environmental impact of FPV. They suggest that decisions to deploy FPV should consider the intended function of water bodies and how they are used, as well as the potential ecological impact.




Lead author of the paper, Dr Iestyn Woolway of Bangor University said: "We still don't know exactly how floating panels might affect the ecosystem within a natural lake, in different conditions and locations. But the potential gain in energy generation from FPV is clear, so we need to put that research in place so this technology can be safely adopted. We chose 10% of a lake's surface area as a likely safe level of deployment, but that might need to be reduced in some situations, or could be higher in others."

When the figures were considered country-by-country, five nations could meet their entire electricity needs from FPV, including Papua New Guinea, Ethiopia and Rwanda. Others, such as Bolivia and Tonga, would come very close, respectively meeting 87% and 92% of electricity demand.

Many countries, mainly from Africa, the Caribbean, South America and Central Asia, could meet between 40% and 70% of their annual electricity demand through FPV. In Europe, Finland could meet 17% of its electricity demand from FPV and Denmark, 7%.

The UK could produce 2.7 TWh of electricity each year from FPV, the researchers found. While this is just under 1% of overall electricity demand, it would provide electricity for around one million homes, based on the current Ofgem estimate of average electricity usage per household of 2,700 kWh.

There are currently very few FPV installations in the UK, with the largest a 6.3MW floating solar farm on the Queen Elizabeth II reservoir, near London.

Dr Woolway said: "Even with the criteria we set to create a realistic scenario for deployment of FPV, there are benefits across the board, mainly in lower income countries with high levels of sunshine, but also in Northern European countries as well. The criteria we chose were based on obvious exclusions, such as lakes in protected areas, but also on what might reduce the cost and risks of deployment."

Co-author Professor Alona Armstrong of Lancaster University said: "Our work shows there is much potential for FPV around the world. But deployments need to be strategic, considering the consequences for energy security, nature and society, as well as Net Zero."

The research is funded by the Natural Environment Research Council, part of UK Research and Innovation.
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Gigantic Jurassic pterosaur fossil unearthed in Oxfordshire, UK | ScienceDaily
A team of palaeontologists has discovered a fossil of a gigantic flying reptile from the Jurassic period with an estimated wingspan of more than three metres -- making it one of the largest pterosaurs ever found from that era.


						
Excavated from a gravel pit near Abingdon-on-Thames, Oxfordshire, the fossil includes part of the pterosaur's wing bone, which was broken into three pieces but still well-preserved.

Experts from the universities of Portsmouth and Leicester have published a paper on the specimen, which was topographically scanned and identified as belonging to an adult ctenochasmatoid; a group of pterosaurs known for their long, slender wings, long jaws and fine bristle-like teeth.

Professor David Martill from the University of Portsmouth said: "When the bone was discovered, it was certainly notable for its size. We carried out a numerical analysis and came up with a maximum wingspan of 3.75 metres. Although this would be small for a Cretaceous pterosaur, it's absolutely huge for a Jurassic one!

"This fossil is also particularly special because it is one of the first records of this type of pterosaur from the Jurassic period in the United Kingdom."

Pterosaurs from the Triassic and Jurassic periods typically had wingspans between one and a half and two metres, so were generally smaller than their later relatives from the Cretaceous period, which could have wingspans of up to 10 metres. However, this new discovery suggests that some Jurassic pterosaurs could grow much larger.

Professor Martill added: "This specimen is now one of the largest known pterosaurs from the Jurassic period worldwide, surpassed only by a specimen in Switzerland with an estimated wingspan of up to five metres."

Geologist, Dr James Etienne, discovered the specimen while hunting for fossil marine reptiles in June 2022 when the Late Jurassic Kimmeridge Clay Formation was temporarily exposed in the floor of a quarry. This revealed a number of specimens including bones from ichthyosaurs and plesiosaurs and other ancient sea creatures including ammonites and bivalves, marine crocodiles and sharks.

Dr Dave Unwin, from the University of Leicester, said: "Abfab, our nickname for the Abingdon pterosaur, shows that pterodactyloids, advanced pterosaurs that completely dominated the Cretaceous, achieved spectacularly large sizes almost immediately after they first appeared in the Middle Jurassic right about the time the dinosaurian ancestors of birds were taking to the air."
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Innovative demand strategies for clean energy | ScienceDaily

The study led by Felix Creutzig from the Mercator Research Institute on Global Commons and Climate Change (MCC) in Berlin, with the collaboration of IIASA researchers Alessio Mastrucci, Charlie Wilson, and Volker Krey, as well as many collaborators from the IIASA-led CircEUlar and EDITS research projects, discusses an optimistic scenario from a climate protection perspective, in which the use of fossil fuels can be rapidly reduced.

New materials, new problems?

By phasing out fossil fuels, the production of raw materials is reduced as the extraction of natural gas, oil, and coal is no longer necessary. This also reduces emissions of greenhouse gases and other pollutants. However, the key question is whether the demand for raw materials and land for renewable energies, electric cars, and sustainable transport infrastructure will lead to additional social and environmental impacts.

"Material extraction and waste streams, the construction of new infrastructure, the associated land use changes and the provision of new types of goods and services related to decarbonization will create social and environmental pressures at local to regional levels," explains Krey, who leads the Integrated Assessment and Climate Change Research Group at IIASA. "So-called rare earths are, for example, needed for wind turbines and electric cars, lithium and cobalt for batteries, and construction materials for green infrastructure."

"Our study provides an overview of the social, ecological, and geopolitical risks of these materials. These include the displacement of people from residential areas where the raw materials are extracted, health effects due to toxic emissions, injuries, and deaths due to occupational accidents, cartel structures, corruption, and other grievances," adds coauthor Helmut Haberl from the University of Natural Resources and Life Sciences (BOKU), Vienna.

To limit these problems, it is necessary to keep energy and resource requirements as low as possible through demand-side measures.




"Our study shows that there is considerable potential to reduce energy and resource consumption without having to impose restrictions," notes Creutzig.

Solutions for both sides 

While the need for materials to support a clean energy infrastructure is substantial, it remains significantly lower than the demand generated by the ongoing reliance on fossil fuels. Demand-side strategies, such as improving resource efficiency, replacing individual mobility with shared or public transport, reusing or recycling existing materials, and the thermal refurbishment of buildings play a decisive role here.

The study highlights models that promote shared mobility (including car and ride sharing), which drastically reduces the need for private vehicles. This significantly reduces both material consumption and emissions.

"Our study emphasizes the dual benefits of demand-side solutions in mitigating climate change and reducing material consumption," says Creutzig. "By focusing on efficiency and circular economy principles, we can achieve significant environmental and social benefits."

The research team calls for increased interdisciplinary cooperation and new ideas in policy design to make effective use of these demand-side measures. They underscore the importance of integrating such strategies into global climate protection plans to ensure a holistic approach to sustainable development.
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New light shed on circadian rhythms | ScienceDaily
Circadian clocks, which drive circadian rhythms, are entwined with many essential systems in living things including plants, fungi, insects, and even humans. Because of this, disruptions to our circadian clocks are linked to higher disease rates in humans, including certain cancers and autoimmune diseases. Rensselaer Polytechnic Institute's Jennifer Hurley, Ph.D., Richard Baruch M.D. Career Development Chair and Associate Department Head of Biological Sciences, has dedicated her career to understanding the mechanisms that allow our circadian clocks to keep time.


						
"As proteins are the building blocks of life, it's important to gain a fundamental understanding of how these proteins work together," said Hurley. "Knowing how proteins interact can teach us how an organism will behave, and can also give us the opportunity to alter that behavior."

In research recently published, Hurley and team discovered that the disordered clock protein, FRQ, in a fungus called Neurospora crassa, interacted with a protein called FRH in an unexpected way. They found regions or "blocks" on FRQ that were positively charged. These blocks allowed FRQ and FRH to interact across many different regions.

"While proteins are often thought of as having a well-ordered shape, there is a whole class of proteins that are more flexible, like wet spaghetti noodles" said Hurley. "This flexibility can be important in proteins interactions. In the case of FRQ, we think that its 'noodliness' allows the blocks of positive charge to bond to FRH, perhaps like a bear hug."

"We expected a simple, straightforward interaction between FRQ and FRH," said Hurley. "And we found the interaction was much more complex than we expected."

Hurley and team found that this so-called bear hug causes the molecular circadian clock to flip from being an hourglass, which needs to be reset every day by light, to a persistent oscillator, which allows for a continuous rhythm without needing to be reset by light. This persistent circadian oscillator is the fundamental way in which the circadian clock keeps time, regulating anything from our behaviors to how an animal in the Arctic knows when to hunt, even when there is no light available in the winter months.

Each new insight into the mechanisms of our circadian clocks brings us closer to being able to make alterations for great practical benefit. If we could manipulate the circadian clock, it could help in the production of biofuels, in combating jet lag, and in ensuring the health of shift workers and others with irregular schedules.

Health care offers vast opportunities to apply our knowledge of circadian rhythms. "Our field refers to this as 'chronotherapy,'" said Hurley. "If you get injured at one time of day, you heal much faster than at another. Therefore, we can schedule surgeries at the right time of day. We can even time chemotherapy treatments to when healthy cells are not dividing but cancer cells are, lessoning side effects and increasing treatment efficacy."

"With this research, Professor Hurley and her team have, once again, advanced our understanding of how circadian rhythms work on a molecular level," said Curt Breneman, Ph.D., dean of Rensselaer's School of Science. "This kind of in-depth understanding of the mechanisms of circadian processes opens the door to better mitigation of their effects in higher organisms and humans."

Hurley was joined in research by Meaghan S. Jankowski, Divya G. Shastry, Jacqueline F. Pelham, Joshua Thomas, and Pankaj Karande of Rensselaer; and Daniel Griffith, Garrett M. Ginell, and Alex S. Holehouse of Washington University School of Medicine.
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Frequent mowing puts poisonous weed into survival mode | ScienceDaily
A study of the effects of mowing on a common weed has found that what doesn't kill you can make you stronger.


						
A study published in Nature's Scientific Reports has found that frequent mowing of Solanum elaeagnifolium may help create a "superweed."

Solanum elaeagnifolium -- also known as silverleaf nightshade -- can be found from south Texas to South Africa and Greece, infesting fields and soaking up valuable nutrients intended for cash crops. The weed with purple flowers -- sometimes white and light purple -- has prickly spines and poisonous berries.

Relatives of the plant, including Solanum ptychanthum or black nightshade, and Solanum carolinense, or Carolina horsenettle, also produce toxic berries and are native to Arkansas. It's a family that also includes some friendly crops such as tomatoes, potatoes, peppers and eggplants.

Rupesh Kariyat, an associate professor of entomology and plant pathology with the Arkansas Agricultural Experiment Station, has been studying silverleaf nightshade for more than a decade. Kariyat began the study while at the University of Texas Rio Grande Valley, when he and his graduate student Alejandro Vasquez took on what turned into a five-year, two-part study to observe the effects of frequently mowed silverleaf nightshade. Kariyat joined the experiment station, the research arm of the University of Arkansas System Division of Agriculture, in 2022.

Although studies have often highlighted weed fitness and defense traits resulting from disturbances like mowing, most were limited to foliar, or leaf, defenses, Kariyat said. That changed when Vasquez and fellow master's biology students at the University of Texas Rio Grande Valley monitored fields of mowed, unmowed and frequently mowed silverleaf nightshade in and around Edinburg, Texas.

"Alejandro's question was, 'how do these flowers differ between mowed and unmowed plants?'" Kariyat said. "'And does that have consequences for the insects that actually feed on them?'"

Self-defense strategies 




Findings in both studies showed that the more silverleaf nightshade was mowed, the more it developed ways to avoid destruction, Kariyat said. The taproot went down further, nearly 5 feet deep, in the first generation of mowed plants. More spikes popped out on the stem as a defense against caterpillars feeding on the flowers. The flowers became more toxic to caterpillars, leading to less pressure from natural predators.

Like time bombs, the plant produced some groups of seeds that germinated faster and others that were delayed. This "staggered" germination was the plant's way to ensure survival over the long haul.

"You are trying to mow these plants so that the plants are getting eliminated," Kariyat said. "But what you are actually doing here, you are making them much worse, much stronger."

Tilling areas with silverleaf nightshade also spreads the plant because the rhizomic roots, like many weeds, can propagate asexually over multiple years and growing seasons.

The observations of mowed, unmowed and frequently mowed areas with silverleaf nightshade provide evidence that could prompt further studies by weed scientists on best management practices, Kariyat said.

Since the studies focus solely on silverleaf nightshade, Kariyat said other weeds -- even the plant's family relatives -- may or may not react the same way to frequent mowing. However, the study does provide more insight into the defensive capabilities of plants pitted against human disturbance.




"This should be something that we consider when we make management plans," Kariyat said of the plant's defenses. "Management practices need to be better understood using the ecology and biology of the species and the other species which interact with them."

Kariyat and Vasquez published their results in April with an article titled "Continuous mowing differentially affects floral defenses in the noxious and invasive weed Solanum elaeagnifolium in its native range." Vasquez, now an entomology and plant pathology Ph.D. student at the University of Arkansas, was the lead author. Co-authors included Kariyat, Alexa Alaniz, and Robert Dearth, founding director of the School of Integrative Biological and Chemical Sciences at the University of Texas Rio Grande Valley.

"As scientists, we want our research to be accessible and applicable to anyone, and mowing is a concept the world at large can understand," Vasquez said.

The initial study was published in 2021 with an article titled "Local adaptation to continuous mowing makes the noxious weed Solanum elaeagnifolium a superweed candidate by improving fitness and defense traits." The lead author for that study was Jesus Chavana, with co-authors Sukhman Singh, Bradley Christopherson, Alexis Racelis, Vasquez and Kariyat, all with the University of Texas Rio Grande Valley at the time.
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Key nutrients help plants beat the heat | ScienceDaily
Global temperatures are on the rise, with experts projecting an increase of 2.7degF by 2050. Because plants cannot regulate their own temperatures, they are especially sensitive to these temperature changes. In higher temperatures, plants instruct their root systems to grow faster, creating long roots that stretch through the soil to absorb more water and nutrients. While this response may help the plants in the short term, new research suggests it's both unsustainable for the plants and potentially harmful for humans in the long term.


						
Researchers at the Salk Institute have discovered that when certain plants respond to high temperatures with rapid root growth, they are reducing their levels of two important nutrients -- nitrogen and phosphorus -- which makes them less nutritious when consumed. At the same time, if the soil contains low amounts of these nutrients, plants return to slower root growth and don't respond adequately to the higher temperatures.

The new molecular details of this interaction between root growth and nutrient availability in the face of high temperatures will inform the engineering of Salk Ideal Plants(r) -- a collection of carbon-capturing, climate change-resilient wheat, rice, corn, and other crops created by Salk's Harnessing Plants Initiative.

The findings were published in Nature Communications on June 1, 2024.

"Global warming will lead to significantly increased temperatures on Earth, and plants are inevitably going to respond," says Salk Professor Wolfgang Busch, senior author of the study, executive director of the Harnessing Plants Initiative, and Hess Chair in Plant Science. "The fact that higher temperatures deplete these important nutrients in plants is a real concern for the future of human and animal diets, and certainly something we want to account for as we work to design more resilient crops."

Plant growth and development change based on environmental temperatures in a process known as thermomorphogenesis. To gain a deeper understanding of this process, Salk researchers looked at Arabidopsis thaliana, a small flowering plant in the mustard family. In early experiments, they noticed the above-ground part of the plant, called the shoot, grew longer when exposed to high heat. This led the Salk team to wonder how these temperatures affected the plant's roots, and whether crop plants, like rice or soybean, might respond similarly.

To answer these questions, the researchers turned up the heat and watched Arabidopsis, rice, and soybean plants' roots grow. Just as Arabidopsis shoot growth accelerated under high temperatures, its roots, as well as the rice and soybean roots, accelerated their growth. But there was one caveat: the rapid growth relied on abundant access to nitrogen and phosphorus in the soil.




"Nitrogen and phosphorus are crucial for plant growth, development, and reproduction, so they are already in most fertilizers," says Sanghwa Lee, first author of the study and a postdoctoral researcher in Busch's lab. "Having connected the dots between these nutrients and thermomorphogenesis, we can now work to engineer plants and optimize fertilizers that ensure growth isn't limited by lack of nitrogen and phosphorus in future higher temperatures."

In Arabidopsis, the relationship between faster root growth and nitrogen and phosphorus levels hinged on two proteins: HY5 and NRT1.1. HY5 is a transcription factor, a type of protein that regulates when specific genes will be turned "on" or "off." HY5 oversees the genetic instructions for NRT1.1, a protein that senses nitrogen and is involved in regulating phosphorus levels and the coordination of plant root growth.

In high temperatures, HY5 and NRT1.1 work together to conduct thermomorphogenesis. But as nitrogen and phosphorus levels fall, HY5 begins to suppress the expression of NRT1.1, and root growth slows down.

Both rice and soybean have similar proteins that share a common genetic ancestor with HY5 and NRT1.1. Busch says the rice and soybean versions of HY5 and NRT1.1 will require more investigation, but are likely to affect root growth and nutrient uptake similarly to Arabidopsis' HY5 and NRT1.1.

"It is now clear that nitrogen and phosphorus are key in controlling root growth under the stress of higher temperatures," says Busch. "This is going to be crucial to consider as we work to overcome the challenges that global warming poses on the large-scale production of nutritious food for a growing global population."

In the future, the researchers will more deeply investigate rice, soybean, and other crops to determine if their HY5 and NRT1.1 protein lookalikes react similarly. They will also look at ways to target these proteins and develop crops that can continue growing their roots even when nitrogen and phosphorus are running low.

Other authors include Julia Showalter and Ling Zhang at Salk, as well as Gaelle Cassin-Ross and Hatem Rouached at Michigan State University.

The work was supported by the Salk Harnessing Plants Initiative and Michigan State University.
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Centering relationships between people and place: A critical step towards improving science's contributions to society | ScienceDaily
Slowing down the pace may not be common in academia, but it could lead to better science to support our planet through the current climate, biodiversity and social justice crises. This is one approach suggested by a diverse group of marine conservation scientists who were brought together in 2021 by the COMPASS "Leaders for Sea Change" Science Communication program. In a new paper published in Proceedings of the National Academy of Sciences (PNAS), the co-authors consider three pathways to better connect with the places they study.


						
Frequently, scientific expertise to address the global change crisis comes from a place of privilege. Research findings often come from the Global South but are disseminated, debated, and championed by well-funded institutions and experts in the Global North. Despite much of the science being conducted in the places most vulnerable to the pressing challenges of our times, the knowledge, histories, and Indigenous wisdom of local communities are often overlooked or undervalued by the scientific community.

The co-authors of the paper "Centering relationships to place for more meaningful research and engagement" argue that this type of knowledge "extractivism" may occur because of time, capacity, funding, or personal constraints. However, they also contend that extractive human behavior toward the natural world and each other is what has led us to our current global crises in the first place. They argue that building relationships to places of study and their people would lead to more fair science and more accurate and meaningful research outcomes, and present three pathways aimed at building deeper connections between natural scientists and the places they study.

The first pathway is to "Deepen reflection and communication about relationships with places". For example, this pathway can be practiced by immersing oneself in local communities, learning about the historical and social-ecological narratives of the places of study, and allowing these experiences to shift perspectives, refine research goals and expand the societal relevance of research findings. This pathway also encourages expanded land acknowledgements. Researchers are encouraged to seek guidance from local and Indigenous resources to precede public communications with recognition of past and present Indigenous presence in these spaces. An additional suggestion is to expand positionality statements beyond mere disclosure of personal and professional backgrounds to include a broader spectrum of influences shaping the research process, such as the geographic, socioeconomic, institutional, and cultural contexts of the scientists involved, to show where their perspectives come from.

The second pathway is to "Strengthen collaboration amongst research teams and partners", which entails building a foundation of mutual respect, trust and knowledge exchange between scientists and individuals who may be local or Indigenous to the place of research. Understanding their worldviews and expertise may lead to new ways of thinking about and relating to a place. This pathway encourages collaboration and engagement with partners outside of academia and project co-creation with local partners, a common practice in the social sciences. This could result in research outcomes that are meaningful and transformative to those who may be impacted by research processes, improve public trust in research findings and make knowledge more accessible.

"Change must happen, and this is one way we can contribute toward a cultural shift to make the research process more equitable and relational, as a way to move away from extractive paradigms," said lead author Fiona Beaty, an early-career scientist from the University of British Columbia.

Recognizing that developing these deeper relationships to place takes time and energy, and that a majority of natural sciences institutions or research systems do not currently incentivize this type of work, co-authors of the PNAS paper propose to "Transform systems of knowledge creation to foster place-based roots" as a third pathway.




They recommend that institutions consider restructuring training, evaluation, and funding systems throughout various career stages. A critical area would be to revise training and research opportunities within both undergraduate and graduate programs. Hiring and evaluation processes could also be transformed to encourage the development of deep relationships with places of study. Finally, funding systems could support collaboration outside of academic systems by incentivizing public research dissemination activities and community engagement alongside traditional metrics of academic success, such as peer-reviewed publications.

"Natural science institutions throughout the world and particularly in the global north could reshape their reward systems, which impacts researchers' lives, promoting place-based and deeply rooted research," said Beaty. "It's really hard for individuals to make change if they're constantly battling the system."

The authors also propose the development of site-based research capacity, which may look like many things; for example, empowering local scientists to lead research aligned with community needs or creating site-specific centers that employ local experts or collaborate with community organizations to produce knowledge that is tailored to their specific contexts.

"These perspectives are the result of multi-year conversations where we shared experiences amongst one another and recognized the outstanding value of and complications involved in genuine and impactful engagement," said co-author Katharine Bear Nalven, from Oregon State University.

Beaty hopes this paper inspires early career researchers by giving them a range of options and offering guidance. She also seeks to encourage established researchers to see how they can contribute to change within academia.

"We do not expect everyone to take up all our suggestions, because it can be overwhelming, but different people may have different entry points," said Beaty.

Ana K. Spalding, co-author and director of the Adrienne Arsht Community-Based Resilience Solutions Initiative at STRI, views this paper as a testament to the effectiveness of training programs such as Leaders for Sea Change.

"Our aspiration is for initiatives like this, focused on capacity building and leadership training, to gain momentum and underscore the significance of collaboration," she said.

Headquartered in Panama, the Smithsonian Tropical Research Institute is a unit of the Smithsonian Institution in Washington, DC. The institute furthers the understanding of tropical biodiversity and its importance to human welfare, trains students to conduct research in the tropics and promotes conservation by increasing public awareness of the beauty and importance of tropical ecosystems.
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Airplane noise exposure may increase risk of chronic disease | ScienceDaily
A new study found that people who were exposed to higher levels of noise from aircraft were more likely to have a higher body mass index, an indicator for obesity that can lead to stroke or hypertension. The findings highlight how the environment -- and environmental injustices -- can shape health outcomes.


						
Research has shown that noise from airplanes and helicopters flying overhead are far more bothersome to people than noise from other modes of transportation, and a growing body of research suggests that aircraft noise is also contributing to negative health outcomes.

One of the latest studies, led by Boston University School of Public Health (BUSPH) and Oregon State University (OSU) indicates that airplane noise may increase one's risk of developing cardiometabolic diseases, a cluster of conditions such as heart attack, stroke, diabetes, and hypertension.

Published in the journal Environment International, the study found that people who were exposed to airplane noise levels at 45 dB or more were more likely to have higher self-reported body mass index (BMI), with the highest BMI measures linked to aircraft noise levels at 55 dB or above. Airplane noise exposure at 45 dB or above was also associated with having higher BMI in middle to late adulthood from early adulthood. For comparison, the sound of a whisper is 30 dB, a library setting is 40 dB, and a typical conversation at home is 50 dB.

BMI is an indicator of general obesity, which can lead to cardiometabolic diseases, as well as a range of other health issues. The study is the first to explore a connection between aircraft noise exposure and obesity nationwide in the United States; past studies on this subject have focused on European populations, and results have varied.

"Prior research has shown that aircraft noise can elevate stress responses and disturb sleep, but there has been mixed evidence of any links with body mass index," says study lead and corresponding author Dr. Matthew Bozigar, assistant professor of epidemiology at OSU. "We were surprised to see a fairly robust link between aircraft noise and higher body mass index among women across the US."

These new findings underscore the role of the environment on one's risk of chronic disease.




'Obesity has become very stigmatized, but what is important to remember is that it is linked with poor cardiometabolic health outcomes, and that it has strong environmental drivers," Dr. Bozigar says. "This is disheartening, but also promising, in the sense that we could potentially enact policies to mitigate these drivers of obesity."

For the study, Dr. Bozigar and colleagues examined airplane noise exposure and self-reported BMI and other individual characteristics among nearly 75,000 participants living around 90 of the major US airports. The participants were selected from the Nurses' Health Studies (NHS), ongoing, prospective studies of US female nurses who have completed biennial questionnaires since the 1970s and 1980s.

The team examined aircraft noise levels every five years from 1995 to 2010, using a day-night estimate (DNL) that captures the average noise level over a 24-hour period and applies a 10 dB adjustment for aircraft noise occurring at night, when background noise is low. The current policy-related threshold for significant noise impacts is above DNL 65 dB. The team assessed BMI measures at multiple thresholds below that (less than 45 dB; 45-54 dB; 55 dB and above; and continuous exposure at 45 dB or above) for the nurses' geocoded residential addresses.

Although the team acknowledges that BMI is a suboptimal metric, the independent and strong association between more aircraft noise exposure and higher BMI that they observed is notable. There were also regional differences, with stronger associations among participants on the West Coast and those who live in arid conditions.

"We can only hypothesize about why we saw these regional variations, but one reason may relate to the era of regional development, building characteristics, and climate which may affect factors such as housing age, design, and level of insulation," says study senior author Dr. Junenette Peters, associate professor of environmental health at BUSPH. "Regional differences in temperature and humidity may influence behaviors such as window opening, so perhaps study participants living in the West were more exposed to aircraft noise due to open windows or housing type, which allowed more noise to penetrate."

Similarly, the stronger associations observed in arid climates, many of which are also in the Western US, may relate to the way noise travels under various atmospheric conditions, Dr. Peters says.

Future research should explore this link between aircraft noise exposure and obesity further, as well as broader inequities in environmental noise exposure, particularly among other populations. Previous data suggest that Black, Hispanic, and low-income populations are disproportionately exposed to aircraft noise. The participants in the NHS study groups were primarily White and of mid-level socioeconomic status.

"We need to study the potential health impacts of environmental injustices in transportation noise exposures alongside other environmental drivers of poor health outcomes" Dr. Bozigar says. "There is a lot more to figure out, but this study adds evidence to a growing body of literature that noise negatively impacts health."
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Microscopic defects in ice shape how massive glaciers flow, study shows | ScienceDaily
As they seep and calve into the sea, melting glaciers and ice sheets are raising global water levels at unprecedented rates. To predict and prepare for future sea-level rise, scientists need a better understanding of how fast glaciers melt and what influences their flow.


						
Now, a study by MIT scientists offers a new picture of glacier flow, based on microscopic deformation in the ice. The results show that a glacier's flow depends strongly on how microscopic defects move through the ice.

The researchers found they could estimate a glacier's flow based on whether the ice is prone to microscopic defects of one kind versus another. They used this relationship between micro- and macro-scale deformation to develop a new model for how glaciers flow. With the new model, they mapped the flow of ice in locations across the Antarctic Ice Sheet.

Contrary to conventional wisdom, they found, the ice sheet is not a monolith but instead is more varied in where and how it flows in response to warming-driven stresses. The study "dramatically alters the climate conditions under which marine ice sheets may become unstable and drive rapid rates of sea-level rise," the researchers write in their paper.

"This study really shows the effect of microscale processes on macroscale behavior," says Meghana Ranganathan PhD '22, who led the study as a graduate student in MIT's Department of Earth, Atmospheric and Planetary Sciences (EAPS) and is now a postdoc at Georgia Tech. "These mechanisms happen at the scale of water molecules and ultimately can affect the stability of the West Antarctic Ice Sheet."

"Broadly speaking, glaciers are accelerating, and there are a lot of variants around that," adds co-author and EAPS Associate Professor Brent Minchew. "This is the first study that takes a step from the laboratory to the ice sheets and starts evaluating what the stability of ice is in the natural environment. That will ultimately feed into our understanding of the probability of catastrophic sea-level rise."

Ranganathan and Minchew's study appears this week in the Proceedings of the National Academy of Sciences.




Micro flow 

Glacier flow describes the movement of ice from the peak of a glacier, or the center of an ice sheet, down to the edges, where the ice then breaks off and melts into the ocean -- a normally slow process that contributes over time to raising the world's average sea level.

In recent years, the oceans have risen at unprecedented rates, driven by global warming and the accelerated melting of glaciers and ice sheets. While the loss of polar ice is known to be a major contributor to sea-level rise, it is also the biggest uncertainty when it comes to making predictions.

"Part of it's a scaling problem," Ranganathan explains. "A lot of the fundamental mechanisms that cause ice to flow happen at a really small scale that we can't see. We wanted to pin down exactly what these microphysical processes are that govern ice flow, which hasn't been represented in models of sea-level change."

The team's new study builds on previous experiments from the early 2000s by geologists at the University of Minnesota, who studied how small chips of ice deform when physically stressed and compressed. Their work revealed two microscopic mechanisms by which ice can flow: "dislocation creep," where molecule-sized cracks migrate through the ice, and "grain boundary sliding," where individual ice crystals slide against each other, causing the boundary between them to move through the ice.

The geologists found that ice's sensitivity to stress, or how likely it is to flow, depends on which of the two mechanisms is dominant. Specifically, ice is more sensitive to stress when microscopic defects occur via dislocation creep rather than grain boundary sliding.




Ranganathan and Minchew realized that those findings at the microscopic level could redefine how ice flows at much larger, glacial scales.

"Current models for sea-level rise assume a single value for the sensitivity of ice to stress and hold this value constant across an entire ice sheet," Ranganathan explains. "What these experiments showed was that actually, there's quite a bit of variability in ice sensitivity, due to which of these mechanisms is at play."

A mapping match 

For their new study, the MIT team took insights from the previous experiments and developed a model to estimate an icy region's sensitivity to stress, which directly relates to how likely that ice is to flow. The model takes in information such as the ambient temperature, the average size of ice crystals, and the estimated mass of ice in the region, and calculates how much the ice is deforming by dislocation creep versus grain boundary sliding. Depending on which of the two mechanisms is dominant, the model then estimates the region's sensitivity to stress.

The scientists fed into the model actual observations from various locations across the Antarctic Ice Sheet, where others had previously recorded data such as the local height of ice, the size of ice crystals, and the ambient temperature. Based on the model's estimates, the team generated a map of ice sensitivity to stress across the Antarctic Ice Sheet. When they compared this map to satellite and field measurements taken of the ice sheet over time, they observed a close match, suggesting that the model could be used to accurately predict how glaciers and ice sheets will flow in the future.

"As climate change starts to thin glaciers, that could affect the sensitivity of ice to stress," Ranganathan says. "The instabilities that we expect in Antarctica could be very different, and we can now capture those differences, using this model."
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Mapping the seafloor sediment superhighway | ScienceDaily
A new scientific model is giving researchers an unprecedented, global look at the activities of clams, worms, and other invertebrate animals that burrow at the bottom of the ocean.


						
And what they find may offer new insights into how these mud-churning species affect ocean chemistry, carbon sequestration, and the ability of marine life to thrive globally.

Scientists have long debated the role of "bioturbation" -- the excavation and stirring up of seafloor sediments caused by these species. Part of the challenge has come from trying to understand how the interactions between these animals and their surroundings influence bioturbation patterns and marine ecosystems worldwide.

New research published in the journal Current Biology offers a wealth of new data that may help answer these questions.

"Through our analysis, we discovered that not just one, but multiple environmental factors jointly influence seafloor bioturbation and the ecosystem services these animals provide," said co-author Lidya Tarhan, assistant professor of Earth and planetary sciences in Yale's Faculty of Arts and Sciences. "This includes factors that directly impact food supply, underlying the complex relationships that sustain marine life, both today and in Earth's past."

For the study, the researchers used global seafloor and seawater data and machine learning techniques to map out the ocean environments where marine invertebrates live and discern what factors shape environmental conditions globally.

In previous studies, the research community had sought out a single, controlling factor that would explain variations in bioturbation observations. By contrast, Tarhan and her colleagues found that bioturbation is shaped by a combination of factors, acting in concert.




The most important global factors, they discovered, are seawater depth, nutrient levels in the water, and sediment composition.

"Knowing how bioturbation links to other aspects of the environment means that we are now better equipped to predict how these systems might change in response to climate change," said lead author Shuang Zhang, a former Ph.D. student and postdoctoral researcher at Yale who is now an assistant professor in the Department of Oceanography at Texas A&M University.

The new study also yielded insights into the variety of ways in which animals excavate the seafloor -- and how seemingly similar animal behaviors can, on a global scale, be shaped by entirely different sets of environmental factors.

For instance, the researchers found that environmental factors driving deep sea bioturbation can differ significantly from those factors influencing seafloor communities in coastal and shallow ocean waters. In deep ocean waters, seawater nutrient levels remain impactful, but water depth and sediment type appear to be less important. Instead, the velocity of surface ocean currents and the enrichment of seafloor sediments by organic matter play key roles in shaping deep-sea bioturbation.

These findings have important ramifications for ocean conservation and for developing strategies to mitigate habitat deterioration and protect marine biodiversity, the researchers say.

"Our analysis suggests that the present global network of marine protected areas does not sufficiently protect important seafloor processes like bioturbation, indicating that protection measures need to be better catered to promote ecosystem health," Tarhan said.

Added co-author Martin Solan, a professor of marine ecology at the University of Southampton: "We have known for some time that ocean sediments are extremely diverse and play a fundamental role in mediating the health of the ocean, but only now do we have insights about where, and by how much, these communities contribute."

The research was funded with support from the Natural Environment Research Council and Yale University.
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Oral nucleoside antiviral is progressing toward future pandemic preparedness | ScienceDaily
Obeldesivir (GS-5245), a novel investigational small molecule oral antiviral, represents a new tool in the ongoing effort to prepare for future pandemics.


						
Several researchers at the University of North Carolina at Chapel Hill's Gillings School of Global Public Health are co-authors of a new study published online May 22 by the journal Science Translational Medicine.

The study shares findings from an academic-corporate partnership between biopharmaceutical company Gilead Sciences and the Sheahan and Baric Labs at the Gillings School.

This is the same partnership that previously investigated remdesivir (sold under the brand name Veklury(r)). In 2020, remdesivir was authorized for emergency use and then fully approved during the COVID-19 pandemic. The drug works by stopping the SARS-CoV-2 virus from replicating. Remdesivir helps shorten time to recovery and reduces disease progression and mortality, but patients must visit a health care setting for IV administration.

Since the early days of the COVID-19 pandemic, researchers have been working on an oral antiviral drug of the parent nucleoside of remdesivir that could stop replication of the virus.

"Oral bioavailability means that you can take the medicine by mouth and do not need to visit a health care setting to receive treatment," says Timothy Sheahan, PhD, an expert virologist and assistant professor of epidemiology at the Gillings School. "That is a potential limitation for remdesivir, which is an IV drug. With a prescription, you could take an oral antiviral at home just like you would take Tylenol."

In the new study, oral obeldesivir was shown to reduce disease severity in mice infected with one of several different coronaviruses, including SARS-CoV-2 (which causes COVID-19), SARS-CoV and MERS-CoV. Researchers observed a dose-dependent reduction in viral replication, weight loss, lung injury and loss of lung function.




In addition, combining obeldesivir with the antiviral nirmatrelvir (an active component of Paxlovid) further improved outcomes in COVID-19-infected mice.

These results support further development of obeldesivir as a potential broadly effective anticoronaviral drug.

Gilead Sciences recently completed a Phase 3 clinical trial of the therapeutic in more than 2,000 people who tested positive for COVID-19 but did not have risk factors for developing more severe disease and were not hospitalized.

"While obeldesivir did not meet its primary clinical endpoint of reducing time to symptom alleviation in a standard risk population in the Phase 3 OAKTREE trial, it is a promising drug and no safety concerns were identified," Sheahan says. "I think the issue is that currently, most people have stronger immunity to the virus that causes COVID-19 and the disease severity has greatly diminished since the pandemic. Early on, many people were ending up in the hospital and dying, which made the differences between placebo and treated groups stark and easily measurable. With obeldesivir, resarchers weren't looking at prevention of hospitalization and death, but rather wanted to see how much it shortened the time for symptoms to resolve in people who are not at high risk for severe COVID-19. It's harder to observe those subtler differences in the background of milder disease."

Ultimately, the clinical trial assessed the safety profile of obeldesivir for use in a diverse population. Like remdesivir, obeldesivir could continue to be tested in humans for effectiveness and, if appropriate, rapidly deployed against susceptible novel coronaviruses that might emerge.

The research team also remains hopeful about the potential use of this broad-spectrum antiviral medicine against other RNA viruses.
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Shape and depth of ocean floor profoundly influence how carbon is stored there | ScienceDaily
The movement of carbon between the atmosphere, oceans and continents -- the carbon cycle -- is a fundamental process that regulates Earth's climate. Some factors, like volcanic eruptions or human activity, emit carbon dioxide into the atmosphere. Others, such as forests and oceans, absorb that CO2. In a well-regulated system, the right amount of CO2 is emitted and absorbed to maintain a healthy climate. Carbon sequestration is one tactic in the current battle against climate change.


						
A new study finds that the shape and depth of the ocean floor explain up to 50% of the changes in depth at which carbon has been sequestered in the ocean over the past 80 million years. Previously, these changes have been attributed to other causes. Scientists have long known that the ocean, the largest absorber of carbon on Earth, directly controls the amount of atmospheric carbon dioxide. But, until now, exactly how changes in seafloor topography over Earth's history affect the ocean's ability to sequester carbon was not well understood.

"We were able to show, for the first time, that the shape and depth of the ocean floor play major roles in the long-term carbon cycle," said Matthew Bogumil, the paper's lead author and a UCLA doctoral student of earth, planetary and space sciences.

The long-term carbon cycle has a lot of moving parts, all functioning on different time scales. One of those parts is seafloor bathymetry -- the mean depth and shape of the ocean floor. This is, in turn, controlled by the relative positions of the continent and the oceans, sea level, as well as the flow within Earth's mantle. Carbon cycle models calibrated with paleoclimate datasets form the basis for scientists' understanding of the global marine carbon cycle and how it responds to natural perturbations. 

"Typically, carbon cycle models over Earth's history consider seafloor bathymetry as either a fixed or a secondary factor," said Tushar Mittal, the paper's co-author and a professor of geosciences at Pennsylvania State University.

The new research, published in Proceedings of the National Academy of Sciences, reconstructed bathymetry over the last 80 million years and plugged the data into a computer model that measures marine carbon sequestration. The results showed that ocean alkalinity, calcite saturation state and the carbonate compensation depth depended strongly on changes to shallow parts of the ocean floor (about 600 meters or less) and on how deeper marine regions (greater than 1,000 meters) are distributed. These three measures are critical to understanding how carbon is stored in the ocean floor.

The researchers also found that for the current geologic era, the Cenozoic, bathymetry alone accounted for 33%-50% of the observed variation in carbon sequestration and concluded that by ignoring bathymetric changes, researchers mistakenly attribute changes in carbon sequestration to other, less certain factors, such as atmospheric CO2, water column temperature, and silicates and carbonates washed into the ocean by rivers.




"Understanding important processes in the long-term carbon cycle can better inform scientists working on marine-based carbon dioxide removal technologies to combat climate change today," Bogumil said. "By studying what nature has done in the past, we can learn more about the possible outcomes and practicality of marine sequestration to mitigate climate change."

This new understanding that the shape and depth of ocean floors is perhaps the greatest influencer of carbon sequestration can also aid the search for habitable planets in our universe.

"When looking at faraway planets, we currently have a limited set of tools to give us a hint about their potential for habitability," said co-author Carolina Lithgow-Bertelloni, a UCLA professor and department chair of earth, planetary and space sciences. "Now that we understand the important role bathymetry plays in the carbon cycle, we can directly connect the planet's interior evolution to its surface environment when making inferences from JWST observations and understanding planetary habitability in general."

The breakthrough represents only the beginning of the researchers' work.

"Now that we know how important bathymetry is in general, we plan to use new simulations and models to better understand how differently shaped ocean floors will specifically affect the carbon cycle and how this has changed over Earth's history, especially the early Earth, when most of the land was underwater," Bogumil said.
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Altered carbon points toward sustainable manufacturing | ScienceDaily
The recent spike in food prices isn't just bad news for your grocery bill. It also impacts the sugars used in biomanufacturing, which, by the way, isn't quite as green as scientists and climate advocates expected. Surging prices and increasing urgency for genuinely sustainable manufacturing has pushed researchers to explore alternative feedstocks.


						
Feng Jiao, the Elvera and William R. Stuckenberg Professor in in the McKelvey School of Engineering at Washington University in St. Louis, developed a two-step process to convert carbon dioxide (CO2) into valuable carbon-based materials used in the production of food, plastics and other commodity chemicals. Jiao's tandem CO2 electrolysis produces acetate and ethylene. Acetate is a close relative of the more familiar acetic acid, or vinegar, which can be used as food for microbes used in biomanufacturing, and ethylene is a common component found in plastics and other polymers.

In a study published June 3 in Nature Chemical Engineering, Jiao demonstrated that his tandem CO2 electrolyzer, which was specifically engineered for enhanced production of multi-carbon products, successfully scales up to produce a kilogram of chemicals per day at high concentration and purity. This represents a 1,000% increase in scale over previous demonstrations, offering a pathway to industrial feasibility, which Jiao and his team further supported with a techno-economic analysis showing the technique's commercial viability.

"Most work in CO2 electrocatalysis is done at a small scale, about a gram a day," said Jiao. "Scaling up by three orders of magnitude to produce a kilogram per day, as we have done, is a big step, but still nowhere near the scale of global CO2 emission, which is gigatons per year.

"Scaling up isn't just about system size," Jiao continued. "We also have to address engineering challenges, for example, how to separate products and how to maintain performance when dealing with scaled up effects in temperature and transport considerations."

Building upon insights gleaned from smaller scale experiments, Jiao's team successfully designed and operated a CO2 electrolyzer and carbon monoxide (CO) electrolyzer in a tandem configuration. The two electrochemical reactors work in series -- first converting CO2 to CO, then CO to multi-carbon products -- which allows the system to be more efficient through task specialization. The electrolyzer stack performed consistently and stably for over 125 hours -- a testament to its robustness, Jiao said. During this operational period, the system churned out 98 liters of acetate at high concentration and 96% purity.

A key achievement of Jiao's system is not only enhanced production capability, but also the system's resilience against industrial impurities, a critical factor in real-world applications. This resilience ensures that the system can maintain its high performance amid challenges posed by typical industrial environments.

"This is the first step in scaling up to commercial applications," Jiao said. "We're trying to invent a scalable way to produce acetate from CO2, which would allow us to shift carbon feedstocks, provide economical pathways to use CO2 and turn it into something useful, and cut down CO2 emissions associated with traditional chemical manufacturing processes. This new pathway gets us very close to net-zero carbon emission."

Back to the grocery store. If Jiao's CO2 conversion process works at a large scale, that's not just saving big money on buying the sugar required to feed the microbes that do the heavy lifting in biomanufacturing. It also avoids the emissions that come with agricultural production of those sugar feedstocks. Even better, producing acetate and ethylene on a massive scale could set up a circular manufacturing process where captured CO2 feeds microbes instead of contributing to harmful environmental impacts. Then, when CO2 is produced as a byproduct of biomanufacturing, it can be recaptured and reprocessed to feed the next generation of microbes.

"We're in the process of scaling the system up again, by another order of magnitude," Jiao said. "We're working on fine-tuning the system, for example by using different catalysts, and improving performance by making the more stable, robust and efficient. If everything works out, we could be seeing this technology in a commercial scale demonstration in five to ten years."
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Aiding the displaced with data | ScienceDaily
In times of crisis, effective humanitarian aid depends largely on the fast and efficient allocation of resources and personnel. Accurate data about the locations and movements of affected people in these situations is essential for this. Researchers from the University of Tokyo, working with the World Bank, have produced a framework to analyze and visualize population mobility data, which could help in such cases.


						
Wars, famines, outbreaks, natural disasters ... There are, sadly, many reasons why populations might be forced or feel compelled to leave their homes in search of refuge elsewhere, and these cases continue to grow. The United Nations estimated in 2023 that there were over 100 million forcibly displaced people in the world. Over 62 million of these individuals are considered internally displaced people (IDPs), those in particularly vulnerable situations due to being stuck within the borders of their countries, from which they might be trying to flee.

The circumstances that displace populations are inevitably chaotic and certainly, but not exclusively, in cases of conflict, information infrastructure can be impeded. So, authorities and agencies trying to get a handle on crises are often operating with limited data on the people they are trying to help. But the lack of data alone is not the only problem; being able to easily interpret data, so that nonexperts can make effective decisions based on it, is also an issue, especially in rapidly evolving situations where the stakes, and tensions, are high.

"It's practically impossible to provide aid agencies and others with accurate real time data on affected populations. The available data will often be too fragmented to be useful directly," said Associate Professor Yuya Shibuya from the Interfaculty Initiative in Information Studies. "There have been many efforts to use GPS data for such things, and in normal situations, it has been shown to be useful to model population behavior. But in times of crisis, patterns of predictability break down and the quality of data decreases. As data scientists, we explore ways to mitigate these problems and have developed a tracking framework for monitoring population movements by studying IDPs displaced in Russia's invasion of Ukraine in 2022."

Even though Ukraine has good enough network coverage throughout to acquire GPS data, the data generated is not representative of the entire population. There are also privacy concerns, and likely other significant gaps in data due to the nature of conflict itself. As such, it's no trivial task to model the way populations move. Shibuya and her team had access to a limited dataset which covered the period a few weeks before and a few weeks after the initial invasion on Feb. 24, 2022. This data contained over 9 million location records from over 100,000 anonymous IDPs who opted in to share their location data.

"From these records, we could estimate people's home locations at the regional level based on regular patterns in advance of the invasion. To make sure this limited data could be used to represent the entire population, we compared our estimates to survey data from the International Organization for Migration of the U.N.," said Shibuya. "From there, we looked at when and where people moved just prior to and for some time after the invasion began. The majority of IDPs were from the capital, Kyiv, and some people left as early as five weeks before Feb. 24, perhaps in anticipation, though it was two weeks after that day that four times as many people left. However, a week later still, there was evidence some people started to return."

That some people return to afflicted areas is just one factor that confounds population mobility models -- in actual fact, people may move between locations, sometimes multiple times. Trying to represent this with a simple map with arrows to show populations could get cluttered fast. Shibuya's team used color-coded charts to visualize its data, which allow you to see population movements in and out of regions at different times, or dynamic data, in a single image.

"I want visualizations like these to help humanitarian agencies gauge how to allocate human resources and physical resources like food and medicine. As they tell you about dynamic changes in populations, not just A to B movements, I think it could mean aid gets to where it's needed and when it's needed more efficiently, reducing waste and overheads," said Shibuya. "Another thing we found that could be useful is that people's migration patterns vary, and socioeconomic status seems to be a factor in this. People from more affluent areas tended to move farther from their homes than others. There is demographic diversity and good simulations ought to reflect this diversity and not make too many assumptions."

The team worked with the World Bank on this study, as the international organization could provide the data necessary for the analyses. They hope to look into other kinds of situations too, such as natural disasters, political conflicts, environmental issues and more. Ultimately, by performing research like this, Shibuya hopes to produce better general models of human behavior in crisis situations in order to alleviate some of the impacts those situations can create.
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The embryo assembles itself | ScienceDaily
Biological processes depend on puzzle pieces coming together and interacting. Under specific conditions, these interactions can create something new without external input. This is called self-organization, as seen in a school of fish or a flock of birds. Interestingly, the mammalian embryo develops similarly. In PNAS, David Bruckner and Gasper Tkacik from the Institute of Science and Technology Austria (ISTA) introduce a mathematical framework that analyzes self-organization from a single cell to a multicellular organism.


						
When an embryo develops, many types of cells with different functions need to be generated. For example, some cells will become part of the eye and record visual stimuli, while others will be part of the gut and help digest food. To determine their roles, cells are constantly communicating with each other using chemical signals.

Thanks to this communication, during development, everything is well synchronized and coordinated, and yet there is no central control responsible for this. The cell collective is self-organized and orchestrated by the interactions between the individuals. Each cell reacts to signals of its neighbors. Based on such self-organization, the mammalian embryo develops from a single fertilized egg cell into a multicellular organism.

David Bruckner and Gasper Tkacik from the Institute of Science and Technology Austria (ISTA) have now established a mathematical framework that helps analyze this process and predict its optimal parameters. Published in PNAS, this approach represents a unifying mathematical language to describe biological self-organization in embryonic development and beyond.

The self-assembling embryo

In nature, self-organization is all around us: we can observe it in fish schools, bird flocks, or insect collectives, and even in microscopic processes regulated by cells. NOMIS fellow and ISTA postdoc David Bruckner is interested in getting a better understanding of these processes from a theoretical standpoint. His focus lies on embryonic development -- a complex process governed by genetics and cells communicating with each other.

During embryonic development, a single fertilized cell turns into a multicellular embryo containing organs with lots of different features. "For many steps in this developmental process, the system has no extrinsic signal that directs it what to do. There is an intrinsic property of the system that allows it to establish patterns and structures," says Bruckner. "The intrinsic property is what is known as self-organization." Even with unpredictable factors -- which physicists call "noise" -- the embryonic patterns are formed reliably and consistently. In recent years, scientists have gained a deeper understanding of the molecular details that drive this complex process. A mathematical framework to analyze and quantify its performance, however, was lacking. The language of information theory provides answers.




Bridging expertise

"Information theory is a universal language to quantify structure and regularity in statistical ensembles, which are a collection of replicates of the same process. Embryonic development can be seen as such a process that reproducibly generates functional organisms that are very similar but not identical," says Gasper Tkacik, professor at ISTA and expert in this field. For a long time, Tkacik has been studying how information gets processed in biological systems, for instance in the fly embryo. "In the early fly embryo, patterns are not self-organized," he continues. "The mother fly puts chemicals into the egg that instruct the cells on what actions to take." As the Tkacik group had already developed a framework for this system, Bruckner reached out to develop one for the mammalian embryo as well. "With Gasper's expertise in information theory, we were able to put it together," Bruckner adds excitedly.

Beyond embryo development?

During embryonic development, cells exchange signals and are constantly subject to random, unpredictable fluctuations (noise). Therefore, cellular interactions must be robust. The new framework measures how these interactions are possibly optimized to withstand noise. Using computer simulations of interacting cells, the scientists explored the conditions under which a system can still have a stable final result despite introducing fluctuations.

Although the framework has proven to be successful on three different developmental models that all rely on chemical and mechanical signaling, additional work will be required to apply it to experimental recordings of developmental systems. "In the future, we want to study more complex models with more parameters and dimensions," Tkacik says. "By quantifying more complex models, we could also apply our framework to experimentally measured patterns of chemical signals in developing embryos," adds Bruckner. For this purpose, the two theoretical scientists will team up with experimentalists.
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Wire snare removal in protected areas is labor-intensive but effective -- and essential to solving the Southeast Asian snaring crisis | ScienceDaily
Snaring -- a non-selective method of poaching using wire traps -- is widespread in tropical forests in Southeast Asia. Snaring decimates wildlife populations and has pushed many larger mammals to local or even global extinction. Eleven years of data from ranger patrols in the Thua Thien Hue and Quang Nam Saola Nature Reserves in Viet Nam show that intensive removal efforts are labour-intensive and costly but brought snaring down by almost 40 percent and therefore reduced imminent threats to wildlife. Further reductions were difficult to achieve despite continued removal efforts. Snare removal is therefore necessary but by itself not sufficient to save the threatened wildlife diversity in tropical forests, scientists conclude in the journal Conservation Letters.


						
From 2011 to 2021, WWF-Viet Nam and local authorities removed close to 120,000 snares from the contiguous Thua Thien Hue and Quang Nam Saola Nature Reserves in Central Viet Nam. The reserves are home to several endemic, rare, and threatened species, including Annamite Striped Rabbit (Nesolagus timminsi) and Annamite Crested Argus (Rheinardia ocellata). Snare removal is labour-intensive and costly, since rangers need to cover large areas on foot in rugged and inaccessible terrain. Snare removal is an often-employed strategy because it is straightforward and non-controversial compared to other responses such as arrests and prosecutions. To date, few studies have assessed the impact of snare removal on snaring levels over long time periods.

An international team of scientists from the Leibniz Institute for Zoo and Wildlife Research (Leibniz-IZW), WWF-Viet Nam and WWF Asia Pacific as well as the Universities of Exeter and Montpellier analysed 11 years of patrol data and concluded that intensive snare removal significantly reduced this threat: Over the 11-year time frame, the presence of snares in the two reserves declined by 37 percent. The effect was more pronounced in easily accessible locations, presumably because patrolling was more frequent in these areas. "What we also found is that, when patrolled, an area is less likely to have many snares afterwards," says Jurgen Niedballa, a data scientist from the Leibniz-IZW. "Patrolling acts as a deterrent to future snaring, and therefore is an important measure to counteract the snaring crisis in Southeast Asia." On the other hand, snaring levels remained relatively high in more remote parts of the forest. "The spatial analysis of the patrol data is of great importance for our daily management," adds Hung Luong Viet, project manager of WWF-Viet Nam. "The maps showing the distribution of snares within the protected areas help us to target our patrolling activities to those parts of the reserves that need the most attention."

The scientists also found that the decrease in snaring levels was mainly achieved within the first 6 years of patrolling. After that, despite continuous efforts, snare presence remained stable. "Our results show snare removal alone is unlikely to protect wildlife in Southeast Asian protected areas," says Andrew Tilker, scientist at the Leibniz-IZW and Species Conservation Coordinator at Re:wild. "This is especially true for rare or snaring-sensitive species, many of which are now on the brink of extinction in Viet Nam."

The findings show that it is important to view snare removal as part of a wider, multi-faceted conservation response that addresses the underlying drivers, the authors conclude in the paper. "Relying solely on snare removal will not be sufficient to address the threat at scale," says Tin Nguyen Van Tri, Wildlife Practice Lead of WWF-Viet Nam. "In collaboration with other conservation partners, we are now engaged in larger multi-disciplinary conservation initiatives such as cross-border cooperation in tackling illegal wildlife trade; livelihood improvement, awareness raising and behaviour change programmes to complement snare removal to prevent snares being set in the first place. With these additional efforts, we can address the root cause of the problem and make the forests of the Central Annamite Mountains in Viet Nam safe again for wildlife." One of these initiatives is the CarBi II project, which is implemented over a 5-year period (2019 -- 2024) by WWF-Viet Nam and Laos through the German Development Bank (KfW), and part of the International Climate Initiative (IKI).

Although the wildlife of Southeast Asia is facing an unprecedented threat from snaring, there is hope that, when intensive snare removal is combined with more holistic approaches, the threat can be addressed at the scale needed for large-scale wildlife recovery, the authors conclude. Reducing snaring across Southeast Asia's protected areas will take substantial resources and an as-yet unrealized level of political commitment from the region's governments -- but it is a future that is within reach.

Snaring in the Annamite Mountains

One of the major causes of wildlife declines in tropical forests is the use of nonselective wire snares. Snares are cheap, easy to set in large numbers, and highly effective at capturing terrestrial vertebrate species. They are nonselective, because every ground-dwelling animal may step into a wire snare and get caught, whether targeted or not. Wire snares can remain active for months. Snaring is particularly severe in Southeast Asia, where it has depressed wildlife populations in many protected and unprotected areas, and remains a significant and ongoing threat. A recent scientific investigation showed that snaring is a more immediate and severe threat to Southeast Asian wildlife communities than forest degradation in some areas, and can empty forests of wildlife. In the Annamites, a mountain chain straddling the Viet Nam and Laos border, snaring has driven many endemic ground-dwelling species to the brink of extinction; the Saola (Pseudoryx nghetinhensis), Large-antlered muntjac (Muntiacus vuquangensis), Annamite striped rabbit (Nesolagus timminsi), and Silver-backed chevrotain (Tragulus versicolor) are all highly threatened from industrial-scale snaring across the region.
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Urgent need for action now for increasing threat from invasive alien species | ScienceDaily
While invasive alien species have long been recognised as a major threat to nature and people, urgent action now is needed to tackle this global issue. This is the critical evaluation by the 88 authors, representing 101 organisations from 47 countries, of 'Curbing the major and growing threats from invasive alien species is urgent and achievable' published in Nature, Ecology & Evolution, including lead author Professor Helen Roy from the UK Centre for Ecology & Hydrology and the University of Exeter.


						
Focused on the main findings of the Intergovernmental Science Policy Platform on Biodiversity and Ecosystem Services (IPBES) thematic assessment report on invasive alien species and their control*, the paper also highlights that the impacts of invasive alien species observed today are likely to underestimate the magnitude of future impacts. Also, the interactions among biodiversity drivers are key as no driver acts in isolation.

Co-chair of the IPBES IAS assessment and lead author, Professor Helen Roy from the UKCEH and the University of Exeter, said: "The paper brought together the entire expert team of the IAS assessment, with this diverse group spanning many disciplines with perspectives from around the world drawing the same conclusion about the need for urgent action on the major and growing threat of invasive alien species.

"With the number of invasive alien species set to rise, the IPBES invasive alien species assessment provides the evidence-base and options to inform immediate and ongoing action. To achieve this there is a need for collaboration, communication and cooperation, not only across borders but within countries."

Professor Peter Stoett from Ontario Tech University, co-chair of the IPBES IAS assessment, added: "Interdisciplinarity is key to the success of IPBES assessments. It was wonderful to see social science and humanities experts interacting with invasion biologists and other natural scientists, in a community-building process that will inform policy decisions moving forward."

The threats posed by invasive alien species are expected to continue to rise. Every year, approximately two hundred new alien species are now being introduced globally by human activities to regions they had not been recorded before. Even without the introduction of new species by human activities, already established alien species will continue to naturally expand their geographic ranges and spread into new countries and regions, with many causing negative impacts. Simple extrapolations from the impacts of invasive alien species observed today are likely to underestimate the magnitude of future impacts.

Interactions among drivers of biodiversity loss are amplifying biological invasions with no driver acting in isolation. Climate change is a major driver facilitating the establishment and spread of invasive alien species into previously inhospitable regions. For example, climate warming is enabling aquatic and terrestrial invasive alien species to establish and spread poleward, including into the Arctic and Antarctic regions. Also, in some mountainous regions, climate change, acting together with other drivers of biodiversity loss, has allowed invasive alien species to extend their ranges into higher elevations twice as fast as native species.




The IPBES invasive species assessment provided the first comprehensive synthesis of evidence globally concluding that the threat of biological invasions is major but can be mitigated with urgent cross-sectorial cooperative and collaborative action. Co-developing management actions with multiple stakeholders including government and private sector stakeholders, and Indigenous Peoples and local communities will be critical to achieving success in addressing biological invasions.

Anibal Pauchard, co-chair of the IPBES IAS assessment and Professor at the University of Concepcion, Chile, highlights the importance of inclusion within the assessment: "This is not only the most comprehensive global assessment on invasive alien species to date, but also the selection of experts and the evidence gathering was done under the highest standards of inclusivity, resulting in a report which provides critical insights for all stakeholders."

Coordinating bodies such as the Non-Native Species Secretariat can ensure effective collaboration among diverse stakeholder groups. Indeed, management actions in response to incursions of the Asian hornet (Vespa velutina) in the UK have involved multiple stakeholders coming together to ensure rapid flow of information following detection of the species leading to effective control of nests.

The paper recognises that the engagement of the general public through awareness raising campaigns, education and community science platforms also contributes to establishing shared responsibilities in managing biological invasions. Community science initiatives, supported by digital identification tools are important for the rapid detection of invasive alien species. Records submitted by the public through the Asian Hornet Watch app in the UK are making a major contribution to Vespa velutina (Asian hornet) early warning and rapid response.
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        US public opinion on social media is warming to nuclear energy, but concerns remain
        The U.S. public displays more positive than negative sentiment toward nuclear energy but concerns remain about waste, cost and safety, according to an analysis of 300,000 posts on social media.

      

      
        Training cognitive control in children does not change brain or behavior
        Training exercises designed to improve cognitive control in children do not make a significant difference to their ability to delay gratification or to their academic achievement, nor do they lead to any brain changes.

      

      
        Top IT industry managers are divided on the need for face-to-face communication in the workplace
        Many managers are currently seeking a balance between digital and face-to-face communication. A recent study shows that top IT industry managers have different views on when and for what purposes face-to-face communication in the workplace is needed.

      

      
        Climate change will make ozone pollution worse: Here's how
        A new study finds climate change is likely to make upward spikes of ozone at ground level worse by 2050, which could result in many parts of the United States falling out of compliance with air quality standards and increasing risks to public health.

      

      
        Rate of global warming caused by humans at an all-time high, say scientists
        Global warming caused by humans is advancing at 0.26 C per decade -- the highest rate since records began, according to new research by over 50 leading international scientists.

      

      
        Study reveals high rate of drowsy driving by teens
        A new study found that drowsy driving by teenagers is a common threat to public safety on U.S. roadways.

      

      
        Study shows how justice facility dogs benefit wellbeing for children facing court
        A new study has revealed that having a four-legged friend at Children's Court significantly reduces stress and anxiety for young victims, witnesses, and their caregivers.

      

      
        Some countries could meet their total electricity needs from floating solar panels
        Floating solar photovoltaic panels could supply all the electricity needs of some countries, new research has shown. The researchers calculated the daily electrical output for floating photovoltaics (FPV) on nearly 68,000 lakes and reservoirs around the world, using available climate data for each location.

      

      
        Population shifts, risk factors may triple U.S. cardiovascular disease costs by 2050
        Driven by an older, more diverse population, along with a significant increase in risk factors including high blood pressure and obesity, total costs related to cardiovascular disease (CVD) conditions are likely to triple by 2050, according to recent projections. At least 6 in 10 U.S. adults (61%), more than 184 million people, are expected to have some type of CVD within the next 30 years, reflecting a disease prevalence that will have a $1.8 trillion price tag in direct and indirect costs.

      

      
        How stress knocks out your cognitive reserve
        While mentally stimulating activities and life experiences can improve cognition in memory clinic patients, stress undermines this beneficial relationship.

      

      
        Innovative demand strategies for clean energy
        A perspective piece describes innovative strategies that significantly reduce both resource consumption and fossil fuel emissions.

      

      
        Medical school isn't teaching doctors much about nutrition
        Current medical training focuses on weight and body mass index (BMI), exacerbating anti-obesity bias and increasing the risk of eating disorders, the authors said. And it doesn't give future doctors adequate education on how to encourage healthier eating habits.

      

      
        Sunshine spurs spending: Investors bet big on sunny days
        New research has found a connection between pleasant weather conditions and higher investment in lottery-like stocks.

      

      
        Centering relationships between people and place: A critical step towards improving science's contributions to society
        Marine conservation scientists advocate for a cultural shift in academia that fosters deeper connections with places of study and encourages collaboration with local communities to make science more relevant, equitable and meaningful.

      

      
        Researchers call for strengthening sustainability regulations in laws governing space exploration
        Researchers call for strengthening existing planetary protection policies beyond the space surrounding Earth to include requirements for preserving the Lunar and Martian environments.

      

      
        Traffic speeds decrease when bike lane is present
        Researchers conducting a study at a high-traffic intersection in a Jersey Shore town have found that the installation of a bike lane along the road approaching the convergence reduced driving speeds.

      

      
        Aiding the displaced with data
        In times of crisis, effective humanitarian aid depends largely on the fast and efficient allocation of resources and personnel. Accurate data about the locations and movements of affected people in these situations is essential for this. Researchers have now produced a framework to analyze and visualize population mobility data, which could help in such cases.

      

      
        Urgent need for action now for increasing threat from invasive alien species
        Urgent action now is needed to tackle the major and growing global issue of invasive alien species, says a team of 88 experts from 47 countries. The paper follows the (IPBES) thematic assessment report on invasive alien species and their control. The experts say co-developing management actions with multiple stakeholders including government and private sector stakeholders, and Indigenous Peoples and local communities will be critical to achieving success in addressing biological invasions.

      

      
        Telehealth can significantly reduce greenhouse gas emissions associated with cancer care
        Telemedicine visits for cancer care may not only be more convenient and easier to schedule than in-person appointments, they're also better for the planet. On a national US basis, decentralizing clinical portions of cancer care would produce 33% less greenhouse gas emissions than traditional in-person care.

      

      
        Brain waves shape the words we hear
        The timing of our brain waves shapes which words we hear. Researchers used psychophysics, neuroimaging, and computational modeling to test whether neural timing influences perception of more or less frequent speech sounds and words. Neural timing is sensitive to the probability of words vs. sounds in different brain regions, shaping sound and word recognition.

      

      
        Researchers call for return of Sumas Lake following devastating 2021 floods
        A new proposal has emerged in response to the November 2021 floods that swept Sumas Prairie in the Fraser Valley, British Columbia, causing mass evacuations and millions in damages. Instead of rebuilding the dykes to manage water flows and prevent future floods, scientists, along with members of the Sumas First Nation and other research partners, suggest an alternative: let Sumas Lake, which was drained in the early 1920s and converted into the farmland known as Sumas Prairie, return to its natur...

      

      
        Moving beyond cubicles: How an active workplace design can drive workers' behaviors
        Activity-promoting workplaces could boost physical activity and reduce sitting time among office-based workers. Yet, there are several gaps in the existing literature on how workplace design shapes behavior. Researchers have identified three significant gaps -- the impact of workplace culture, the role of overall building layout on workers' behaviors, and the need for accurate behavioral measures -- to pave the way for future research. Their insights are vital in developing interventions that pro...

      

      
        People are altering decomposition rates in waterways
        Humans may be accelerating the rate at which organic matter decomposes in rivers and streams on a global scale, according to a new study. That could pose a threat to biodiversity in waterways around the world and increase the amount of carbon in Earth's atmosphere, potentially exacerbating climate change. The study is the first to combine a global experiment and predictive modeling to illustrate how human impacts to waterways may contribute to the global climate crisis.

      

      
        AI saving humans from the emotional toll of monitoring hate speech
        A team of researchers have developed a new machine-learning method that detects hate speech on social media platforms with 88 per cent accuracy, saving employees from hundreds of hours of emotionally damaging work.

      

      
        The AI paradox: Building creativity to protect against AI
        Cultivating creativity in schools is vital for a future driven by artificial intelligence (AI). But while teachers embrace creativity as an essential 21st century skill, a lack of valid and reliable creativity tests means schools struggle to assess student achievement. Now, a new machine-learning model is providing teachers with access to high-quality, fit-for-purpose creativity tests, that can score assessments in a fraction of the time and a fraction of the cost.

      

      
        Rapid urbanization in Africa transforms local food systems and threatens biodiversity
        Urbanization in Africa is accelerating quickly, showing no signs of slowing down. An international team of researchers addresses critical gaps in our understanding of how this urbanization affects local food and ecological systems, emphasizing the importance of recognizing shifts in dietary patterns.

      

      
        New anti-counterfeit technique packs two light-reactive images into one material
        Growing concern about data theft and counterfeiting has inspired increasingly sophisticated security technologies, like hologram seals, that can help verify the authenticity of currency, passports and other important documents. However, as security technologies evolve, so do the techniques criminals use to get past them. To stay one step ahead of these bad actors, researchers report that they have developed a new photopatterning technique that creates two light-reactive images on one material.
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US public opinion on social media is warming to nuclear energy, but concerns remain | ScienceDaily
The U.S. public displays more positive than negative sentiment toward nuclear energy but concerns remain about waste, cost and safety, according to an analysis of 300,000 posts on X (formerly Twitter) by University of Michigan researchers.


						
The study was recently published in Renewable and Sustainable Energy Reviews.

Identifying public concerns and misconceptions about nuclear energy can target efforts to bridge these gaps as nuclear energy will play a large role in goals to decarbonize by 2050, replacing oil and gas as a stable baseload electricity source.

"Understanding and addressing how the public feels about nuclear energy is essential for a just transition to clean energy," said Majdi Radaideh, U-M assistant professor of nuclear engineering and radiological sciences and corresponding author of the study.

While surveys can gather detailed information from specific locations -- such as community attitudes near a proposed nuclear facility -- social media data vastly expands sample size while cutting costs and time.

Using an extensive list of keywords related to nuclear energy topics, the researchers compiled 1.26 million X posts from 2008 to 2023 and leveraged large language models, or LLMs, to annotate posts as positive, negative or neutral and summarize text.

Of the 300,000 nuclear energy posts geotagged to the U.S., neutral sentiments -- those that present facts without advocating for or against the use of nuclear technology -- were the most common at about 50%, followed by posts with a positive tone at 30% and a negative tone at roughly 23%. When breaking down the ratio of positive to negative posts by state, 48 of 50 states displayed more positive sentiment with the national average at 54% positive.




Technology themes fueled positive sentiment, with users citing innovations as making nuclear energy safer, more reliable and economical, noting nuclear power's high energy density and ability to operate reliably 24/7. Positive posts also highlighted job creation and the necessity of transitioning to clean energy production.

Waste, cost and safety hazards dominated negative sentiment themes. Users expressed concern about how radioactive waste will be handled, noting that waste remains dangerous for thousands of years and creates challenges in disposal.

"These valid concerns stress that entities establishing nuclear energy systems must be transparent with local communities about safe nuclear waste storage and recycling to avoid continued public mistrust," Radaideh said.

In addition to a deeper understanding of U.S. public opinion on nuclear energy, the study developed a method for using AI to label data with reduced bias.

Rather than relying on a single data labeling tool, the researchers used seven data labeling programs and chose the final label of positive, negative or neutral based on a majority rules approach.

"Labeling with multiple tools reduces bias as each tool struggles with certain types of texts and tones," said Katie Vu, an undergraduate majoring in electrical engineering and computer science and co-author of the study.




The labels were scored as high confidence if five or more programs agreed and low confidence if only three or four programs agreed. Notably, LLMs trained with exclusively high-confidence posts experienced a 15% increase in model accuracy, reaching 96% accuracy.

"We finetuned our LLMs to perform well on nuclear power sentiment analysis while leveraging their exceptional understanding of language structure and semantics," said Naman Bhargava, a master's student of data science and co-author of the study.

For this initial analysis, the researchers selected X over social media platforms like Instagram, Facebook or LinkedIn because of its succinct, text-based format. As a next project, the research team plans to create a near real-time dashboard of nuclear sentiment aggregated from several social media platforms and news headlines.

"With nuclear energy, we have to work a bit harder because of the historical baggage that comes with it," Radaideh said. "We are working toward scaling this methodology to real-time, open-source sentiment tracking, viewable by stakeholders like government officials, national labs and the industry that could give voice to public concerns in the coming years."

This work is sponsored by the Fastest Path to Zero Initiative and the Department of Energy Office, and it used computing resources at the Idaho National Laboratory.
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Training cognitive control in children does not change brain or behavior | ScienceDaily
Training exercises designed to improve cognitive control in children do not make a significant difference to their ability to delay gratification or to their academic achievement, nor do they lead to any brain changes, finds a new study led by UCL researchers.


						
The findings, published in Nature Neuroscience, appear to debunk the popular idea that brain training could improve cognitive control -- the mental processes that allow us to set and pursue short- or long-term goals -- and thereby lead to tangible benefits to other real-life outcomes.

Lead author Professor Nikolaus Steinbeis (UCL Psychology & Language Sciences) said: "Cognitive control is a very important cognitive function that is positively correlated with prudent decision-making, academic achievement, good social skills and mental health. Children with good cognitive control are also more likely to have better mental health and attainment later in life.

"There is an enormous and growing industry developing brain training programmes purporting to improve children's cognitive control and as a result other areas of functioning, and yet the evidence for their efficacy has been patchy."

For the study, 235 children aged six to 13 completed an eight-week training programme designed to train either cognitive control or response speed. The cognitive control training was focussed on response inhibition (the ability to stop oneself from doing an action that is no longer helpful in achieving a goal) and informed by neuroscientific research. They completed a range of gamified tasks, often requiring them to inhibit their impulses.

Before and immediately after the study, as well as one year later, the children were also tested for other outcomes known to be related to cognitive control, including decision-making like delaying gratification, academic achievement, fluid reasoning, mental health and creativity.

The researchers found that immediately after completing the training, and a full year later, the children improved their performance on the specific tasks they trained on. However, those improvements did not carry over into other skills and there were no improvements in any of the related cognitive or behavioural measures.




The research team also scanned the children's brains using MRI, and found no changes in brain structure or function across the entire brain. The researchers ran additional statistical analysis which provided strong evidence of the absence of any training effects.

Professor Steinbeis said: "Our findings suggest that even though cognitive control is clearly very important for other real-life outcomes, we simply do not see that training can yield such broader benefits even when trained over an extensive period of time. We should stop seeing cognitive control as a skill that can be readily boosted by training exercises, as that is likely a waste of time and resources.

"While our study only investigated a specific set of training exercises, they were designed in line with the best evidence and did improve children's abilities on the specific tasks themselves, so we find it unlikely that other training exercises would be any better at improving real-life outcomes.

"Instead, it may be better to focus on how we use our cognitive control in practice. We are more able to concentrate and learn effectively when we are motivated, so focusing on motivational factors may be a better way to impact how we use cognitive control to guide our behaviours."

While the study was conducted only in children, the researchers say that their findings would likely apply to adults as well, as children's brains are more malleable and thus it would be even more difficult to train such abilities in adults.

The researchers caution that their study did not include clinical populations or children with learning disabilities, so they cannot say whether their findings generalise beyond typically developing children.

The study was conducted by researchers at UCL, McGill University, Washington University in St. Louis, and Radboud University Medical Center.
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Top IT industry managers are divided on the need for face-to-face communication in the workplace | ScienceDaily
Many managers are currently seeking a balance between digital and face-to-face communication. A recent study from the University of Eastern Finland shows that top IT industry managers have different views on when and for what purposes face-to-face communication in the workplace is needed.


						
"Some top managers felt that all work tasks can be performed remotely with the help of digital communication. According to them, face-to-face communication is only necessary for maintaining interpersonal relationships and a sense of community," says Doctoral Researcher Lotta Salin of the University of Eastern Finland.

Others, however, felt that face-to-face communication is still needed, especially for complex tasks such as co-development, co-creation and co-innovation. Among the interviewees were also managers who felt that face-to-face communication in the workplace is important not only for maintaining interpersonal relationships but also for performing work tasks and maintaining a sense of community.

Maintaining a sense of community requires special attention from management

According to the study, managers shared the view of community building and maintenance in the workplace requiring deliberate attention. Remote work and digital communication have become the new norm in the IT industry and in the work of many professionals, which means that managers must deliberately devote their time and energy to fostering community-building communication.

The study suggests that building and maintaining a sense of community is possible through both face-to-face and digital communication.

"Face-to-face encounters provide opportunities for spontaneous and informal discussions when team members get together for lunch, coffee or company celebrations, for example. However, regular on-camera meetings and the opportunity to see colleagues in real time also creates the experience of being connected," Salin notes.

"Having an instant messaging platform where team members can exchange relaxed and informal messages fosters a sense of community. Through video, it is possible to organise activities that boost team spirit, ranging from remote coffee breaks for the team to entertaining video broadcasts aimed at the entire staff."

The findings of emphasise that managers' objectives for workplace communication are not solely related to work tasks but are significantly broader. In addition to focusing on work tasks, managers' communication highlights the building and maintaining of interpersonal relationships in the workplace. Moreover, managers aim to convey a certain image of themselves through communication, with some emphasising their own competence, while others present themselves as easily approachable. Furthermore, building and maintaining a sense of community through communication has recently emerged as a new, yet equally important, objective in managers' work.

The researchers interviewed 33 top managers from major IT industry companies in Finland. The managers had long leadership and e-leadership experience and they were members of the executive board of their company.
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Climate change will make ozone pollution worse: Here's how | ScienceDaily
A new study finds climate change is likely to make upward spikes of ozone at ground level worse by 2050, which could result in many parts of the United States falling out of compliance with air quality standards and increasing risks to public health.


						
Ozone is a reactive gas that consists of three oxygen atoms. And while it can be naturally occurring, at ground level it is often formed by the interaction of volatile organic compounds (VOCs) and nitrogen oxides (NOx) -- which are both air pollutants.

"Climate change affects ozone formation through a complex set of factors, but warmer temperatures are correlated with increases to ozone in polluted areas," says James East, first author of a paper on the study and a former Ph.D. student at North Carolina State University who is now a researcher at Harvard University.

"That means areas that already have higher levels of air pollution of VOCs and NOx will likely see increases in ozone as average temperatures go up. What's more, climate change is expected to increase naturally occurring VOC emissions in some parts of the U.S., such as the Southeast, exacerbating the challenge."

Increases in ozone are important because ground-level ozone can cause a wide array of health problems, including decreased lung function and inflammation of airways, contributing to hundreds of thousands of deaths each year.

"It's pretty well-established that climate change will increase ozone pollution, but there has been a tremendous amount of uncertainty regarding what that increase might look like," says Fernando Garcia Menendez, corresponding author of the work and an associate professor of environmental engineering at NC State. "Our goal with this work was to quantify the range of outcomes and get a much clearer picture of how climate change will affect ozone pollution events in the U.S."

"Atmospheric chemistry is complex, and climate change affects the rate of chemical reactions, the amount of ozone precursors present, and how long the ozone will linger in the environment," Garcia Menendez says. "We built on a variety of existing models and incorporated statistical tools that allow us to account for this wide array of variables to look at ozone pollution in the years ahead."

Specifically, the researchers looked at how often ozone levels would exceed air quality standards designed to protect public health, how far ozone levels would overshoot the standards, and how that may change by 2050.




The study's findings are presented as a range, because climate scientists still have some uncertainty about how sensitive the climate is to changes in the concentration of greenhouse gases.

The best case scenario is that the climate has a relatively low sensitivity to carbon dioxide. If that is the case, the new study finds that the high end of ozone measurements would -- on average -- go up by less than 0.3 parts per billion (ppb). Those high measurements could still be below the existing air quality standards for many locations.

"However, even in this best case scenario, we found that more variability in ozone levels is projected for 2050 -- meaning that we'd still expect to see an increase in the number of days where there is an exceptionally high increase in ozone, violating the air quality standard," says East.

The worst case scenario is that the climate is highly sensitive to carbon dioxide. In that case the study says the high end of ozone measurements would -- on average -- go up by more than 2.3 ppb. Coupled with the increase in variability, this would mean that many parts of the country would see a significant increase in the number of days when ozone levels exceed air quality standards.

"In practical terms, our study finds that between 5 million and 13 million additional people will be exposed to dangerously high levels of ozone in 2050," East says.

"Right now, state and federal governments are trying to manage ozone levels by reducing emissions of air pollutants," says Garcia Menendez. "This work suggests that the current emissions reductions efforts may be less effective for helping meet ozone standards for many parts of the country, particularly those that are already struggling to meet air quality standards."

"This work is important for two reasons," East says. "First, it contributes to our understanding of how climate change will affect ground-level air quality and, by extension, human health. Among other things, this contributes to the way we estimate cost/benefit analyses of climate regulations and related technologies.




"Second, by clarifying the range of climate impacts on ozone, we're providing critical information that can inform policy decisions -- such as EPA's ongoing review of the air quality standard for ozone."

The work was done with support from the Natural Sciences and Engineering Research Council of Canada, under grant number RGPIN-2023-03807.
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Rate of global warming caused by humans at an all-time high, say scientists | ScienceDaily
The second annual Indicators of Global Climate Change report, which is led by the University of Leeds, reveals that human-induced warming has risen to 1.19 degC over the past decade (2014-2023) -- an increase from the 1.14 degC seen in 2013-2022 (set out in last year's report).


						
Looking at 2023 in isolation, warming caused by human activity reached 1.3 degC. This is lower than the total amount of warming we experienced in 2023 (1.43 degC), indicating that natural climate variability, in particular El Nino, also played a role in 2023's record temperatures.

The analysis also shows that the remaining carbon budget -- how much carbon dioxide can be emitted before committing us to 1.5 degC of global warming -- is only around 200 gigatonnes (billion tonnes), around five years' worth of current emissions.

In 2020, the Intergovernmental Panel on Climate Change (IPCC) calculated the remaining carbon budget for 1.5 degC was in the 300 to 900 gigatonnes of carbon dioxide range, with a central estimate of 500. Since then, CO2 emissions and global warming have continued. At the start of 2024, the remaining carbon budget for 1.5 degC stood at 100 to 450 gigatonnes, with a central estimate of 200.

The Indicators of Global Climate Change Project is being coordinated by Professor Piers Forster, Director of the Priestley Centre for Climate Futures at the University of Leeds. He said: "Our analysis shows that the level of global warming caused by human action has continued to increase over the past year, even though climate action has slowed the rise in greenhouse gas emissions. Global temperatures are still heading in the wrong direction and faster than ever before.

"Our analysis is designed to track the long-term trends caused by human activities. Observed temperatures are a product of this long-term trend modulated by shorter-term natural variations. Last year, when observed temperature records were broken, these natural factors were temporarily adding around 10% to the long-term warming."

The warning comes as climate experts meet in Bonn to prepare the ground for the COP29 climate conference which takes place in November in Baku, Azerbaijan.




The authoritative source of scientific information on the state of the climate is the UN's Intergovernmental Panel on Climate Change (IPCC), but as its next major assessment will not happen until around 2027, this creates an "information gap," particularly when climate indicators are changing rapidly.

The new report is accompanied by an open data, open science platform -- the Climate Change Tracker's Indicators of Global Climate Change dashboard which provides easy access to updated information on the key climate indicators.

The latest Indicator report, which is published by more than 50 scientists in the journal Earth System Science Data, also provides new insight into the effects of reductions in sulphur emissions from the global shipping industry. The sulphur has a cooling effect on the climate by directly reflecting sunlight back to space and by helping more reflective clouds to form, but ongoing reductions in those emissions have lessened that effect.

Although this was offset last year by the aerosol emissions from the Canadian wildfires, the report says the longer-term trend nonetheless indicates that the amount of cooling we can expect from aerosol emissions is continuing to decline.

Other key findings:
    	Human-induced warming has risen to 1.19 degC over the past decade (2014-2023) -- an increase from the 1.14 degC seen in 2013-2022 (set out in last year's report).
    	Human-induced warming has been increasing at a rate that is unprecedented in the instrumental record, reaching roughly 0.26 degC per decade over 2014-2023.
    	This high rate of warming is caused by a combination of greenhouse gas emissions being consistently high, equivalent to 53 billion tonnes of CO2 per year, as well as ongoing improvements in air quality, which are reducing the strength of human-caused cooling from particles in the atmosphere.
    	High GHG emission levels are also affecting the Earth's energy balance: ocean buoys and satellites are tracking unprecedented flows of heat into the Earth's oceans, ice caps, soils and atmosphere. This flow of heat is 50% higher than its long-term average.

Professor Forster added: "Fossil fuel emissions are around 70% of all GHG emissions and clearly the main driver of climate change, but other sources of pollution from cement production, farming and deforestation and cuts to the level of sulphur emissions are also contributing to warming.

"Rapidly reducing emissions of greenhouse gases towards net zero will limit the level of global warming we ultimately experience. At the same time, we need to build more resilient societies. The devastation wrought by wildfires, drought, flooding and heat waves the world saw in 2023 must not become the new normal."

It is hoped that the report will play a strong role in informing new Nationally Determined Contributions, the improved climate plans that every country in the world has promised to put forward to the United Nations Framework Convention on Climate Change (UNFCCC) by 2025 to cut emissions and adapt to climate impacts.
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Study reveals high rate of drowsy driving by teens | ScienceDaily
A new study to be presented at the SLEEP 2024 annual meeting found that drowsy driving by teenagers is a common threat to public safety on U.S. roadways.


						
Results of the National Sleep Foundation study show that approximately one in six adolescent drivers reported having driven drowsy. Based on these responses, the authors project that 1.7 million teenage drivers have driven drowsy, and more than 400,000 teens drive drowsy at least once per week. The majority of teens pointed to work or school schedules as factors preventing them from getting the sleep they need to drive alert, and teen drivers with jobs were more than twice as likely to have driven drowsy than teens without jobs.

"This is a troubling rate, especially given that teens are new drivers with relatively low opportunity to have engaged in drowsy driving when compared to the lifetime of driving opportunities in adults," said principal investigator Joseph Dzierzewski, who has a doctorate in clinical psychology and is the vice president of research and scientific affairs at the National Sleep Foundation in Washington, D.C.

Additional findings reveal that when asked about the risks associated with drowsy driving, 95% of teens said drowsy driving is extremely or very risky. However, when asked about the likelihood of drunk, drugged, distracted and drowsy driving leading to death or serious injury, drowsy driving was seen as having the lowest risk of death or serious harm.

Formally, the National Sleep Foundation developed and has produced Drowsy Driving Prevention Week(r) since 2007 and recently published a new drowsy driving position statement. The American Academy of Sleep Medicine identifies drowsy driving as a pervasive threat to public health and recommends that states mandate instruction in drowsy driving education as a requirement for driver's education programs, provide comprehensive information about drowsy driving in state curricula and driver's manuals, and include questions related to drowsy driving on driver's license exams. Additionally, the AASM encourages every driver to take responsibility for staying "Awake at the Wheel" by making it a daily priority to get sufficient sleep, refusing to drive when sleep-deprived, recognizing the signs of drowsiness, and pulling off the road to a safe location when sleepy.

The study involved a nationally-representative, probability-based survey of 1,124 U.S. participants aged 13 to 17 years to assess drowsy driving prevalence, frequency and beliefs. Survey respondents reported whether they have ever driven while so tired they had a hard time keeping their eyes open, how often they did so, what kept them from getting the sleep needed to drive alert, and the perceived risks associated with drowsy driving.

With motor vehicle crashes being a leading cause of death among U.S. teenagers, this research sheds light on the increased attention needed for this preventable public health concern.

"Drowsy driving represents an immediate, and potentially tragic, consequence of poor sleep health, residing at the literal intersection of sleep health and public safety," Dzierzewski said.

The research abstract was published recently in an online supplement of the journal Sleep and will be presented Wednesday, June 5, during SLEEP 2024 in Houston. 
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Study shows how justice facility dogs benefit wellbeing for children facing court | ScienceDaily
A new Edith Cowan University (ECU) study has revealed that having a four-legged friend at Children's Court significantly reduces stress and anxiety for young victims, witnesses, and their caregivers.


						
ECU criminology researchers Dr Suz Rock and Associate Professor Natalie Gately have published the first Australian study to evaluate the impact of introducing a justice facility dog to a Children's Court.

The Perth Justice Facility Dog Program is a partnership between the Office of the Commissioner for Victims of Crime and Guide Dogs WA. It aims to support victims of crime, witnesses, and court visitors by hosting a facility dog at the Perth Children's Court.

Winston, a Black Labrador Retriever, was specifically selected and trained by Guide Dogs WA to attend the Perth Children's Court building two to four times a week with his handler.

People could pat, sit with, and talk to Winston. He could also lie on the ground beside people or place his head or paws on their feet, providing a comforting body pressure.

Dr Rock said there can be a perception that children in court are all young people who have offended.

"However, children are also in courts because they have been victims of, and/or witnesses to criminal events," she said.




"Most have already been traumatised in some way and making them relive, recall, remember and talk about it in court can be re-traumatising, so having a way of reducing the trauma is imperative for children.

"Without their testimony offenders can go unpunished as they can't be convicted."

Facility dog significantly reduced stress and anxiety

Dr Rock said court environments can be very stressful, induce anxiety and have lasting impacts for children.

"For child abuse victims in particular the long-term effects of testifying in court are greater for those who had a negative reaction to testifying. They are more likely to have poor adjustment, and negative views of the court system in adulthood," she said.

Children and caregivers were surveyed to determine the effect of interacting with Winston on their self-reported anxiety and stress levels in the court. They reported their stress levels before and after interaction.




Dr Rock said all the children in the study showed a significant reduction in both stress and anxiety when having access to Winston at court, and there were also other benefits.

"Parents and caregivers also reported a reduction of stress and anxiety," she said.

"And court staff who are also dealing with stressful stories, anxious clients, and exposed to various kinds of trauma reported that Winston reduced their stress levels and provided a more positive working environment."

In their own words

Children described how Winston helped them in court and reduced negative feelings:
    	"He helps with getting stuff off your mind."
    	"Winston is a very good service dog, and he calmed me down and helped me."
    	"He really helps you get not stressed."
    	"Winston is a sick dude and a good mate when I have to come here."
    	"He made me feel comforted and helped a lot with the nerves."

One caregiver summarised the consensus well in her experience with Winston and his handler:

My daughter was so nervous to come today but when she heard about Winston, she got excited. He has been the best company for all of us. Having him here has changed the whole atmosphere of the wait. He is so gentle and lovely and the Guide Dogs lady has been so fab too. You have to keep this running! We love Winston!

Dr Rock said despite the positive findings of court users, it was also important to examine whether the program impacted the running of the Children's Court.

"There was no reported negative impact on the functioning of the Children's Court from the perspectives of the court staff," she said.

"Workers reported that Winston calmed the environment in the court," she said.

A remarkable impact in a high-stress environment

Guide Dogs WA CEO Anna Presser said ECU's positive research provides confirmation of the profound difference specialist dogs make.

"We've witnessed firsthand the remarkable impact of our facility dogs in high-stress environments such as children's court. This evidence is crucial as we aim to expand the presence of facility dogs into more courts across the state, aiding more vulnerable individuals," she explained.

"Our local breeding program, established in 2022, ensures our dogs are trained here in Western Australia from puppies. Our experienced trainers identify where they'll best serve our community -- whether it's guiding, assisting individuals with Autism, providing therapy, or serving as facility dogs, or within our breeding program.

"Collaborating with the Office of the Commissioner for Victims of Crime, it's been rewarding for us all to see the confirmed evidence of how the innate calmness and gentle temperament of our facility dogs support children in the Perth Children's Court, substantially reducing their stress and anxiety, enhancing speech and memory function, and promoting overall physical and mental well-being in what we all know is a challenging environment, especially for children."
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Some countries could meet their total electricity needs from floating solar panels | ScienceDaily
Floating solar photovoltaic panels could supply all the electricity needs of some countries, new research has shown.


						
The study, by researchers from Bangor and Lancaster Universities and the UK Centre for Ecology & Hydrology, aimed to calculate the global potential for deploying low-carbon floating solar arrays. The researchers calculated the daily electrical output for floating photovoltaics (FPV) on nearly 68,000 lakes and reservoirs around the world, using available climate data for each location.

The researchers' calculations included lakes and reservoirs where floating solar technology is most likely to be installed. They were no more than 10km from a population centre, not in a protected area, didn't dry up and didn't freeze for more than six months each year. The researchers calculated output based on FPV covering just 10% of their surface area, up to a maximum of 30 km2.

While output fluctuated depending on altitude, latitude and season, the potential annual electricity generation from FPV on these lakes was 1302 terawatt hours (TWh), around four times the total annual electricity demand of the UK.

The findings are published today [4 June 2024] in Nature Water.

FPV have a number of additional advantages over land-based solar installations: they free up land for other uses and they keeps panels cooler, making them more efficient.

There is some evidence for other environmental benefits, including reducing water loss through evaporation, by sheltering the lake surface from the sun and wind; and reducing algal blooms by limiting light and preventing nutrient circulation. However, the researchers warn that further research is needed on the overall environmental impact of FPV. They suggest that decisions to deploy FPV should consider the intended function of water bodies and how they are used, as well as the potential ecological impact.




Lead author of the paper, Dr Iestyn Woolway of Bangor University said: "We still don't know exactly how floating panels might affect the ecosystem within a natural lake, in different conditions and locations. But the potential gain in energy generation from FPV is clear, so we need to put that research in place so this technology can be safely adopted. We chose 10% of a lake's surface area as a likely safe level of deployment, but that might need to be reduced in some situations, or could be higher in others."

When the figures were considered country-by-country, five nations could meet their entire electricity needs from FPV, including Papua New Guinea, Ethiopia and Rwanda. Others, such as Bolivia and Tonga, would come very close, respectively meeting 87% and 92% of electricity demand.

Many countries, mainly from Africa, the Caribbean, South America and Central Asia, could meet between 40% and 70% of their annual electricity demand through FPV. In Europe, Finland could meet 17% of its electricity demand from FPV and Denmark, 7%.

The UK could produce 2.7 TWh of electricity each year from FPV, the researchers found. While this is just under 1% of overall electricity demand, it would provide electricity for around one million homes, based on the current Ofgem estimate of average electricity usage per household of 2,700 kWh.

There are currently very few FPV installations in the UK, with the largest a 6.3MW floating solar farm on the Queen Elizabeth II reservoir, near London.

Dr Woolway said: "Even with the criteria we set to create a realistic scenario for deployment of FPV, there are benefits across the board, mainly in lower income countries with high levels of sunshine, but also in Northern European countries as well. The criteria we chose were based on obvious exclusions, such as lakes in protected areas, but also on what might reduce the cost and risks of deployment."

Co-author Professor Alona Armstrong of Lancaster University said: "Our work shows there is much potential for FPV around the world. But deployments need to be strategic, considering the consequences for energy security, nature and society, as well as Net Zero."

The research is funded by the Natural Environment Research Council, part of UK Research and Innovation.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/06/240604132107.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Population shifts, risk factors may triple U.S. cardiovascular disease costs by 2050 | ScienceDaily
Driven by an older, more diverse population, along with a significant increase in risk factors including high blood pressure and obesity, total costs related to cardiovascular disease (CVD) conditions are likely to triple by 2050, according to projections from the American Heart Association, observing 100 years of lifesaving service as the world's leading nonprofit organization focused on heart and brain health for all. At least 6 in 10 U.S. adults (61%), more than 184 million people, are expected to have some type of CVD within the next 30 years, reflecting a disease prevalence that will have a $1.8 trillion price tag in direct and indirect costs.


						
The new data comes from two new presidential advisories published today in the Association's flagship peer-reviewed journal, Circulation -- Forecasting the Burden of Cardiovascular Disease and Stroke in the United States Through 2050: Prevalence of Risk Factors and Disease and Forecasting the Economic Burden of Cardiovascular Disease and Stroke in the United States through 2050. The companion papers build upon prior work by the Association to assess projections of the future cardiovascular disease prevalence and subsequent economic burden based on the current landscape.

"As we mark the American Heart Association's centennial, we recognize monumental accomplishments in the fight against cardiovascular disease which includes all types of heart and vascular disease, along with stroke. Supported by efforts led by the Association, death rates from heart disease have been cut in half in the past 100 years. Deaths from stroke have been cut by a third since the creation of the American Stroke Association in 1998," said the volunteer chair of the advisories' writing groups, Karen E. Joynt Maddox, M.D., M.P.H., FAHA. "Yet, these are still leading causes of death and disability in the U.S. So, in analyzing the data for these advisories, we set out to learn just what we may expect over the next 30 years, and to identify specific issues that need to be addressed to ensure that we continue our forward progress. Armed with these findings, we can take steps to turn the tide on this dire forecast."

Heart disease has been the leading cause of death in the U.S. since the inception of the American Heart Association in 1924. Stroke is currently the fifth leading cause of death in the U.S. Together, they kill more people than all forms of cancers and chronic respiratory illnesses combined, with annual deaths from cardiovascular disease now approaching 1 million nationwide.

"As the American Heart Association enters its second century, our future is about improving yours," said American Heart Association Chief Executive Officer Nancy Brown. "It is crucial to quantify the full burden of cardiovascular disease so we can better inform the policies and community-level and health system interventions needed to change this current path. We recognize that the landscape of cardiovascular health will change over the next three decades because of the coming tsunami of rising health care costs, an older population living longer and increasing numbers of people from under-resourced populations. The findings of these important advisories predict a dire human and economic toll from heart disease and stroke if changes are not made. However, this does not have to be the reality of our future."

Increases in high blood pressure, diabetes and obesity will drive CVD prevalence.

Clinically, cardiovascular disease refers to a number of specific conditions, including coronary heart disease (including heart attack), heart failure, heart arrhythmias (including atrial fibrillation), vascular disease, congenital heart defects, stroke and hypertension (high blood pressure). However, while high blood pressure is considered a type of cardiovascular disease, it is also a major risk factor contributing to nearly all types of heart disease and stroke, so for the purposes of these analyses, high blood pressure was predicted separately from all CVD. This aligns with the American Heart Association's Life's Essential 8TM -- key measures of health factors and health behaviors identified for improving and maintaining cardiovascular health.




From 2020 (the most recent data available) to 2050, projected increases of CVD and risk factors contributing to it in the U.S. include:
    	High blood pressure will increase from 51.2% to 61.0%, and since high blood pressure is a type of CVD, that means more than 184 million people will have a clinical diagnosis of CVD by 2050, compared to 128 million in 2020.
    	Cardiovascular disease, including stroke, (but not including high blood pressure) will increase from 11.3% to 15.0%, from 28 million to 45 million adults.
    	Stroke prevalence will nearly double from 10 million to almost 20 million adults.
    	Obesity will increase from 43.1% to 60.6%, impacting more than 180 million people.
    	Diabetes will increase from 16.3% to 26.8%, impacting more than 80 million people.
    	High blood pressure will be most prevalent in individuals 80 years and older, however, the number of people with hypertension will be highest -- and rising -- in younger and middle-aged adults (20-64 years of age).
    	People aged 20-64 years also will have the highest prevalence and highest growth for obesity, with more than 70 million young adults having a poor diet.

Good news: People are choosing to live healthier.

Despite the predicted increase for cardiovascular disease prevalence and costs, there are some positive trends to report. More adults in the U.S. are embracing the healthy behaviors of the American Heart Association's Life's Essential 8, as prevalence rates for most are expected to improve:
    	Inadequate physical inactivity rates will improve from 33.5% to 24.2%.
    	Cigarette smoking rates will drop nearly by half, from 15.8% to 8.4%.
    	While more than 150 million people will have a poor diet, that is at least a slight improvement from 52.5% to 51.1%.

"It is extremely promising to see these health behaviors improve, as it indicates a movement by individuals taking control of their health and making positive change. I'm especially pleased to see smoking rates drop substantially, as tobacco addiction is one of the deadliest factors impacting cardiovascular disease over the past century," said Joseph C. Wu, M.D., Ph.D., FAHA, the current volunteer president of the American Heart Association, director of the Stanford Cardiovascular Institute and the Simon H. Stertzer Professor of Medicine and Radiology at Stanford School of Medicine. "Yet, even as we can celebrate these wins, we must realize that new challenges continue to threaten many decades of progress. Findings from these advisories identify a disturbing trend that many of these increases are projected to occur among our younger population -- setting up a formidable future."

Future generation at risk: Concerns CVD risk factor trends in kids

The analysis also looked at projections for children, with concerning trends among key risk factors that were also notable in the adult population.
    	Obesity among children (age 2-19 years of age) is estimated to rise from 20.6% in 2020 to 33.0% in 2050, increasing from 15 million to 26 million children with obesity; highest increases will be seen among children 2 to 5 years of age and 12 to 19 years of age.
    	The prevalence of inadequate physical activity and poor diet among children is projected to remain high at nearly 60% each, exceeding 45 million children by 2050.




Racial and ethnic disparities persist

"We found larger increases in the prevalence of CVD and risk factors, and in the number of people with these conditions, among people from racially and ethnically diverse backgrounds," said Joynt Maddox, who is an associate professor of medicine at Washington University School of Medicine in St. Louis. "Some of this is due to demographic shifts in the U.S., with projections suggesting that Asian and Hispanic populations will nearly double by 2060. However, much of the inequity we see in CVD and risk factors remains attributed to systemic racism, as well as socioeconomic factors and access to care."

Among adults aged 20 and older, projections note:
    	Black adults have the highest prevalence of hypertension, diabetes, and obesity, along with the highest projected prevalence of inadequate sleep and poor diet.
    	The total numbers of people with CVD will rise most among Hispanic adults with higher numbers also seen among Asian populations.
    	Asian adults have the highest projected prevalence of inadequate physical activity.
    	The aggregated group of American Indians/Alaskan Natives (AI/AN)/multiracial adults will have the highest projected prevalence of smoking.

Among children, the projections found:
    	Black children will have the highest prevalence of hypertension and diabetes.
    	Hispanic children will have the highest prevalence of obesity and the greatest projected growth in hypertension, diabetes, and obesity.
    	Asian children and Hispanic children had the highest prevalence of inadequate physical activity.
    	AI/AN/multiracial children will have the highest prevalence of smoking.
    	Black children and white children will have the highest prevalence of poor diet.
    	The absolute increase in each risk factor will be greatest for Hispanic children, reflecting broader trends in population growth.

Cardiovascular disease carries a high price tag

"It is not surprising that an enormous increase in cardiovascular risk factors and diseases will produce a substantial economic burden -- to the tune of a $1.8 trillion price tag for cardiovascular disease projected by 2050," said volunteer vice-chair of the advisory writing groups Dhruv S. Kazi, M.D., M.Sc., M.S., FAHA. "This is a near tripling of the total direct and indirect costs of cardiovascular disease over the coming three decades, and almost doubles the economic impact of CVD as a proportion of the U.S. gross domestic product, increasing from 2.7% in 2020 to 4.6% in 2050."

Total CVD costs include "direct costs," which include the actual cost of health care, as well as "indirect costs," including premature death and lost economic productivity that may include time taken off work to seek care or the inability to work due to a disability. The writing committee analyzed these costs in relation to individual health conditions and risk factors, paired with projected inflation and the rising cost of overall health and medical care.

Key economic projections include:
    	The increase in total costs for CVD is primarily driven by a projected near quadrupling of direct health care costs, expected to increase from $393 billion in 2020 to $1.4 trillion in 2050.
    	Because health care costs are projected to rise much faster than productivity losses, health care costs will constitute a larger proportion of total cost of CVD in the future, from 63% in 2020 to 80% in 2050.
    	Stroke will be a major driver in the increased health costs, jumping to 535%, from $67 billion to $423 billion. This is due to the aging of the population, since strokes tend to occur on average ten years later than coronary events, and increases in hypertension, which is a major risk factor for stroke.

Aging population and changing demographics driving CVD burden

"The landscape of cardiovascular disease in the U.S. is seeing the arrival of a near-perfect storm. The last decade has seen a surge of cardiovascular risk factors such as uncontrolled high blood pressure, diabetes and obesity, each of which raises the risks of developing heart disease and stroke," said Kazi, who is head of health economics and associate director of the Richard A. and Susan F. Smith Center for Outcomes Research in Cardiology and director of the cardiac critical care unit at Beth Israel Deaconess Medical Center in Boston.

Kazi notes that these risk factors are rising even among children and young adults. And this is happening at a time of pivotal demographic shifts.

"The last of the Baby Boomers will hit 65 in 2030, so about 1 in 5 people in the U.S. will be over 65, outnumbering children for the first time in U.S. history. Since cardiovascular risk increases with age, the aging population increases the total burden of cardiovascular disease in the country. And finally, we anticipate that Hispanic, Asian and multiracial populations will more than double in the coming decades," Kazi said. "By 2060, more than two-thirds of children will belong to underserved, disenfranchised populations which traditionally have higher rates of cardiovascular disease and risk factors. Even after adjusting out the effect of inflation, we project a quadrupling specific to the health care costs related to cardiovascular disease, along with an extensive cost of lost productivity due to early death and disability."

As with prevalence, the projected increases in CVD costs vary across demographics:
    	The greatest increases are seen in the youngest and oldest U.S. adults.
    	While women are projected to have lower health spending than men in both 2020 and 2050, the increase in costs over this time frame is greater in women than men.
    	Spending for the Asian and Hispanic populations is projected to increase by nearly 500% for each group.
    	Costs for people with Medicare will increase the most, from $384 billion to $1.2 trillion, a 214% increase.

Health and hope for all: It's not too late for change

In presenting the 30-year projected increases in prevalence and costs related to CVD, the writing group noted that these estimates are not set in stone. Appropriate interventions and aggressive approaches to reducing risk factors could change the course, and the group offered two scenarios in which this could happen:
    	The first scenario anticipated that reducing the prevalence of high blood pressure, high cholesterol, diabetes and obesity by about 10% and improving the control of blood pressure, blood sugar and cholesterol by about 20%, would result in a 17% to 23% reduction in cases of heart disease and stroke and in cardiovascular deaths. These interventions could equate to 1.2 million fewer CVD and stroke events and 240,000 fewer CVD and stroke deaths annually by 2050.
    	A second scenario predicted that further reductions in risk factors, in particular reducing obesity by half and doubling risk factor control, could achieve even greater reductions of up to 30% to 40% in event and death rates in 2050. These reductions could result in 2.3 million fewer CVD and stroke events and more than 450,000 lives saved annually by 2050.
    	Both scenarios assumed that interventions began in 2025 and took 5 years to reach full implementation.

"We can bend the cost curve on cardiovascular disease, but this will require strategic investments in cardiovascular prevention and treatment," Kazi said. "Some of this work is in the health care system -- ensuring effective therapies reach patients most likely to benefit from them -- but some of the work is upstream of the health system: ensuring that people have access to the resources they need to live healthful lives, to achieve the Life's Essential 8 factors that are the core of cardiovascular health. It will take all of us working together to make this happen."

Wu noted that many of these adverse trends can be reversed, as the American Heart Association has helped pioneer breakthroughs in science, policy and health care over the past century, making significant impacts to prevent CVD events and deaths and help people live longer, healthier lives even after having a heart attack or stroke.

"Scientific discovery is paramount to our success. While our forecast analysis was not able to take it into account, the recent approval of glucagon-like peptide 1 agonists and related drugs to treat diabetes and obesity may lead to a sea change in our medical approach to these conditions," he said. "The next life-changing, life-saving treatment may be developing in a petri dish right now. We must redouble our efforts and support for funding cutting-edge research that may lead to approaches so innovative they don't yet exist even in our imagination."

"We must also ensure these approaches are available to all. If poverty, structural racism or negative social factors keep even one person from living their healthiest life, we haven't fulfilled our mission. Broader public policy and systems changes are needed to address the root causes of these persistent inequities," Brown said. "Our aging population calls for an enhanced cardiovascular workforce and infrastructure, including access to long-term care facilities and resources. We must better support our children and their families to recognize the impact that health choices made today will influence our health for years to come. Most importantly, we must ensure every person in the U.S. has access to quality, affordable health care."

She said the clinical and public health interventions urgently need to reverse the trends identified in the presidential advisories must be among the highest priority with major investments on a national level.

"As we enter our second century of saving lives, the American Heart Association is encouraging every individual, company, school and community to unite to change the future of health -- for ourselves, our loved ones and the many places in which we live, work and play," Brown said. "At nearly 40 million-strong, our volunteers, donors, advocates, staff and other supporters will lead the charge to identify and implement real solutions to these very real problems, as we advance health and hope for everyone, everywhere."
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How stress knocks out your cognitive reserve | ScienceDaily
While mentally stimulating activities and life experiences can improve cognition in memory clinic patients, stress undermines this beneficial relationship. This is according to a new study from Karolinska Institutet published in Alzheimer's & Dementia: The Journal of the Alzheimer's Association.


						
Researchers in the late 1980s found that some individuals who showed no apparent symptoms of dementia during their lifetime had brain changes consistent with an advanced stage of Alzheimer's disease. It has since been postulated that so-called cognitive reserve might account for this differential protective effect in individuals.

Cognitively stimulating and enriching life experiences and behaviours such as higher educational attainment, complex jobs, continued physical and leisure activities, and healthy social interactions help build cognitive reserve. However, high or persistent stress levels are associated with reduced social interactions, impaired ability to engage in leisure and physical activities, and an increased risk of dementia.

Researchers from Karolinska Institutet have now examined the association between cognitive reserve, cognition, and biomarkers for Alzheimer's disease in 113 participants from the memory clinic at the Karolinska University Hospital, Huddinge, Sweden. They also examined how this association is modified by physiological stress (cortisol levels in saliva) and psychological (perceived) stress.

Greater cognitive reserve was found to improve cognition, but interestingly, physiological stress appeared to weaken the association.

"These results might have clinical implications as an expanding body of research suggests that mindfulness exercises and meditation may reduce cortisol levels and improve cognition," says the study's lead author Manasa Shanta Yerramalla, researcher at the Department of Neurobiology, Care Sciences and Society, Karolinska Institutet. "Different stress management strategies could be a good complement to existing lifestyle interventions in Alzheimer's prevention."

The relatively small sample of participants reduces the possibility of drawing robust conclusions, but the results are generalisable to similar patient groups. Moreover, since stress disrupts sleep, which in turn disrupts cognition, the researchers controlled for sleeping medications; they did not, however, consider other aspects of sleep that might impair cognition.

"We will continue to study the association between stress and sleeping disorders and how it affects the cognitive reserve in memory clinic patients," says Dr Yerramalla.
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Innovative demand strategies for clean energy | ScienceDaily

The study led by Felix Creutzig from the Mercator Research Institute on Global Commons and Climate Change (MCC) in Berlin, with the collaboration of IIASA researchers Alessio Mastrucci, Charlie Wilson, and Volker Krey, as well as many collaborators from the IIASA-led CircEUlar and EDITS research projects, discusses an optimistic scenario from a climate protection perspective, in which the use of fossil fuels can be rapidly reduced.

New materials, new problems?

By phasing out fossil fuels, the production of raw materials is reduced as the extraction of natural gas, oil, and coal is no longer necessary. This also reduces emissions of greenhouse gases and other pollutants. However, the key question is whether the demand for raw materials and land for renewable energies, electric cars, and sustainable transport infrastructure will lead to additional social and environmental impacts.

"Material extraction and waste streams, the construction of new infrastructure, the associated land use changes and the provision of new types of goods and services related to decarbonization will create social and environmental pressures at local to regional levels," explains Krey, who leads the Integrated Assessment and Climate Change Research Group at IIASA. "So-called rare earths are, for example, needed for wind turbines and electric cars, lithium and cobalt for batteries, and construction materials for green infrastructure."

"Our study provides an overview of the social, ecological, and geopolitical risks of these materials. These include the displacement of people from residential areas where the raw materials are extracted, health effects due to toxic emissions, injuries, and deaths due to occupational accidents, cartel structures, corruption, and other grievances," adds coauthor Helmut Haberl from the University of Natural Resources and Life Sciences (BOKU), Vienna.

To limit these problems, it is necessary to keep energy and resource requirements as low as possible through demand-side measures.




"Our study shows that there is considerable potential to reduce energy and resource consumption without having to impose restrictions," notes Creutzig.

Solutions for both sides 

While the need for materials to support a clean energy infrastructure is substantial, it remains significantly lower than the demand generated by the ongoing reliance on fossil fuels. Demand-side strategies, such as improving resource efficiency, replacing individual mobility with shared or public transport, reusing or recycling existing materials, and the thermal refurbishment of buildings play a decisive role here.

The study highlights models that promote shared mobility (including car and ride sharing), which drastically reduces the need for private vehicles. This significantly reduces both material consumption and emissions.

"Our study emphasizes the dual benefits of demand-side solutions in mitigating climate change and reducing material consumption," says Creutzig. "By focusing on efficiency and circular economy principles, we can achieve significant environmental and social benefits."

The research team calls for increased interdisciplinary cooperation and new ideas in policy design to make effective use of these demand-side measures. They underscore the importance of integrating such strategies into global climate protection plans to ensure a holistic approach to sustainable development.
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Medical school isn't teaching doctors much about nutrition | ScienceDaily
Nutrition is a key determinant of health. But American physicians aren't receiving effective training to counsel patients on the topic, according to a new paper from University of Georgia researchers.


						
Current medical training focuses on weight and body mass index (BMI), exacerbating anti-obesity bias and increasing the risk of eating disorders, the authors said. And it doesn't give future doctors adequate education on how to encourage healthier eating habits.

"Mainstream medicine is still very focused on linking weight to health," said Kearney Gunsalus, lead author of the paper and an assistant professor at the Augusta University/University of Georgia Medical Partnership. "Because people with obesity and higher body weights are more likely to have health problems, it's easy to jump to the conclusion that the weight itself is causing those problems. And if you assume that the weight is causing the problems, it seems logical to assume that weight loss is the solution."

Research has shown that being overweight may not mean being unhealthy, the researchers said.

The researchers advocate that small changes to medical education and in how health care providers interact with their patients could have a real impact on some of the greatest health challenges facing the world today.

BMI is not an accurate measure of health, cardiometabolic health is

BMI has long been the standard for sorting individuals into four main categories: underweight, healthy weight, overweight or obese. And it's taught in medical school as a way of gauging a patient's general health.




The problem is it's not accurate, the researchers said. BMI overestimates the number of people who are unhealthy.

Medical education on nutrition should instead focus on objective measures of cardiometabolic health.

Cardiometabolic health includes things like blood pressure, insulin resistance, cholesterol levels and more. And it is a much stronger predictor of overall health.

Previous research demonstrated that almost half of Americans deemed overweight by BMI standards are actually metabolically healthy. About one in three whose BMI is in the "healthy" range are actually unhealthy when assessed by more comprehensive measures.

"When you look at some of the newest studies on obesity surgeries and the use of medications like Ozempic and Wegovy, it appears that patients can see health benefits even without weight loss," said Dr. Ellen House, co-author of the publication and an associate professor at the Medical Partnership. "We really love things that are clear-cut and black and white in medicine. But if the benefits precede and appear to be independent of weight loss, we need to shift the conversations physicians have with their patients to focus more on health and not weight loss."

Anti-fat bias negatively affects patient care

In addition to focusing exclusively on weight loss and BMI, current medical education often neglects to address weight stigma, the researchers said.




Weight stigma connects obesity with moral failures, laziness and gluttony without accounting for the biologic and systemic factors that intersect with weight. These factors include availability of fresh, healthy foods, the ability to afford those foods and access to safe spaces to exercise, among others.

This bias may lead physicians to be less empathetic toward their overweight patients and to provide lower quality care.

"Overweight patients are less likely to get the appropriate screenings or treatments for their medical concerns," said House, who is also a board-certified psychiatrist. "Physicians will miss the asthma, they'll miss the cancer, because they attribute symptoms to weight when weight isn't what's causing the patient's concerns."

Those negative interactions where health concerns are dismissed with a simple "just lose weight" demoralizes patients and can make them less likely to share problems going forward. Shaming patients for their weight can sour patients on the health care system in general, prompting them to stop seeking medical care even when they really need it, the researchers said.

Reframing the conversations between doctor and patient to focus on healthful behaviors, such as moving more and avoiding labeling foods as inherently "good" or "bad," can go a long way in encouraging individuals to move toward health.

"I think doctors are trying to help people be healthier by advising them to lose weight; they're just not aware of the harms that can be done by that advice," Gunsalus said. "If I could wave a magic wand and have doctors do one thing differently when interacting with their patients, it would be to start from the assumption that every patient wants to be and is capable of being healthy."
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Sunshine spurs spending: Investors bet big on sunny days | ScienceDaily
It's often said we can't control the weather. But what if the weather controls how and when we invest our money? More specifically, what if the skies control how much we're willing to gamble in the stock market?


						
New research by the University of South Australia has found a connection between pleasant weather conditions and higher investment in lottery-like stocks.

Lottery-like stocks are cheap compared to other stocks and, like lottery tickets, they can be seen as an opportunity to make a substantial gain. However, the chance of a higher return is minimal, and it's therefore considered a high-risk investment. A study by UniSA finance researchers discovered that when the weather is sunny and skies are blue, investors are more likely to engage in these types of investments.

Dr Reza Bradrania, Senior Lecturer of Finance and member of UniSA's Centre for Markets, Values and Inclusion, says studies in psychology have shown that weather has a significant effect on human moods and behaviour. It can explain about 40% of daily variation in moods and sunshine in particular can have a large impact on how we feel.

"Since being in a good mood spurs people to take more risks, we were curious to see if weather, as an important factor that impacts human moods, relates to demand for lottery-like stocks which are highly risky and have lottery features like casino or lotto products," Dr Bradrania says.

"The idea is that investors who are in a good mood because of sunny weather tend to have more optimistic expectations or beliefs about the future payoff of lottery stocks. This investigation was important as it has implications on how weather can influence investors' judgements and choices and in particular impact their financial decisions."

"To our knowledge this is the first study of its kind to investigate how weather plays a role in our investment decisions and in particular the demand for and the performance of lottery-like stocks which have implications for financial markets."

Dr Bradrania and PhD student Ya Gao gathered 36 years' worth of weather data including hourly sky cloud cover, wind speed rate, rain depth and air temperature from major weather stations across US cities. Price data of common stocks from over this period (1983 to 2019) was also examined.

"We found that on days with pleasant weather conditions, investors were more likely to be risk-taking and optimistic and invest more in lottery-like stocks, which further results in high demand and higher price for these stocks. However, their price is adjusted later, which resulted in significant loss," Dr Bradrania says.

"Overoptimism is associated with overconfidence in many cases and investors who are overconfident tend to trade lottery-like stocks more. The research suggests weather relates to gambling preference and influences our judgment and choices. It also provides some guidance on investment decisions depending on weather conditions."
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Centering relationships between people and place: A critical step towards improving science's contributions to society | ScienceDaily
Slowing down the pace may not be common in academia, but it could lead to better science to support our planet through the current climate, biodiversity and social justice crises. This is one approach suggested by a diverse group of marine conservation scientists who were brought together in 2021 by the COMPASS "Leaders for Sea Change" Science Communication program. In a new paper published in Proceedings of the National Academy of Sciences (PNAS), the co-authors consider three pathways to better connect with the places they study.


						
Frequently, scientific expertise to address the global change crisis comes from a place of privilege. Research findings often come from the Global South but are disseminated, debated, and championed by well-funded institutions and experts in the Global North. Despite much of the science being conducted in the places most vulnerable to the pressing challenges of our times, the knowledge, histories, and Indigenous wisdom of local communities are often overlooked or undervalued by the scientific community.

The co-authors of the paper "Centering relationships to place for more meaningful research and engagement" argue that this type of knowledge "extractivism" may occur because of time, capacity, funding, or personal constraints. However, they also contend that extractive human behavior toward the natural world and each other is what has led us to our current global crises in the first place. They argue that building relationships to places of study and their people would lead to more fair science and more accurate and meaningful research outcomes, and present three pathways aimed at building deeper connections between natural scientists and the places they study.

The first pathway is to "Deepen reflection and communication about relationships with places". For example, this pathway can be practiced by immersing oneself in local communities, learning about the historical and social-ecological narratives of the places of study, and allowing these experiences to shift perspectives, refine research goals and expand the societal relevance of research findings. This pathway also encourages expanded land acknowledgements. Researchers are encouraged to seek guidance from local and Indigenous resources to precede public communications with recognition of past and present Indigenous presence in these spaces. An additional suggestion is to expand positionality statements beyond mere disclosure of personal and professional backgrounds to include a broader spectrum of influences shaping the research process, such as the geographic, socioeconomic, institutional, and cultural contexts of the scientists involved, to show where their perspectives come from.

The second pathway is to "Strengthen collaboration amongst research teams and partners", which entails building a foundation of mutual respect, trust and knowledge exchange between scientists and individuals who may be local or Indigenous to the place of research. Understanding their worldviews and expertise may lead to new ways of thinking about and relating to a place. This pathway encourages collaboration and engagement with partners outside of academia and project co-creation with local partners, a common practice in the social sciences. This could result in research outcomes that are meaningful and transformative to those who may be impacted by research processes, improve public trust in research findings and make knowledge more accessible.

"Change must happen, and this is one way we can contribute toward a cultural shift to make the research process more equitable and relational, as a way to move away from extractive paradigms," said lead author Fiona Beaty, an early-career scientist from the University of British Columbia.

Recognizing that developing these deeper relationships to place takes time and energy, and that a majority of natural sciences institutions or research systems do not currently incentivize this type of work, co-authors of the PNAS paper propose to "Transform systems of knowledge creation to foster place-based roots" as a third pathway.




They recommend that institutions consider restructuring training, evaluation, and funding systems throughout various career stages. A critical area would be to revise training and research opportunities within both undergraduate and graduate programs. Hiring and evaluation processes could also be transformed to encourage the development of deep relationships with places of study. Finally, funding systems could support collaboration outside of academic systems by incentivizing public research dissemination activities and community engagement alongside traditional metrics of academic success, such as peer-reviewed publications.

"Natural science institutions throughout the world and particularly in the global north could reshape their reward systems, which impacts researchers' lives, promoting place-based and deeply rooted research," said Beaty. "It's really hard for individuals to make change if they're constantly battling the system."

The authors also propose the development of site-based research capacity, which may look like many things; for example, empowering local scientists to lead research aligned with community needs or creating site-specific centers that employ local experts or collaborate with community organizations to produce knowledge that is tailored to their specific contexts.

"These perspectives are the result of multi-year conversations where we shared experiences amongst one another and recognized the outstanding value of and complications involved in genuine and impactful engagement," said co-author Katharine Bear Nalven, from Oregon State University.

Beaty hopes this paper inspires early career researchers by giving them a range of options and offering guidance. She also seeks to encourage established researchers to see how they can contribute to change within academia.

"We do not expect everyone to take up all our suggestions, because it can be overwhelming, but different people may have different entry points," said Beaty.

Ana K. Spalding, co-author and director of the Adrienne Arsht Community-Based Resilience Solutions Initiative at STRI, views this paper as a testament to the effectiveness of training programs such as Leaders for Sea Change.

"Our aspiration is for initiatives like this, focused on capacity building and leadership training, to gain momentum and underscore the significance of collaboration," she said.

Headquartered in Panama, the Smithsonian Tropical Research Institute is a unit of the Smithsonian Institution in Washington, DC. The institute furthers the understanding of tropical biodiversity and its importance to human welfare, trains students to conduct research in the tropics and promotes conservation by increasing public awareness of the beauty and importance of tropical ecosystems.
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Researchers call for strengthening sustainability regulations in laws governing space exploration | ScienceDaily
In a new study, a team of researchers led by Dimitra Atri of the NYU Abu Dhabi (NYUAD) Center for Astrophysics and Space Science call for strengthening existing planetary protection policies beyond the space surrounding Earth to include requirements for preserving the Lunar and Martian environments. In addition to biological contamination, they argue that guidelines should be expanded to address more than orbital debris, crowding, and security issues. They also recommend adding compliance incentives to all existing and improved sustainability policies. Team members include Paulina Umansky from the University of California, Berkeley and K. R. Sreenivasan from New York University, New York.


						
In the paper titled "Sustainability as a core principle of space and planetary exploration" published in the journal Space Policy, the researchers present a new review of existing planetary protection laws and literature on planetary protection policy and identify key shortcomings of rules guiding human space exploration. Specifically, they cite several questions that existing laws leave unaddressed -- including issues of atmospheric and abiotic contamination -- which constitute important gaps in planetary policy that must be confronted, collaboratively.

Additionally, the researchers present arguments for the necessity of sustainability on planetary objects such as the Moon and Mars and offer examples of terrestrial benefits that could be derived from sustainable exploration practices in space. Specifically, they cite the potential development of new technologies that, while designed for sustainable uses beyond Earth, could advance terrestrial technology.

"Sustainability must become a core principle of human space exploration," said Atri. "Just as we view climate change as the great challenge facing our terrestrial human society, the space community should begin to address space sustainability with the same urgency. The rules and procedures implemented now will govern the next generation of space exploration -- rules that create a basis for clean and safe space exploration that will not only be productive and enforceable for years to come but are also stronger and more specific in their requirements and enforceability.
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Traffic speeds decrease when bike lane is present | ScienceDaily
Rutgers University-New Brunswick researchers conducting a study at a high-traffic intersection in a Jersey Shore town have found that the installation of a bike lane along the road approaching the convergence reduced driving speeds.


						
As many traffic analyses have identified speeding as a contributing factor in a majority of crashes, inducing such a "traffic calming" effect with a bike lane could enhance road safety and decrease the risk and severity of crashes, the researchers said. The research was published in The Journal of Urban Mobility.

"We are giving you more evidence that bike lanes save lives," said Hannah Younes, a lead author of the study and a postdoctoral research associate at the Alan M. Voorhees Transportation Center in the Rutgers Bloustein School of Planning and Public Policy. "And it's not only cyclists' lives that could be saved. It's more than that -- drivers and pedestrians as well."

The Rutgers team, which included experts from the Bloustein School, as well as from the Department of Civil and Environmental Engineering in the Rutgers School of Engineering and the Department of Computer Science in the Rutgers School of Arts and Sciences, focused their efforts on Cookman and Asbury Avenues in Asbury Park, N.J. Cookman, a local two-lane road, intersects with Asbury Avenue, a road that leads directly to the city's popular Atlantic Ocean beaches.

Drivers heading to the beach often take a legal right-turn-on red at the intersection's traffic light, gliding along the soft right turn from Cookman onto Asbury. However, Younes said, drivers frequently don't come to a stop first, as required, but sail through, creating hazardous conditions for pedestrians and cyclists crossing at the corner.

The research team started by creating a temporary bike lane on Cookman and Asbury Avenues on the side of the road heading toward the beach, delineating it with orange road cones.

Bloustein students assisting the study then surveyed random bike and electric scooter riders using the temporary bike lane about their use of bikes and electric scooters, and their attitude toward bike lanes. Most people surveyed like bike lanes, the survey showed.




To analyze the effect of the bike lane on traffic speeds, the researchers employed computer vision techniques to classify the speed and trajectory of more than 9,000 motor vehicles. Computer vision is a subfield of AI that deals with the ability of computers to interpret and analyze visual data from the world. The researchers collected the data before creating the bike lane and after, for comparison purposes.

They found that the presence of the delineated bike lane made a difference: a 28 percent reduction in average maximum speeds and a 21 percent decrease in average speeds for vehicles turning right. For those heading straight and not turning, a smaller speed reduction of 8 percent was observed. In addition, drivers moving at a perpendicular angle to the bike lane did not slow down.

Marking the bike lanes with cones as a clearly delineated space was more effective at reducing speed than a painted-only bike lane. The painted-only bike lane was associated with a smaller speed reduction of between 11 percent and 15 percent, but only for drivers turning right.

Younes hypothesized that drivers slow down when they see a bike lane marked with the cones because the driving lane is narrower and requires more concentration, and it's easier to notice cones or planters or some other space delineator than it is to spot painted lines on the road surface.

With pedestrian deaths rising nationally, a study such as this could contribute to the development of new traffic policies or the reversal of older ones, Younes said. Cities nationwide are adopting policies that address eliminating all fatalities and serious injuries on public roads, such as the multi-national road traffic safety project, Vision Zero, for example, she said.

A total of 7,388 pedestrian deaths occurred in 2021, representing a 13 percent increase from 2020 and 17 percent of all crash fatalities, according to the Insurance Institute for Highway Safety.

Other researchers on the study were: Clinton Andrews, a professor, Robert Noland, a distinguished professor, Wenwen Zhang, an associate professor and Leigh Ann Von Hagen, a managing director and adjunct professor, all from the Bloustein School; Jie Gong, an associate professor, and Jiahao Xia, a graduate assistant, from the Department of Civil and Environmental Engineering in the School of Engineering; Dimitris Metaxas, a distinguished professor, and Song Wen, a graduate assistant, in the Department of Computer Science in the School of Arts and Sciences.
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Aiding the displaced with data | ScienceDaily
In times of crisis, effective humanitarian aid depends largely on the fast and efficient allocation of resources and personnel. Accurate data about the locations and movements of affected people in these situations is essential for this. Researchers from the University of Tokyo, working with the World Bank, have produced a framework to analyze and visualize population mobility data, which could help in such cases.


						
Wars, famines, outbreaks, natural disasters ... There are, sadly, many reasons why populations might be forced or feel compelled to leave their homes in search of refuge elsewhere, and these cases continue to grow. The United Nations estimated in 2023 that there were over 100 million forcibly displaced people in the world. Over 62 million of these individuals are considered internally displaced people (IDPs), those in particularly vulnerable situations due to being stuck within the borders of their countries, from which they might be trying to flee.

The circumstances that displace populations are inevitably chaotic and certainly, but not exclusively, in cases of conflict, information infrastructure can be impeded. So, authorities and agencies trying to get a handle on crises are often operating with limited data on the people they are trying to help. But the lack of data alone is not the only problem; being able to easily interpret data, so that nonexperts can make effective decisions based on it, is also an issue, especially in rapidly evolving situations where the stakes, and tensions, are high.

"It's practically impossible to provide aid agencies and others with accurate real time data on affected populations. The available data will often be too fragmented to be useful directly," said Associate Professor Yuya Shibuya from the Interfaculty Initiative in Information Studies. "There have been many efforts to use GPS data for such things, and in normal situations, it has been shown to be useful to model population behavior. But in times of crisis, patterns of predictability break down and the quality of data decreases. As data scientists, we explore ways to mitigate these problems and have developed a tracking framework for monitoring population movements by studying IDPs displaced in Russia's invasion of Ukraine in 2022."

Even though Ukraine has good enough network coverage throughout to acquire GPS data, the data generated is not representative of the entire population. There are also privacy concerns, and likely other significant gaps in data due to the nature of conflict itself. As such, it's no trivial task to model the way populations move. Shibuya and her team had access to a limited dataset which covered the period a few weeks before and a few weeks after the initial invasion on Feb. 24, 2022. This data contained over 9 million location records from over 100,000 anonymous IDPs who opted in to share their location data.

"From these records, we could estimate people's home locations at the regional level based on regular patterns in advance of the invasion. To make sure this limited data could be used to represent the entire population, we compared our estimates to survey data from the International Organization for Migration of the U.N.," said Shibuya. "From there, we looked at when and where people moved just prior to and for some time after the invasion began. The majority of IDPs were from the capital, Kyiv, and some people left as early as five weeks before Feb. 24, perhaps in anticipation, though it was two weeks after that day that four times as many people left. However, a week later still, there was evidence some people started to return."

That some people return to afflicted areas is just one factor that confounds population mobility models -- in actual fact, people may move between locations, sometimes multiple times. Trying to represent this with a simple map with arrows to show populations could get cluttered fast. Shibuya's team used color-coded charts to visualize its data, which allow you to see population movements in and out of regions at different times, or dynamic data, in a single image.

"I want visualizations like these to help humanitarian agencies gauge how to allocate human resources and physical resources like food and medicine. As they tell you about dynamic changes in populations, not just A to B movements, I think it could mean aid gets to where it's needed and when it's needed more efficiently, reducing waste and overheads," said Shibuya. "Another thing we found that could be useful is that people's migration patterns vary, and socioeconomic status seems to be a factor in this. People from more affluent areas tended to move farther from their homes than others. There is demographic diversity and good simulations ought to reflect this diversity and not make too many assumptions."

The team worked with the World Bank on this study, as the international organization could provide the data necessary for the analyses. They hope to look into other kinds of situations too, such as natural disasters, political conflicts, environmental issues and more. Ultimately, by performing research like this, Shibuya hopes to produce better general models of human behavior in crisis situations in order to alleviate some of the impacts those situations can create.
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Urgent need for action now for increasing threat from invasive alien species | ScienceDaily
While invasive alien species have long been recognised as a major threat to nature and people, urgent action now is needed to tackle this global issue. This is the critical evaluation by the 88 authors, representing 101 organisations from 47 countries, of 'Curbing the major and growing threats from invasive alien species is urgent and achievable' published in Nature, Ecology & Evolution, including lead author Professor Helen Roy from the UK Centre for Ecology & Hydrology and the University of Exeter.


						
Focused on the main findings of the Intergovernmental Science Policy Platform on Biodiversity and Ecosystem Services (IPBES) thematic assessment report on invasive alien species and their control*, the paper also highlights that the impacts of invasive alien species observed today are likely to underestimate the magnitude of future impacts. Also, the interactions among biodiversity drivers are key as no driver acts in isolation.

Co-chair of the IPBES IAS assessment and lead author, Professor Helen Roy from the UKCEH and the University of Exeter, said: "The paper brought together the entire expert team of the IAS assessment, with this diverse group spanning many disciplines with perspectives from around the world drawing the same conclusion about the need for urgent action on the major and growing threat of invasive alien species.

"With the number of invasive alien species set to rise, the IPBES invasive alien species assessment provides the evidence-base and options to inform immediate and ongoing action. To achieve this there is a need for collaboration, communication and cooperation, not only across borders but within countries."

Professor Peter Stoett from Ontario Tech University, co-chair of the IPBES IAS assessment, added: "Interdisciplinarity is key to the success of IPBES assessments. It was wonderful to see social science and humanities experts interacting with invasion biologists and other natural scientists, in a community-building process that will inform policy decisions moving forward."

The threats posed by invasive alien species are expected to continue to rise. Every year, approximately two hundred new alien species are now being introduced globally by human activities to regions they had not been recorded before. Even without the introduction of new species by human activities, already established alien species will continue to naturally expand their geographic ranges and spread into new countries and regions, with many causing negative impacts. Simple extrapolations from the impacts of invasive alien species observed today are likely to underestimate the magnitude of future impacts.

Interactions among drivers of biodiversity loss are amplifying biological invasions with no driver acting in isolation. Climate change is a major driver facilitating the establishment and spread of invasive alien species into previously inhospitable regions. For example, climate warming is enabling aquatic and terrestrial invasive alien species to establish and spread poleward, including into the Arctic and Antarctic regions. Also, in some mountainous regions, climate change, acting together with other drivers of biodiversity loss, has allowed invasive alien species to extend their ranges into higher elevations twice as fast as native species.




The IPBES invasive species assessment provided the first comprehensive synthesis of evidence globally concluding that the threat of biological invasions is major but can be mitigated with urgent cross-sectorial cooperative and collaborative action. Co-developing management actions with multiple stakeholders including government and private sector stakeholders, and Indigenous Peoples and local communities will be critical to achieving success in addressing biological invasions.

Anibal Pauchard, co-chair of the IPBES IAS assessment and Professor at the University of Concepcion, Chile, highlights the importance of inclusion within the assessment: "This is not only the most comprehensive global assessment on invasive alien species to date, but also the selection of experts and the evidence gathering was done under the highest standards of inclusivity, resulting in a report which provides critical insights for all stakeholders."

Coordinating bodies such as the Non-Native Species Secretariat can ensure effective collaboration among diverse stakeholder groups. Indeed, management actions in response to incursions of the Asian hornet (Vespa velutina) in the UK have involved multiple stakeholders coming together to ensure rapid flow of information following detection of the species leading to effective control of nests.

The paper recognises that the engagement of the general public through awareness raising campaigns, education and community science platforms also contributes to establishing shared responsibilities in managing biological invasions. Community science initiatives, supported by digital identification tools are important for the rapid detection of invasive alien species. Records submitted by the public through the Asian Hornet Watch app in the UK are making a major contribution to Vespa velutina (Asian hornet) early warning and rapid response.
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Telehealth can significantly reduce greenhouse gas emissions associated with cancer care | ScienceDaily
Telemedicine visits for cancer care may not only be more convenient and easier to schedule than in-person appointments, they're also better for the planet, new research by Dana-Farber Cancer Institute scientists shows.


						
Based on an analysis of data from a regional cancer center, the researchers calculate that, nationwide, cancer care that utilizes telehealth and local care would generate 33.1% less greenhouse gas emissions than the traditional model of in-person care, primarily because of reduced travel to medical appointments. The findings presented at the annual meeting of the American Society of Clinical Oncology (ASCO) and published simultaneously in the journal JAMA Oncology, suggest that an approach to care adopted during the COVID-19 pandemic can have significant environmental benefits.

"While health care in the United States provides health benefits to many people, it generates substantial amounts of greenhouse gas emissions that drive climate change and inadvertently harm health," says Andrew Hantel, MD, a faculty member in the Divisions of Leukemia and Population Sciences at Dana-Farber who led the study with Gregory Abel, MD, MPH, a senior physician at Dana-Farber, and Jonathan Slutzman, MD, of Massachusetts General Hospital. "We wanted to explore the potential reductions in emissions that can be achieved with a decentralized approach to cancer care that includes telehealth. To do so, we used data generated during the 'natural experiment' of the pandemic, when care shifted from an in-person to a telemedicine-preferred model."

The researchers calculated the amount of carbon dioxide emitted per visit-day at Dana-Farber during two time periods: March-December 2020, when the pandemic prompted the Institute to shift largely to telemedicine; and March 2015-February 2020, when a traditional in-person model was in place. (A visit-day is the combined visits a person has at a healthcare facility in a single day.)

They began by listing all the components of a clinical visit, both in-person and telehealth. For in-person visits, that includes everything that happens from the time a patient leaves home for an appointment until the time they return -- such as driving to the hospital, parking the car, taking the elevator to the clinic, using hand sanitizer, using the bathroom, and driving back home. They also factored in the use of electricity for lights and computers, even the paper that covers the exam room table. Using a variety of databases, they then determined the carbon dioxide emissions associated with each of these. (For products like hand sanitizers, there is data on the number of emissions used in making and disposing of each of their constituent parts.)

For telehealth visits, there were far fewer aspects to track -- mainly, computer and internet usage by the patient and clinician.

They found that per visit-day emissions of carbon dioxide at Dana-Farber were 36.4 kilograms lower during the telemedicine period than the in-person period, an 81.3% decline. They then calculated what emissions levels during the pre-pandemic period would have been if telemedicine had been in place and extrapolated it to the whole U.S. population. They found that CO2 emissions would have been reduced by 75.3 million kilograms, a 33.1% drop. (The more modest decline on a national level than at Dana-Farber reflects differences between the national population and those treated at Dana-Farber, such as the higher proportion of patients with rare cancers, Hantel explains. Patients with more uncommon cancers often travel further to receive care, resulting in higher emissions levels.) At the national scale, the 75.3-million-kilogram decline in CO2 corresponds to a modest reduction in human health harms (15.0-47.7 disability adjusted life-years).

"Telemedicine, and decentralized oncology care in general, involve a complex balance of risks and benefits that vary across the population," Hantel observes. "On the plus side, they can increase the reach of expert care while reducing travel, time, and cost for patients. But they also have the potential to add rather than replace visits, which may be difficult for older adults and those without good internet connections, and in some cases may reduce clinicians' ability to appropriately diagnose and treat. Our findings add another layer to this conversation, showing that emissions reduction is an additional benefit of this approach to care."
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Brain waves shape the words we hear | ScienceDaily
The timing of our brain waves shapes how we perceive our environment. We are more likely to perceive events when their timing coincides with the timing of relevant brain waves. Lead scientist Sanne ten Oever and her co-authors set out to determine whether neural timing also shapes speech perception. Is the probability of speech sounds or words encoded in our brain waves and is this information used to recognise words?


						
The team first created ambiguous stimuli for both sounds and words. For instance, the initial sounds in da and ga differ in probability: 'd' is more common than 'g'. The Dutch words dat "that" and gat "hole" also differ in word frequency: dat "that" is more common than gat "hole." For each stimulus pair, the researchers created a spoken stimulus that was in between. Next, participants were exposed to each ambiguous stimulus and asked to select what they thought they heard (for instance, dat or gat). The team used magnetoencephalography (MEG) to record the timing of brain waves.

Excitable phases

The researchers found that brain waves bias perception towards more probable sounds or words when stimuli were presented in a less 'excitable' brain wave phase. Perception was biased to less probable sounds or words when stimuli were presented in a more 'excitable' brain wave phase. This means that both the probability of an event and its timing influenced what people perceived.Brain regions classically associated with speech sounds vs. word processing were sensitive to the probability of occurrence of sounds vs. words. Computational modeling confirmed the relationship between neural timing and perception.

"We conclude that brain waves provide a temporal structure that enhances the brain's ability to predict and process speech based on the probability of linguistic units," says Ten Oever. "Predictable speech sounds and words have a lower threshold for activation, and our brain waves reflect this. Knowledge about how probable something is, and what it is (which phoneme or which word) work hand in hand to create language comprehension."

Predictive coding

"Our study has important consequences for theories of predictive coding, adds senior author Andrea Martin. "We show that the time (or phase) of information processing has direct consequences for whether something is interpreted as a more or less likely event, determining which words or sounds we hear. In the fields of speech and language processing, most emphasis has been put on the neural communication role of neural oscillations. However, we show that properties of phase coding are also used for interpreting speech input and recognising words."
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Researchers call for return of Sumas Lake following devastating 2021 floods | ScienceDaily
A new proposal has emerged in response to the November 2021 floods that swept Sumas Prairie in the Fraser Valley, British Columbia, causing mass evacuations and millions in damages.


						
Instead of rebuilding the dykes to manage water flows and prevent future floods, scientists at UBC, along with members of the Sumas First Nation and other research partners, suggest an alternative: let Sumas Lake, which was drained in the early 1920s and converted into the farmland known as Sumas Prairie, return to its natural state.

This can be done by buying out properties on the lakebed -- a solution that is projected to cost around $1 billion, less than half of the estimated $2.4 billion cost of repairing the dykes and installing a new pump station.

"Dyke rehabilitation programs tend to assume that future waterflows will be predictable, however climate projections show that flooding events are likely to increase in the future -- and the water needs somewhere to go," says study author Riley Finn, a researcher at the Martin Conservation Decisions Lab at UBC in a paper published today in Frontiers of Conservation Science.

"By restoring Sumas Lake -- Sema:th Xhotsa -- we can help the region adapt to future floods, facilitating climate resiliency in the long term. It is the most ecologically responsible solution for flood management in the region."

Ecological reconciliation

The authors note that restoring the lake will also promote healthy food systems and ecological reconciliation, addressing the ongoing harms caused by the loss of the lake to the Sema:th people.




Before its conversion to agricultural land, Sumas Lake supported thriving populations of salmon, sturgeon, ducks, and food and medicinal plants, many of which are now endangered.

Chief Dalton Silver, Sumas First Nation said "For the Sema:th people, the lake represented life and livelihood. In 1924, the lake was drained in an instance of land theft, decimating an ecology that supported a rich and diverse Indigenous food system and replacing it with a settler food system.

"My grandpa used to say that in the Coast Salish Territory, Sema:th was the central location where the people used to gather. The people gathered in the summertime as we had Sema:th Lake that once offered every species of fish right there at the front of our village and in the wintertime, people gathered there from all parts of the Coast Salish Territory for the winter ceremonies."

Managed retreat

The study integrates Indigenous laws and oral tradition and the concept of "managed retreat" -- the purposeful relocation of people and infrastructure to safer areas.

"In a time when climate-change induced flooding is predicted to increase, our study shows that incorporating Indigenous laws and knowledge is essential for developing more sustainable and just solutions," said Dr. Tara Martin, the study's senior author and a professor of forest and conservation sciences at UBC. "We need to explore innovative solutions, not just build more dykes."

Humans seem to want to build bigger and better infrastructure but it is always at the detriment of our ecosystem and environment, added co-author Murray Ned, a member of the Sumas First Nation and executive director of the Lower Fraser Fisheries Alliance.

"Mother Nature signaled to us in 1990 and 2021 that the spirit of the Sema:th Xhotsa is alive and well, and ready to return with or without our cooperation. This research demonstrates that there are more economical and logical options that would allow us to reconcile some of the past harms of draining the lake a hundred years ago, and still maintain agricultural opportunities and the farming community in the region," said Ned.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/06/240603114219.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Moving beyond cubicles: How an active workplace design can drive workers' behaviors | ScienceDaily
Physical inactivity and sitting for prolonged hours are highly prevalent among office-based workers, known to be resulting in various health risks and economic constraints. However, to reduce sedentary time and increase physical activity, health promotion interventions alone are insufficient. The design of workplaces should also be considered to promote interactive behavior among workers.


						
Many models, such as the socio-ecological model, show how multiple factors interact to influence workers' active and sedentary behaviors. These models specifically magnify the impact of workplace environments in shaping these behaviors. Several studies have also shown that physical environmental factors within and outside the workplace can encourage physical activity among workers. However, several gaps in the existing literature warrant further investigation.

Recently, researchers from the Japan Advanced Institute of Science and Technology (JAIST) have identified three significant gaps in understanding how workplace design influences sedentary and active behaviors among employees. The research team was led by Associate Professor Mohammad Javad Koohsari from JAIST, who is also an adjunct researcher at Waseda University and an honorary associate fellow at Deakin University (Australia), along with Associate Professor Andrew T. Kaczynski from the University of South Carolina, Professor Akitomo Yasunaga from Bunka Gakuen University, Associate Professor Tomoya Hanibuchi from Kyoto University, Professor Tomoki Nakaya from Tohoku University, Professor Gavin R. McCormack from the University of Calgary, and Professor Koichiro Oka from Waseda University. Their study was published online in British Journal of Sports Medicine.

Delving deeper, Dr. Koohsari and his team reviewed existing literature to underscore the importance of investigating these gaps and to suggest future research directions. Elaborating further, he says, "We have focused on the interactive effects of workplace norms and culture, and the spatial layout of buildings on workers' behaviors, along with the need for accurately measuring these behaviors."

Workplace norms and culture can influence workers' sedentary behaviors and determine how workplace design affects above mentioned behaviors. However, existing studies in this area have been conducted primarily in Western settings. So, cross-cultural studies are needed to understand these dynamics across different geographical settings, ensuring workplace interventions are culturally relevant. Moreover, the extension of workplace norms to remote and hybrid work environments could also be explored.

Understanding the full impact of workplace design on workers' behaviors requires measuring active and sitting behaviors accurately and identifying the locations where these behaviors usually occur. While the global positioning system (GPS) in combination with accelerometer devices are commonly used for this purpose, the signals are less accurate indoors. Instead, an indoor positioning system (IPS), which uses low-cost Wi-Fi and Bluetooth, can precisely locate people within indoor environments. Through its integration with activity-tracking wearable devices, workers' movements, intensity of activities, and other biometric data could also be collected. Additionally, combining IPS and geospatial AI (GeoAI) to analyze geospatial data could precisely locate people within workplaces and analyze workers' movement patterns.

Previous studies have considered the impact of isolated design elements on movement and behaviors. However, the overall building layout, which is the spatial arrangement of elements like walls, doors, windows, and access routes, majorly defines the functionality of interior spaces. Yet, it remains unclear which workplace layouts promote active behaviors among employees. Space syntax theory -- a method of quantifying spatial layouts using graph-based estimators -- could fill this knowledge gap. Dr. Koohsari highlights, "By considering the spatial layout of a whole building rather than only the individual design elements, space syntax could be used to study how factors of building layout, such as locations of common spaces and workstation arrangement, impact workers' movements and behaviors."

As digitalization and automation engulf the modern world, sedentary behaviors among office-based workers are expected to increase. In response, Dr. Koohsari reiterates, "Future studies should examine the interactive effects of workplace norms and culture on behavior and conduct cross-cultural studies to identify similarities and differences. Innovative measurement methods can also be employed to accurately measure behaviors and locations where those behaviors occur within workplaces. Additionally, exploring the influence of spatial layout, and utilizing space syntax, can offer valuable insights into the design of work environments that facilitate workers' engagement inactive behaviors. "

In conclusion, these insights suggest that addressing the existing knowledge gaps is crucial for developing workplace interventions and designing healthy and productive work environments, eventually enhancing the well-being of workers.
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People are altering decomposition rates in waterways | ScienceDaily
Humans may be accelerating the rate at which organic matter decomposes in rivers and streams on a global scale, according to a new study from the University of Georgia, Oakland University and Kent State University.


						
That could pose a threat to biodiversity in waterways around the world and increase the amount of carbon in Earth's atmosphere, potentially exacerbating climate change.

Published in Science, the study is the first to combine a global experiment and predictive modeling to illustrate how human impacts to waterways may contribute to the global climate crisis.

"Everyone in the world needs water," said Krista Capps, co-author of the study and an associate professor in UGA's Odum School of Ecology and Savannah River Ecology Laboratory. "When human activities change the fundamental ways rivers work, it's concerning. Increases in decomposition rates may be problematic for the global carbon cycle and for animals, like insects and fish, that live in streams because the food resources they need to survive will disappear more quickly, lost to the atmosphere as carbon dioxide."

Global warming, urbanization, increased nutrients altering global carbon cycle

Rivers and streams play a key role in the global carbon cycle by storing and decomposing large amounts of leaves, branches and other plant matter.

Typically, the process would go something like this: Leaf falls into river. Bacteria and fungi colonize the leaf. An insect eats the bacteria and fungi, using the carbon stored in the leaf to grow and make more insects. A fish eats the insect.




The study found that this process is changing in areas of the world impacted by humans.

Rivers impacted by urbanization and agriculture are changing how quickly leaf litter decomposes.

And when the process speeds up, that insect doesn't have a chance to absorb the carbon from the leaf. Instead, the carbon is released into the atmosphere, contributing to greenhouse gas pollution and ultimately disrupting the food chain.

"When we think of greenhouse gas emissions, we tend to think of tailpipes and factories," said Scott Tiegs, co-author of the study and a professor of biological sciences at Oakland. "But a lot of carbon dioxide and methane comes from aquatic ecosystems. This process is natural. But when humans add nutrient pollution like fertilizer to fresh waters and elevate water temperatures, we increase the decomposition rates and direct more CO2 into the atmosphere."

Reducing human impact could improve water quality, help fight climate change

The researchers collected field data from 550 rivers across the globe, collaborating with more than 150 researchers in 40 countries.




Based on that data, the scientists generated one of the first estimates of decomposition rates in rivers and streams throughout the world, including understudied areas such as the tropics.

The authors compiled the data into a free online mapping tool that shows how fast different kinds of leaves decompose in local waterways.

Using predictive modeling, the researchers also identified environmental factors responsible for increased decomposition rates, such as higher temperatures and increased nutrient concentrations.

"Both of these factors are impacted by human activities," said David Costello, co-author of the study and an associate professor at Kent State. "Reducing human impacts on decomposition will keep more carbon in rivers, preventing it from entering the atmosphere as carbon dioxide and contributing to climate change."

The study was co-authored by John Paul Schmidt, from UGA's Odum School of Ecology; Christopher J. Patrick, Virginia Institute of Marine Science; Jennifer J. Follstad Shah, University of Utah; Carrie J. LeRoy, The Evergreen State College; and the CELLDEX Consortium.
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AI saving humans from the emotional toll of monitoring hate speech | ScienceDaily
A team of researchers at the University of Waterloo have developed a new machine-learning method that detects hate speech on social media platforms with 88 per cent accuracy, saving employees from hundreds of hours of emotionally damaging work.


						
The method, dubbed the Multi-Modal Discussion Transformer (mDT), can understand the relationship between text and images as well as put comments in greater context, unlike previous hate speech detection methods. This is particularly helpful in reducing false positives, which are often incorrectly flagged as hate speech due to culturally sensitive language.

"We really hope this technology can help reduce the emotional cost of having humans sift through hate speech manually," said Liam Hebert, a Waterloo computer science PhD student and the first author of the study. "We believe that by taking a community-centred approach in our applications of AI, we can help create safer online spaces for all."

Researchers have been building models to analyze the meaning of human conversations for many years, but these models have historically struggled to understand nuanced conversations or contextual statements. Previous models have only been able to identify hate speech with as much as 74 per cent accuracy, below what the Waterloo research was able to accomplish.

"Context is very important when understanding hate speech," Hebert said. "For example, the comment 'That's gross!' might be innocuous by itself, but its meaning changes dramatically if it's in response to a photo of pizza with pineapple versus a person from a marginalized group.

"Understanding that distinction is easy for humans, but training a model to understand the contextual connections in a discussion, including considering the images and other multimedia elements within them, is actually a very hard problem."

Unlike previous efforts, the Waterloo team built and trained their model on a dataset consisting not only of isolated hateful comments but also the context for those comments. The model was trained on 8,266 Reddit discussions with 18,359 labelled comments from 850 communities.

"More than three billion people use social media every day," Hebert said. "The impact of these social media platforms has reached unprecedented levels. There's a huge need to detect hate speech on a large scale to build spaces where everyone is respected and safe."

The research, Multi-Modal Discussion Transformer: Integrating Text, Images and Graph Transformers to Detect Hate Speech on Social Media, was recently published in the proceedings of the Thirty-Eighth AAAI Conference on Artificial Intelligence.
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The AI paradox: Building creativity to protect against AI | ScienceDaily
Cultivating creativity in schools is vital for a future driven by artificial intelligence (AI). But while teachers embrace creativity as an essential 21st century skill, a lack of valid and reliable creativity tests means schools struggle to assess student achievement.


						
Now, a new machine-learning model developed by the University of South Australia is providing teachers with access to high-quality, fit-for-purpose creativity tests, that can score assessments in a fraction of the time and a fraction of the cost.

Applied to the current empirical creativity test -- Test of Creative Thinking -- Drawing Production (TCT-DP) -- the new algorithm marks a test in a single millisecond, as opposed to the standard 15-minute human-marked test.

The development could save teachers thousands of hours in an already overloaded schedule.

Lead researcher, UniSA's Prof David Cropley says the algorithm presents a game changing innovation for schools.

"Creativity is an essential skill for the next generation, particularly because it is a skill that cannot be automated," Prof Cropley says.

"But because there is a lack of affordable and efficient tools to measure creativity in schools, students are either not being tested, or are being graded subjectively, which is inconsistent and unreliable.




"The TCT-DP test has long been acknowledged as the premier tool to assess creativity in school aged children, but as it is expensive, slow, and labour-intensive, it's out of reach for most schools.

"Our algorithm changes this. Not only is the cost of running the algorithm reduced by a factor of more than 20, but the results are fast and incredibly accurate.

"For example, a manually scored test for a school with 1000 students would cost approximately $25,000 and require about 10-weeks to receive test results; with UniSA's algorithm, the same testing could be conducted for approximately $1000 with results delivered in 1-2 days.

"This puts the test within direct reach of schools and teachers, giving them the means to assess creativity accurately and cheaply."

Co-researcher, UniSA's Dr Rebecca Marrone says the capacity to test and measure creativity has additional benefits for students who are sometimes overlooked.

"Testing for creativity opens up an avenue beyond more traditional intelligence testing," Dr Marrone says.

"Testing for creativity helps identify students who may have abilities that do not show up on traditional approaches to testing in school. For example, a child who does poorly on traditional IQ tests, but is highly creative, could easily slip through the cracks.

"Developing creativity also protects children on the lower end of the achievement spectrum by training them in a skill that is not vulnerable to automation, which can help buffer them against the effects of digital transformation."

The algorithm is currently being developed as a desktop app for teachers to use in the classroom. Ahead of this, classroom teachers interested in using the TCT-DP are invited to contact the UniSA team to discuss their needs.
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Rapid urbanization in Africa transforms local food systems and threatens biodiversity | ScienceDaily
Urbanization in Africa is accelerating quickly, showing no signs of slowing down. An international team of researchers addresses critical gaps in our understanding of how this urbanization affects local food and ecological systems, emphasizing the importance of recognizing shifts in dietary patterns.


						
Since the early 2000s, Africa's urban population has more than doubled, reaching over 600 million in 2020. If current growth continues, the urban population is expected to double again by 2050. In Africa, the annual rate of urban area expansion has surpassed the rate of urban population growth. Globally, future urban area expansion is expected to cause significant food production losses, reduce biodiversity, and increase land-use change emissions, jeopardizing human livelihoods and the natural environment.

Typically, recent research on the environmental impact of urban expansion treats it as the conversion of various land covers to urban land, focusing only on the direct effects. In a new study, published in Nature Sustainability, IIASA researchers and their colleagues demonstrate the complexity of expected urbanization and its multiple environmental impacts.

"As Africa is urbanizing the fastest, its food system is also transforming rapidly. This puts a lot of pressure on food security in what is already the most food-insecure region in the world," notes Koen De Vos, study author and a guest research assistant in the Integrated Biospheres Futures Research Group of the IIASA Biodiversity and Natural Resources Program. "In our study, we consider both direct land-use changes and indirect effects, such as agricultural displacement and dietary shifts associated with urbanization, particularly concerning rice consumption."

The researchers developed a method to integrate all of this information using the GLOBIOM model, creating an elaborate, complex, and multidimensional study that is unprecedented in its scope. Results show that, contrary to common belief, urban area expansion has a limited impact on food production losses, as agricultural land simply expands elsewhere. At the same time, the impact on natural lands is more significant, as it encompasses not only the direct effects of urban area expansion but also the subsequent displacement of agricultural land.

The most important environmental spillover effects arise from dietary changes, particularly rice consumption. As people eat more rice in African cities, more rice needs to be produced, resulting in greater reliance on imports and local production. Consequently, this leads to an increase in methane emissions, additional loss of natural lands, changes in water usage, and biodiversity loss.

"This result adds to the growing evidence that our diets will be one of the major drivers of planetary health," explains Marta Kozicka, a study coauthor and IIASA researcher in the Integrated Biospheres Futures Research Group.

In their study, the research team highlights that policymakers should adopt holistic approaches in the decision-making process. Integrating indirect land-use effects and dietary shifts into land-use planning and policymaking is essential to tackle future sustainability challenges.
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New anti-counterfeit technique packs two light-reactive images into one material | ScienceDaily
Growing concern about data theft and counterfeiting has inspired increasingly sophisticated security technologies, like hologram seals, that can help verify the authenticity of currency, passports and other important documents. However, as security technologies evolve, so do the techniques criminals use to get past them. To stay one step ahead of these bad actors, researchers report in ACS' Langmuir that they have developed a new photop-atterning technique that creates two light-reactive images on one material.


						
Previous research teams have struggled to manufacture similar "dual-mode" films, where two patterns can be separately stored and separately viewed, because producing the second image often damages the quality of the first one. To prevent this interference, Lang Qin, Yanlei Yu and colleagues from Fudan University created two different types of images -- a polarization pattern and a structural pattern -- within the same film. For the film's material, they used an azobenzene-containing liquid crystal polymer (ALCP) because of azobenzene's ability to create sharp images with polarized light (light that's been filtered so all the waves are aligned in a specific direction) and because LCPs are easy to manipulate into intricate patterns for vibrant structural images.

To construct their dual-patterned film, the researchers started with a layer of ALCP. For the structural image, they imprinted a micropatterned "FDU" (for Fudan University) into the polymer, like pressing a pattern into a wax seal on an envelope, and then cured the image with green light. To create the polarization pattern on top of the structural image, the researchers placed a stencil of the university's seal over the film and then exposed it to polarized light, which changed the orientation of the azobenzene molecules in the polymer. The process created a pattern that's not visible in ambient light but is revealed in polarized light.

Under ordinary light, the resulting film showed the FDU letters as the light reflected off the structural image. Then the film revealed the university's seal when polarized light shone through it. Because both images are created without chemically changing the material's molecular structure, the film has the added benefit of being rewritable, allowing the user to pattern new images when needed. The researchers say their dual-mode, ambient and polarized light film has potential value for a wide variety of high-level security applications, like seals for authenticating paper money or ID badges.
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      Strange &amp; Offbeat News

      Quirky stories from all of ScienceDaily's health, technology, environment, and society sections.


      
        Researchers solve 2,000-year-old mystery of the shipworm
        They bedeviled ancient Greek navies, helped shipwreck Christopher Columbus, aided in the sinking of the Spanish Armada and caused the wharves in San Francisco Bay to collapse into the sea, but until now, scientists have been unable to pinpoint exactly how shipworms -- a family of mollusks -- are able to cause such damage. A team of researchers has discovered that a population of symbiotic microbes, living in an overlooked sub-organ of the gut called the 'typhlosole,' have the ability to secrete t...

      

      
        Fishy mystery of marine reptile solved
        The identity of a prehistoric marine reptile has finally been revealed after experts discovered that some of its remains actually belonged to fish.

      

      
        Blood sausages and yak milk: Bronze Age cuisine of Mongolian nomads unveiled
        Bronze cauldrons were used by the inhabitants of the Mongolian steppe around 2,700 years ago to process animal blood and milk. This is shown by a protein analysis of archaeological finds from this period.

      

      
        Babies use 'helpless' infant period to learn powerful foundation models, just like ChatGPT
        Babies' brains are not as immature as previously thought, rather they are using the period of postnatal 'helplessness' to learn powerful foundation models similar to those underpinning generative Artificial Intelligence, according to a new study.

      

      
        'Weird' new planet retained atmosphere despite nearby star's relentless radiation
        A rare exoplanet that should have been stripped down to bare rock by its nearby host star's intense radiation somehow grew a puffy atmosphere instead -- the latest in a string of discoveries forcing scientists to rethink theories about how planets age and die in extreme environments. Nicknamed 'Phoenix' for its ability to survive its red giant star's radiant energy discovered planet illustrates the vast diversity of solar systems and the complexity of planetary evolution -- especially at the end ...

      

      
        Giant viruses found on Greenland ice sheet
        Giant viruses found on the Greenland ice sheet probably regulate the growth of snow algae on the ice by infecting them. Knowing how to control these viruses could help us reduce the rate of ice-melt.

      

      
        A new way of designing auxetic materials
        Auxetics defy common sense, widening when stretched and narrowing when compressed. Researchers have now made the process of using them much easier, paving the way for new types of auxetic products -- from better sneaker insoles to blast-resilient buildings.

      

      
        Using AI to decode dog vocalizations
        Have you ever wished you could understand what your dog is trying to say to you? Researchers are exploring the possibilities of AI, developing tools that can identify whether a dog's bark conveys playfulness or aggression.

      

      
        Some countries could meet their total electricity needs from floating solar panels
        Floating solar photovoltaic panels could supply all the electricity needs of some countries, new research has shown. The researchers calculated the daily electrical output for floating photovoltaics (FPV) on nearly 68,000 lakes and reservoirs around the world, using available climate data for each location.

      

      
        Gigantic Jurassic pterosaur fossil unearthed in Oxfordshire, UK
        A team of palaeontologists has discovered a fossil of a gigantic flying reptile from the Jurassic period with an estimated wingspan of more than three metres -- making it one of the largest pterosaurs ever found from that era.

      

      
        Unraveling the physics of knitting
        A team used experiments and simulations to quantify and predict how knit fabric response can be programmed. By establishing a mathematical theory of knitted materials, the researchers hope that knitting -- and textiles in general -- can be incorporated into more engineering and manufacturing applications.

      

      
        A technique for more effective multipurpose robots
        MIT researchers developed a technique to combine robotics training data across domains, modalities, and tasks using generative AI models. They create a combined strategy from several different datasets that enables a robot to learn to perform new tasks in unseen environments.

      

      
        Enhancing nanofibrous acoustic energy harvesters with artificial intelligence
        Scientists have employed artificial intelligence techniques to improve the design and production of nanofibers used in wearable nanofiber acoustic energy harvesters (NAEH). These acoustic devices capture sound energy from the environment and convert it into electrical energy, which can then be applied in useful devices, such as hearing aids.

      

      
        Brain waves shape the words we hear
        The timing of our brain waves shapes which words we hear. Researchers used psychophysics, neuroimaging, and computational modeling to test whether neural timing influences perception of more or less frequent speech sounds and words. Neural timing is sensitive to the probability of words vs. sounds in different brain regions, shaping sound and word recognition.

      

      
        Captivating blue-colored ant discovered in India's remote Siang Valley
        A new species of blue ant was discovered in Yingku village in Arunachal Pradesh, Northeastern India. It was named Paraparatrechina neela, after the word 'neela' which means blue in various Indian languages. Its unique blue coloration makes it stand out among other ant species.

      

      
        Food drove the evolution of giraffes' long neck
        A study explores body proportions of Masai giraffes, lending insight into why giraffes have such long necks and how this trait might have evolved.

      

      
        How sharks survived a major spike in Earth's temperature
        The sharks we know today as the open ocean's top predators evolved from stubby bottom dwellers during a dramatic episode of global warming millions of years ago.

      

      
        The unexpected connection between brewing coffee and understanding turbulence
        Using unconventional statistical mechanics to understand fluid dynamics, a professor helped solve a 150 year old physics problem of how turbulent fluids move through a pipe.

      

      
        An unlikely hero in evolution: Worms
        One of Earth's most consequential bursts of biodiversity -- a 30-million-year period of explosive evolutionary changes spawning innumerable new species -- may have the most modest of creatures to thank for the vital stage in life's history: worms.

      

      
        Could the world famous Roman Baths help scientists counter the challenge of antibiotic resistance?
        A new study has uncovered a diverse array of microorganisms within the hot waters of the Roman Baths, regularly listed among the UK's most popular tourist attractions. Tests showed 15 of the isolated bacteria -- including examples of Proteobacteria and Firmicutes -- displayed varying levels of inhibition against human pathogens including E.coli, Staphylococcus Aureus and Shigella flexneri.

      

      
        Glimpses of a volcanic world: New telescope images of Jupiter's moon Io rival those from spacecraft
        Combining a new imaging instrument with the powerful adaptive optics capabilities of the Large Binocular Telescope, astronomers have captured a volcanic event on Jupiter's moon Io at a resolution never before achieved with Earth-based observations.

      

      
        'Ugly' fossil places extinct saber-toothed cat on Texas coast
        This fossil looks like a lumpy, rounded rock with a couple of exposed teeth that are a little worse for wear, having been submerged and tumbled along the floor of the Gulf of Mexico for thousands of years before washing up on a beach. But when it was X-rayed a doctoral student saw there was more to the fossil that met the eye: a hidden canine tooth that had not yet erupted from the jaw bone. It was just what researchers needed to identify the fossil as belonging to a Homotherium, a genus of large...

      

      
        Scientists invent 'living bioelectronics' that can sense and heal skin
        Reaserchers have created a prototype for what they call 'living bioelectronics': a combination of living cells, gel, and electronics that can integrate with living tissue. Tests in mice found that the devices could continuously monitor and improve psoriasis-like symptoms, without irritating skin.

      

      
        NASA's James Webb Space Telescope finds most distant known galaxy
        Over the last two years, scientists have used NASA's James Webb Space Telescope to explore what astronomers refer to as Cosmic Dawn -- the period in the first few hundred million years after the big bang where the first galaxies were born.

      

      
        Picture this: Snapping photos of our food could be good for us
        Research reveals taking pictures of food isn't just content for our social media feeds, but could be the key to improving people's diets.

      

      
        Origins of 'Welsh dragons' finally exposed by experts
        A large fossil discovery has helped shed light on the history of dinosaurs in Wales.

      

      
        Local bright spot among melting glaciers: 2000 km of Antarctic ice-covered coastline has been stable for 85 years
        A whaler's forgotten aerial photos from 1937 have given researchers the most detailed picture of the ice evolution in East Antarctica to date. The results show that the ice has remained stable and even grown slightly over almost a century, though scientists observe early signs of weakening. The research offers new insights that enhance predictions of ice changes and sea level rise.
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Researchers solve 2,000-year-old mystery of the shipworm | ScienceDaily
They bedeviled ancient Greek navies, helped shipwreck Christopher Columbus, aided in the sinking of the Spanish Armada and caused the wharves in San Francisco Bay to collapse into the sea, but until now, scientists have been unable to pinpoint exactly how shipworms -- a family of mollusks -- are able to cause such damage. A team of researchers, jointly led by the University of Massachusetts Amherst and the University of Plymouth, along with collaborators from the University of Maine and UMass Chan Medical School, have discovered that a population of symbiotic microbes, living in an overlooked sub-organ of the gut called the "typhlosole," have the ability to secrete the enzymes needed to digest lignin -- the toughest part of wood.


						
"Shipworms are such important animals," says Reuben Shipway, co-corresponding author of the research published recently in International Biodeterioration and Biodegradation and who initiated this work as part of his postdoctoral fellowship at UMass Amherst. "They are found throughout the world's oceans and not only have they changed history, they are also ecosystem engineers and play a fundamental role in cycling carbon in aquatic environments. It's incredible that we haven't had a full understanding of how they do this."

Wood is a miraculous substance: flexible and tough, its stringy but nutritious cellulose can make a great meal -- but only for those living things that can digest it and also get through the layer of lignin, a tough, armor-like substance that surrounds the cellulose like "wrap rage"-inducing packaging around your favorite treat. Microbiologists have long known that those animals capable of digesting lignin -- like termites -- host specialized, symbiotic colonies of microbes in their guts that do the work of breaking the lignin down for them. "But," says lead author Barry Goodell, recently retired professor of microbiology at UMass Amherst and emeritus professor at the University of Maine, "the shipworm's digestive tract has long been thought to be virtually sterile."

How then do shipworms do what they do?

Goodell and Shipway have spent the better part of the last decade trying to answer this question, testing a variety of innovative hypotheses -- none of which gave up the shipworms' secret.

"We decided to take a very careful look at the shipworm's gut again," says Goodell, "on the off chance that the last hundred years' worth of researchers missed something."

Indeed, that appears to be the case.




It turns out that shipworms have a curious sub-organ, called a typhlosole -- "it looks like Salvador Dali's mustache upside down," says Shipway -- that is embedded in the mollusk's digestive tract. Previous researchers had thought that it served as a mixing structure, but, when Goodell and Shipway did some precise culturing work, then enlisted the aid of the Argonne National Lab's facilities for metagenomic analysis as well as the advanced genetic-probe-microscopy technique at the UMass Amherst Institute for Applied Life Sciences, they found what generations of researchers had overlooked: hidden clusters of bacterial symbionts with the capability to produce lignin-digesting enzymes.

Not only does this research help to solve a longstanding mystery, but the findings may also have important practical application. Biotech companies are searching for new enzymes that can digest recalcitrant substrates more efficiently than current bio-industrial processes allow, and new sources of enzymes that can open the structure of biomass residues are very important in growing this field. Furthermore, previous shipworm symbionts have proven to be a treasure trove of natural products -- such as novel anti-parasitic antibiotics -- which may have significant impacts on human health.

On the climate change front, research such as this can help refine models predicting how CO2 and other greenhouse gasses are released into the environment, especially given that large amounts of woody debris on land winds up in the ocean, where much of it passes through the shipworm gut.

Finally, other animal species, including other mollusks, the common earthworm and even the tadpole stages of frogs, also possess a typhlosole that has not been thoroughly studied before. If symbionts similar to those in shipworms were found in those animals, it could change our understanding of how those animals also make their way in the world. "It's very satisfying," says Goodell of the research. "We've been trying to crack this mystery for years and we finally discovered the shipworm's hidden bacterial symbiont secret."
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Fishy mystery of marine reptile solved | ScienceDaily
The identity of a local prehistoric marine reptile has finally been revealed after experts discovered that some of its remains actually belonged to fish.


						
Now scientists from the University of Bristol and University of Southampton can reveal that bones found in Triassic rocks in 1935 are one of the last thalattosaurs, a large sea-lizard that behaved like an otter.

For years it was assumed the ancient animal was one of the first choristoderes, another group of crocodile-like marine reptiles. However in the study, published today in Journal of Vertebrate Paleontology, the team examined the original name-bearing specimen from 1935. They compared this to a remarkable new specimen of Pachystropheus, known as 'Annie', that contains hundreds of bones from several individuals, as well as evidence of sharks, bony fish, and even terrestrial dinosaurs.

Jacob Quinn, who is studying for his Masters in Palaeobiology at Bristol's School of Earth Sciences, travelled with the two specimens to Southampton where they were CT scanned, producing stacks of X-rays through the blocks that allowed him to reconstruct a complete 3D model of everything buried in the blocks.

"Thalattosaurs existed throughout the Triassic," explained Jacob. "Some of them reached four metres (13 feet) in length and would have been the terrors of the seas. But our Pachystropheus was only a metre long, and half of that was its long tail. It had a long neck too, a small head the size of a matchbox, which we haven't found, and four paddles. If it was like its relatives, it would have had lots of sharp little teeth, ideal for snatching fish and other small, wriggly prey."

"Previously Pachystropheus had been identified as the first of the choristoderes, another group of crocodile-like marine reptiles, and it was treated as very important because it was the oldest," said Professor Mike Benton, one of Jacob's supervisors. "Jacob was able to show that some of the bones actually came from fishes, and the others that really belonged to Pachystropheus show it was actually a small thalattosaur. So, from being regarded as the first of the choristoderes, it's now identified as the last of the thalattosaurs."

Evangelos R. Matheau-Raven of Peterborough discovered Annie while on holiday in Somerset in 2018, and he then painstakingly pieced it back together and cleaned it to expose the bones in his spare time. He said: "I spotted parts of a fallen rock on the beach about 10m from the base of the cliff. I was thrilled as their exposed surfaces showed some fossil bones.




"It wasn't until a few days later that I could see that the pieces collected two days apart fitted together. After a few weeks of preparation, we could see that something special was emerging.

"The specimen took me some 350 hours and about a year to complete."

"Pachystropheus probably lived the life of a modern-day otter, eating small fish or invertebrates such as shrimps," says Dr David Whiteside, another supervisor. "These slender reptiles had long necks, a tail flattened for swimming, and remarkably robust forelimbs for a marine animal, which suggests Pachystropheus may have come onto land to feed or to avoid predators. At the time, the Bristol area, and indeed much of Europe, was shallow seas, and these animals may have lived in a large colony in the warm, shallow waters surrounding the island archipelago."

Annie will now be housed Bristol Museum & Art Gallery for further study.
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Blood sausages and yak milk: Bronze Age cuisine of Mongolian nomads unveiled | ScienceDaily
Bronze cauldrons were used by the inhabitants of the Mongolian steppe around 2,700 years ago to process animal blood and milk. This is shown by a protein analysis of archaeological finds from this period.


						
Scattered across the Eurasian steppe, archaeologists repeatedly come across metal cauldrons from the Bronze Age during excavations. However, it was previously unclear exactly what they were used for. Now, an international study led by researchers at the University of Basel and published in the journal Scientific Reports reveals their secret: Mongolian nomads collected blood from slaughtered animals, presumably for sausage production, in these cauldrons and may have also fermented milk in them, mainly from yaks.

The research team led by Dr. Shevan Wilkin from the University of Basel carried out extensive protein analyses on two metal cauldrons that were discovered in 2019 by herders in northern Mongolia, along with other artifacts. According to radiocarbon dating, the cauldrons date back to the late Bronze Age, i.e. they were in use around 2,700 years ago.

Animal blood in the diet has a long tradition

In the cauldrons, the researchers identified blood remains from ruminants, mainly sheep and goats. "Various historical accounts of the steppe dwellers claim that they regularly drank blood," explains Dr. Bryan Miller from the University of Michigan, USA, co-author of the study. The new findings now provide a clearer idea of how blood may have been incorporated into the diet of the steppe dwellers.

The researchers suspect that blood was collected in the cauldrons during slaughtering to make blood sausages -- a practice similar to contemporary culinary customs in Mongolia. "These parallels with modern times, together with well-founded historical accounts of diet and slaughtering practices in the region, suggest that the processing of blood was a traditional part of Mongolia's food culture," says study leader Shevan Wilkin. Sausage production was also an important preservation method for other steppe peoples.

Yaks domesticated earlier than thought

In addition to blood proteins, the cauldrons also contained traces of milk, particularly from domestic cattle and yaks. "This shows that yaks were domesticated and milked in Mongolia much earlier than previously assumed," notes Wilkin. The milk might have been fermented in the cauldrons in order to preserve it in the form of yogurt, or it might have been an ingredient in the production of sausages.

"Our discoveries offer insights into the traditions and diet of Bronze Age nomads and shed light on the diverse culinary methods of ancient civilizations," explains Wilkin. In addition to the Universities of Basel and Michigan, experts from the Max Planck Institute for Geoanthropology in Jena and the National Museum of Mongolia were also involved in the research project.
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Babies use 'helpless' infant period to learn powerful foundation models, just like ChatGPT | ScienceDaily
Babies' brains are not as immature as previously thought, rather they are using the period of postnatal 'helplessness' to learn powerful foundation models similar to those underpinning generative Artificial Intelligence, according to a new study.


						
The study, led by a Trinity College Dublin neuroscientist and just published in the journal Trends in Cognitive Sciences, finds for the first time that the classic explanation for infant helplessness is not supported by modern brain data.

Compared to many animals, humans are helpless for a long time after birth. Many animals, such as horses and chickens, can walk on the day they are born. This protracted period of helplessness puts human infants at risk and places a huge burden on the parents, but surprisingly has survived evolutionary pressure.

"Since the 1960s scientists have thought that the helplessness exhibited by human babies is due to the constraints of birth. The belief was that with big heads human babies have to be born early, resulting in immature brains and a helpless period that extends up to one year of age. We wanted to find out why human babies were helpless for such a long period," explains Professor Rhodri Cusack, Professor of Cognitive Neuroscience, and lead author of the paper.

The research team comprised Prof. Cusack, who measures development of the infant brain and mind using neuroimaging; Prof. Christine Charvet, Auburn University, USA, who compares brain development across species; and Dr. Marc'Aurelio Ranzato, a senior AI researcher at DeepMind.

"Our study compared brain development across animal species. It drew from a long-standing project, Translating Time, that equates corresponding ages across species to establish that human brains are more mature than many other species at birth," says Prof. Charvet.

The researchers used brain imaging and found that many systems in the human infant's brain are already functioning and processing the rich streams of information from the senses. This contradicts the long-held belief that many infant brain systems are too immature to function.




The team then compared learning in humans with the latest machine learning models, where deep neural networks benefit from a 'helpless' period of pre-training.

In the past, AI models were directly trained on tasks for which they were needed for example a self-driving car was trained to recognise what they see on a road. But now models are initially pre-trained to see patterns within vast quantities of data, without performing any task of importance. The resulting foundation model is subsequently used to learn specific tasks. It has been found this ultimately leads to quicker learning of new tasks and better performance.

"We propose that human infants similarly use the 'helpless' period in infancy to pre-train, learning powerful foundation models, which go on to underpin cognition in later life with high performance and rapid generalisation. This is very similar to the powerful machine learning models that have led to the big breakthroughs in generative AI in recent years, such as OpenAI's ChatGPT or Google's Gemini," Prof. Cusack explained.

The researchers say that future research on how babies learn could well inspire the next generation of AI models.

"Although there have been big breakthroughs in AI, foundation models consume vast quantities of energy and require vastly more data than babies. Understanding how babies learn may inspire the next generation of AI models. The next steps in research would be to directly compare learning in brains and AI," he concluded.
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'Weird' new planet retained atmosphere despite nearby star's relentless radiation | ScienceDaily
A rare exoplanet that should have been stripped down to bare rock by its nearby host star's intense radiation somehow grew a puffy atmosphere instead -- the latest in a string of discoveries forcing scientists to rethink theories about how planets age and die in extreme environments.


						
Nicknamed "Phoenix" for its ability to survive its red giant star's radiant energy, the newly discovered planet illustrates the vast diversity of solar systems and the complexity of planetary evolution -- especially at the end of stars' lives.

The findings are published in The Astronomical Journal.

"This planet isn't evolving the way we thought it would, it appears to have a much bigger, less dense atmosphere than we expected for these systems," said Sam Grunblatt, a Johns Hopkins University astrophysicist who led the research. "How it held on to that atmosphere despite being so close to such a large host star is the big question."

The new planet belongs to a category of rare worlds called "hot Neptunes" because they share many similarities with the solar system's outermost, frozen giant despite being far closer to their host stars and far hotter. Officially named TIC365102760 b, the latest puffy planet is surprisingly smaller, older, and hotter than scientists thought possible. It is 6.2 times bigger than Earth, completes an orbit around its parent star every 4.2 days, and is about 6 times closer to its star than Mercury is to the Sun.

Because of Phoenix's age and scorching temperatures, coupled with its unexpectedly low density, the process of stripping its atmosphere must have occurred at a slower pace than scientists thought possible, the scientists concluded. They also estimated that the planet is 60 times less dense than the densest "hot Neptune" discovered to date, and that it won't survive more than 100 million years before it begins dying by spiraling into its giant star.

"It's the smallest planet we've ever found around one of these red giants, and probably the lowest mass planet orbiting a [red] giant star we've ever seen," Grunblatt said. "That's why it looks really weird. We don't know why it still has an atmosphere when other 'hot Neptunes' that are much smaller and much denser seem to be losing their atmospheres in much less extreme environments."

Grunblatt and his team were able to gain such insights by devising a new method for fine-tuning data from NASA's Transiting Exoplanet Survey Satellite. The satellite's telescope can spot low-density planets as they dim the brightness of their host stars when passing in front of them. But Grunblatt's team filtered out unwanted light in the images and then combined them with additional measurements from the W.M. Keck Observatory on Hawaii's Maunakea volcano, a facility that tracks the tiny wobbles of stars caused by their orbiting planets.




The findings could help scientists better understand how atmospheres like Earth's might evolve, Grunblatt said. Scientists predict that in a few billion years the sun will expand into a red giant star that will swell up and engulf Earth and the other inner planets.

"We don't understand the late-stage evolution of planetary systems very well," Grunblatt said. "This is telling us that maybe Earth's atmosphere won't evolve exactly how we thought it would."

Puffy planets are often composed of gases, ice, or other lighter materials that make them overall less dense than any planet in the solar system. They are so rare that scientists believe only about 1% of stars have them. Exoplanets like Phoenix are not as commonly discovered because their smaller sizes make them harder to spot than bigger, denser ones, Grunblatt said. That's why his team is searching for more of these smaller worlds. They already have found a dozen potential candidates with their new technique.

"We still have a long way to go in understanding how planetary atmospheres evolve over time," Grunblatt said.

Other authors are: Nicholas Saunders, Daniel Huber, and Ashley Chontos of the University of Hawaii at Manoa; Daniel Thorngren and Kevin Schlaufman of Johns Hopkins University; Shreyas Vissapragada and Stephanie Yoshida of Harvard University; Steven Giacalone, Emma Turtelboom, and Howard Isaacson of the University of California, Berkeley; Mason Macdougall of the University of California, Los Angeles; Corey Beard of the University of California, Irvine; Joseph M. Akana Murphy of the University of California, Santa Cruz; Malena Rice of Yale University; Ruth Angus of the American Museum of Natural History, Flatiron Institute, and Columbia University; and Andrew W. Howard of the California Institute of Technology.

This work was supported by a NASA Keck PI Data Award, administered by the NASA Exoplanet Science Institute. Data from the Keck Observatory came via telescope time allocated to NASA.

The scientists wish to recognize and acknowledge the significant cultural role and reverence that the summit of Maunakea has within the Indigenous Hawaiian community.
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Giant viruses found on Greenland ice sheet | ScienceDaily
Every spring when the sun rises in the Arctic after months of darkness, life returns. The polar bears pop up from their winter lairs, the arctic tern soar back from their long journey south and the musk oxen wade north.


						
But the animals are not the only life being reawakened by the spring sun. Algae lying dormant on the ice starts blooming in spring blackening large areas of the ice.

When the ice blackens it's ability to reflect the sun diminishes and this accelerates the melting of the ice. Increased melting exacerbates global warming.

But researchers might have found a way to control the snow algae growth -- and maybe in the long run reduce some of the ice from melting. Living on the ice alongside the algae, postdoc Laura Perini from the Department of Environmental Science at Aarhus University and her colleagues, have found giant viruses.

She suspects that the viruses feed on the snow algae and could work as a natural control mechanism on the algae blooms.

"We don't know a lot about the viruses, but I think they could be useful as a way of alleviating ice melting caused by algal blooms. How specific they are and how efficient it would be, we do not know yet. But by exploring them further, we hope to answer some of those questions," she says.

Bigger than bacteria

Viruses are normally much smaller than bacteria. Regular viruses measure 20-200 nanometers in size, whereas a typical bacteria is 2-3 micrometers. In other words a normal virus is around 1000 times smaller than a bacteria.




That is not the case with giant viruses though.

Giant viruses grow to the size of 2.5 micrometers. That is bigger than most bacteria.

But the giant viruses are not only bigger in size. Their genome is much bigger than regular viruses. Bacteriophages -- virus infecting bacteria -- have between 100,000 and 200,000 letters in their genome. Giant viruses have around 2,500,000.

Never found on the ice before

Giant viruses were first discovered in 1981, when researchers found them in the ocean. These viruses had specialized in infecting green algae in the sea. Later, giant viruses were found in soil on land and even in humans.

But it's the first time that giant viruses have been found living on the surface ice and snow dominated by microalgae, Laura Perini explains.




"We analyzed samples from dark ice, red snow and melting holes (cryoconite). In both the dark ice and red snow we found signatures of active giant viruses. And that is the first time they've been found on surface ice and snow containing a high abundance of pigmented microalgae.

"A few years ago everyone thought this part of the world to be barren and devoid of life. But today we know that several microorganisms live there -- including the giant viruses."

"There's a whole ecosystem surrounding the algae. Besides bacteria, filamentous fungi and yeasts, there are protists eating the algae, different species of fungi parasitizing them and the giant viruses that we found, infecting them.

"In order to understand the biological controls acting on the algal blooms, we need to study these last three groups."

Haven't seen them with the naked eye

Even though the viruses are giant, they can't be seen with the naked eye. Laura Perini hasn't even seen them with a light microscope yet. But she hopes to do so in the future.

"The way we discovered the viruses was by analyzing all the DNA in the samples we took. By sifting through this huge dataset looking for specific marker genes, we found sequences that have high similarity to known giant viruses," she explains.

To make sure that the viral DNA didn't come from long dead microorganisms, but from living and active viruses, they also extracted all the mRNA from the sample.

When the sequences of the DNA that form genes are activated, they are transcribed into single stranded pieces called mRNA. These pieces work as recipes for building the proteins the virus needs. If they are present the virus is alive.

"In the total mRNA sequenced from the samples, we found the same markers as in the total DNA, so we know they have been transcribed. It means that the viruses are living and active on the ice," she says.

DNA and RNA in viruses

At the center of the giant viruses is a cluster of DNA. That DNA contains all the genetic information or recipes needed to create proteins -- the chemical compounds that are doing most of the work in the virus.

But in order to use those recipes, the virus needs to transcribe them from double-stranded DNA to single stranded mRNA.

Normal viruses can't do that. Instead they have strands of RNA floating around in the cell waiting to be activated, when the virus infects an organism and hijacks its cellular production facilities.

Giant viruses can do that themselves which makes them very different from normal viruses.

Whereas DNA from dead viruses can be found in samples, mRNA is broken down much faster. mRNA is therefore an important marker of viral activity. In other words mRNA-recipes of certain proteins show that the viruses are alive and kicking.

Not sure exactly how they work

Because giant viruses are a relatively new discovery not a lot is known about them. In contrast to most other viruses they have a lot of active genes that enable them to repair, replicate, transcribe and translate DNA.

But why that is and exactly what they use it for is not known.

"Which hosts the giant viruses infect, we can't link exactly. Some of them may be infecting protists while others attack the snow algae. We simply can't be sure yet," Laura Perini says.

She's working hard on discovering more about the giant viruses and has more research coming out soon.

"We keep studying the giant viruses to learn more about their interactions and what is exactly is their role in the ecosystem. Later this year we'll release another scientific with some more info on giant viruses infecting a cultivated microalgae thriving on the surface ice of the Greenland Ice Sheet," she concludes.
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A new way of designing auxetic materials | ScienceDaily
Imagine pulling on the long ends of a rectangular piece of rubber.


						
It should become narrower and thinner.

But what if, instead, it got wider and fatter?

Now, push in on those same ends. What if the rubber became narrower and thinner?

Such common-sense-defying materials do exist. They're called auxetics, and they have a raft of unique properties that make them well-suited for sneaker insoles, bomb-resilient buildings, car bumpers and clothing.

Despite this great potential, auxetic products have been slow to market. Researchers at the National Institute of Standards and Technology (NIST) and the University of Chicago hope to change this.

In a new study published in NPJ Computational Materials, they announced they've developed a new tool that makes designing materials with auxetic properties easier and faster. An algorithm, the tool enables precise three-dimensional design of auxetics.




"It's a huge advance for auxetics," said NIST materials research engineer Edwin Chan, a study co-author. "We can actually optimize the material to have whatever particular mechanical properties and behavior that you want."

The behavior of elastic materials is partially described by Poisson's ratio, which explains how the material changes shape when you stretch or squeeze it in one direction.

Most materials have a positive Poisson's ratio, which means squeezing them in one direction will make them wider and/or thicker in other directions. Stretching them makes them narrower and/or thinner.

Auxetics have a negative value of Poisson's ratio and do exactly the reverse.

When you punch a nonauxetic material, it gets thinner and expands laterally. When you punch an auxetic, the material bunches up and narrows in width. Under the right circumstances, this provides greater resistance to impact.

For example, if you punch a bag full of water (like you would carry for hiking), the water within it will flow away from the point of impact. If the bag were full of an auxetic foam when you punched it, though, the material would grow denser and stiffen.




This is one of the reasons auxetics are being considered for use in buildings and automobiles. They have the potential to offer greater protection from explosions and collisions. In a sneaker insole, an auxetic gel or rubber foam might better cushion the foot when it strikes the ground.

In clothing, auxetic nylons, fibers and other synthetic materials could prove more comfortable than traditional materials. Since they widen when stretched, they more effectively distribute pressure across the body, potentially relieving strain on the back, joints, neck or shoulders. One study on using auxetic materials in bra straps found that "auxetic polyester and nylon structures exhibited remarkable pressure distribution capabilities."

The design tool devised by the NIST and University of Chicago scientists is an "inverse design" algorithm, which means users can input their desired value for their auxetic material's Poisson's ratio. The algorithm then proposes an optimized structure for the material.

Another way of expressing Poisson's ratio is that it describes the relationship between shape and volume when one of these changes. The new algorithm allows for fine-tuning this relationship to create auxetic materials that behave in ways you couldn't find in nature.

"Our research is a beautiful example of theoretical, experimental and computational science working together to realize something new," said NIST materials research engineer Marcos Reyes-Martinez. "Having a way to make auxetics better will allow them to become more prevalent in our everyday lives."

The researchers patented the algorithm as well as the underlying methodology and its implementation using 3D printing.
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Using AI to decode dog vocalizations | ScienceDaily
Have you ever wished you could understand what your dog is trying to say to you? University of Michigan researchers are exploring the possibilities of AI, developing tools that can identify whether a dog's bark conveys playfulness or aggression.


						
The same models can also glean other information from animal vocalizations, such as the animal's age, breed and sex. A collaboration with Mexico's National Institute of Astrophysics, Optics and Electronics (INAOE) Institute in Puebla, the study finds that AI models originally trained on human speech can be used as a starting point to train new systems that target animal communication.

The results were presented at the Joint International Conference on Computational Linguistics, Language Resources and Evaluation.

"By using speech processing models initially trained on human speech, our research opens a new window into how we can leverage what we built so far in speech processing to start understanding the nuances of dog barks," said Rada Mihalcea, the Janice M. Jenkins Collegiate Professor of Computer Science and Engineering, and director of U-M's AI Laboratory.

"There is so much we don't yet know about the animals that share this world with us. Advances in AI can be used to revolutionize our understanding of animal communication, and our findings suggest that we may not have to start from scratch."

One of the prevailing obstacles to developing AI models that can analyze animal vocalizations is the lack of publicly available data. While there are numerous resources and opportunities for recording human speech, collecting such data from animals is more difficult.

"Animal vocalizations are logistically much harder to solicit and record," said Artem Abzaliev, lead author and U-M doctoral student in computer science and engineering. "They must be passively recorded in the wild or, in the case of domestic pets, with the permission of owners."

Because of this dearth of usable data, techniques for analyzing dog vocalizations have proven difficult to develop, and the ones that do exist are limited by a lack of training material. The researchers overcame these challenges by repurposing an existing model that was originally designed to analyze human speech.




This approach enabled the researchers to tap into robust models that form the backbone of the various voice-enabled technologies we use today, including voice-to-text and language translation. These models are trained to distinguish nuances in human speech, like tone, pitch and accent, and convert this information into a format that a computer can use to identify what words are being said, recognize the individual speaking, and more.

"These models are able to learn and encode the incredibly complex patterns of human language and speech," Abzaliev said. "We wanted to see if we could leverage this ability to discern and interpret dog barks."

The researchers used a dataset of dog vocalizations recorded from 74 dogs of varying breed, age and sex, in a variety of contexts. Humberto Perez-Espinosa, a collaborator at INAOE, led the team who collected the dataset. Abzaliev then used the recordings to modify a machine-learning model -- a type of computer algorithm that identifies patterns in large data sets. The team chose a speech representation model called Wav2Vec2, which was originally trained on human speech data.

With this model, the researchers were able to generate representations of the acoustic data collected from the dogs and interpret these representations. They found that Wav2Vec2 not only succeeded at four classification tasks; it also outperformed other models trained specifically on dog bark data, with accuracy figures up to 70%.

"This is the first time that techniques optimized for human speech have been built upon to help with the decoding of animal communication," Mihalcea said. "Our results show that the sounds and patterns derived from human speech can serve as a foundation for analyzing and understanding the acoustic patterns of other sounds, such as animal vocalizations."

In addition to establishing human speech models as a useful tool in analyzing animal communication -- which could benefit biologists, animal behaviorists and more -- this research has important implications for animal welfare. Understanding the nuances of dog vocalizations could greatly improve how humans interpret and respond to the emotional and physical needs of dogs, thereby enhancing their care and preventing potentially dangerous situations, the researchers said.
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Some countries could meet their total electricity needs from floating solar panels | ScienceDaily
Floating solar photovoltaic panels could supply all the electricity needs of some countries, new research has shown.


						
The study, by researchers from Bangor and Lancaster Universities and the UK Centre for Ecology & Hydrology, aimed to calculate the global potential for deploying low-carbon floating solar arrays. The researchers calculated the daily electrical output for floating photovoltaics (FPV) on nearly 68,000 lakes and reservoirs around the world, using available climate data for each location.

The researchers' calculations included lakes and reservoirs where floating solar technology is most likely to be installed. They were no more than 10km from a population centre, not in a protected area, didn't dry up and didn't freeze for more than six months each year. The researchers calculated output based on FPV covering just 10% of their surface area, up to a maximum of 30 km2.

While output fluctuated depending on altitude, latitude and season, the potential annual electricity generation from FPV on these lakes was 1302 terawatt hours (TWh), around four times the total annual electricity demand of the UK.

The findings are published today [4 June 2024] in Nature Water.

FPV have a number of additional advantages over land-based solar installations: they free up land for other uses and they keeps panels cooler, making them more efficient.

There is some evidence for other environmental benefits, including reducing water loss through evaporation, by sheltering the lake surface from the sun and wind; and reducing algal blooms by limiting light and preventing nutrient circulation. However, the researchers warn that further research is needed on the overall environmental impact of FPV. They suggest that decisions to deploy FPV should consider the intended function of water bodies and how they are used, as well as the potential ecological impact.




Lead author of the paper, Dr Iestyn Woolway of Bangor University said: "We still don't know exactly how floating panels might affect the ecosystem within a natural lake, in different conditions and locations. But the potential gain in energy generation from FPV is clear, so we need to put that research in place so this technology can be safely adopted. We chose 10% of a lake's surface area as a likely safe level of deployment, but that might need to be reduced in some situations, or could be higher in others."

When the figures were considered country-by-country, five nations could meet their entire electricity needs from FPV, including Papua New Guinea, Ethiopia and Rwanda. Others, such as Bolivia and Tonga, would come very close, respectively meeting 87% and 92% of electricity demand.

Many countries, mainly from Africa, the Caribbean, South America and Central Asia, could meet between 40% and 70% of their annual electricity demand through FPV. In Europe, Finland could meet 17% of its electricity demand from FPV and Denmark, 7%.

The UK could produce 2.7 TWh of electricity each year from FPV, the researchers found. While this is just under 1% of overall electricity demand, it would provide electricity for around one million homes, based on the current Ofgem estimate of average electricity usage per household of 2,700 kWh.

There are currently very few FPV installations in the UK, with the largest a 6.3MW floating solar farm on the Queen Elizabeth II reservoir, near London.

Dr Woolway said: "Even with the criteria we set to create a realistic scenario for deployment of FPV, there are benefits across the board, mainly in lower income countries with high levels of sunshine, but also in Northern European countries as well. The criteria we chose were based on obvious exclusions, such as lakes in protected areas, but also on what might reduce the cost and risks of deployment."

Co-author Professor Alona Armstrong of Lancaster University said: "Our work shows there is much potential for FPV around the world. But deployments need to be strategic, considering the consequences for energy security, nature and society, as well as Net Zero."

The research is funded by the Natural Environment Research Council, part of UK Research and Innovation.
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Gigantic Jurassic pterosaur fossil unearthed in Oxfordshire, UK | ScienceDaily
A team of palaeontologists has discovered a fossil of a gigantic flying reptile from the Jurassic period with an estimated wingspan of more than three metres -- making it one of the largest pterosaurs ever found from that era.


						
Excavated from a gravel pit near Abingdon-on-Thames, Oxfordshire, the fossil includes part of the pterosaur's wing bone, which was broken into three pieces but still well-preserved.

Experts from the universities of Portsmouth and Leicester have published a paper on the specimen, which was topographically scanned and identified as belonging to an adult ctenochasmatoid; a group of pterosaurs known for their long, slender wings, long jaws and fine bristle-like teeth.

Professor David Martill from the University of Portsmouth said: "When the bone was discovered, it was certainly notable for its size. We carried out a numerical analysis and came up with a maximum wingspan of 3.75 metres. Although this would be small for a Cretaceous pterosaur, it's absolutely huge for a Jurassic one!

"This fossil is also particularly special because it is one of the first records of this type of pterosaur from the Jurassic period in the United Kingdom."

Pterosaurs from the Triassic and Jurassic periods typically had wingspans between one and a half and two metres, so were generally smaller than their later relatives from the Cretaceous period, which could have wingspans of up to 10 metres. However, this new discovery suggests that some Jurassic pterosaurs could grow much larger.

Professor Martill added: "This specimen is now one of the largest known pterosaurs from the Jurassic period worldwide, surpassed only by a specimen in Switzerland with an estimated wingspan of up to five metres."

Geologist, Dr James Etienne, discovered the specimen while hunting for fossil marine reptiles in June 2022 when the Late Jurassic Kimmeridge Clay Formation was temporarily exposed in the floor of a quarry. This revealed a number of specimens including bones from ichthyosaurs and plesiosaurs and other ancient sea creatures including ammonites and bivalves, marine crocodiles and sharks.

Dr Dave Unwin, from the University of Leicester, said: "Abfab, our nickname for the Abingdon pterosaur, shows that pterodactyloids, advanced pterosaurs that completely dominated the Cretaceous, achieved spectacularly large sizes almost immediately after they first appeared in the Middle Jurassic right about the time the dinosaurian ancestors of birds were taking to the air."
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Unraveling the physics of knitting | ScienceDaily
Knitting, the age-old craft of looping and stitching natural fibers into fabrics, has received renewed attention for its potential applications in advanced manufacturing. Far beyond their use for garments, knitted textiles are ideal for designing and fabricating emerging technologies like wearable electronics or soft robotics -- structures that need to move and bend.


						
Knitting transforms one-dimensional yarn into two-dimensional fabrics that are flexible, durable, and highly customizable in shape and elasticity. But to create smart textile design techniques that engineers can use, understanding the mechanics behind knitted materials is crucial.

Physicists from the Georgia Institute of Technology have taken the technical know-how of knitting and added mathematical backing to it. In a study led by Elisabetta Matsumoto, associate professor in the School of Physics, and Krishma Singal, a graduate researcher in Matsumoto's lab, the team used experiments and simulations to quantify and predict how knit fabric response can be programmed. By establishing a mathematical theory of knitted materials, the researchers hope that knitting -- and textiles in general -- can be incorporated into more engineering applications.

Their research paper, "Programming Mechanics in Knitted Materials, Stitch by Stitch," was published in the journal Nature Communications.

"For centuries, hand knitters have used different types of stitches and stitch combinations to specify the geometry and 'stretchiness' of garments, and much of the technical knowledge surrounding knitting has been handed down by word of mouth," said Matsumoto.

But while knitting has often been dismissed as unskilled, poorly paid "women's work," the properties of knits can be more complex than traditional engineering materials like rubbers or metals.

For this project, the team wanted to decode the underlying principles that direct the elastic behavior of knitted fabrics. These principles are governed by the nuanced interplay of stitch patterns, geometry, and yarn topology -- the undercrossings or overcrossings in a knot or stitch. "A lot of yarn isn't very stretchy, yet once knit into a fabric, the fabric exhibits emergent elastic behavior," Singal said.




"Experienced knitters can identify which fabrics are stretchier than others and have an intuition for its best application," she added. "But by understanding how these fabrics can be programmed and how they behave, we can expand knitting's application into a variety of fields beyond clothing."

Through a combination of experiments and simulations, Matsumoto and Singal explored the relationships among yarn manipulation, stitch patterns, and fabric elasticity, and how these factors work together to affect bulk fabric behavior. They began with physical yarn and fabric stretching experiments to identify main parameters, such as how bendable or fluffy the yarn is, and the length and radius of yarn in a given stitch.

They then used the experiment results to design simulations to examine the yarn inside a stitch, similar to an X-ray. It is difficult to see inside stitches during the physical measurements, so the simulations are used to see what parts of the yarn have interacted with other parts. The simulations are used to recreate the physical measurements as accurately as possible.

Through these experiments and simulations, Singal and Matsumoto showed the profound impact that design variations can have on fabric response and uncovered the remarkable programmability of knitting. "We discovered that by using simple adjustments in how you design a fabric pattern, you can change how stretchy or stiff the bulk fabric is," Singal said. "How the yarn is manipulated, what stitches are formed, and how the stitches are patterned completely alter the response of the final fabric."

Matsumoto envisions that the insights gleaned from their research will enable knitted textile design to become more commonly used in manufacturing and product design. Their discovery that simple stitch patterning can alter a fabric's elasticity points to knitting's potential for cutting-edge interactive technologies like soft robotics, wearables, and haptics.

"We think of knitting as an additive manufacturing technique -- like 3D printing, and you can change the material properties just by picking the right stitch pattern," Singal said.

Matsumoto and Singal plan to push the boundaries of knitted fabric science even further, as there are still numerous questions about knitted fabrics to be answered.

"Textiles are ubiquitous and we use them everywhere in our lives," Matsumoto said. "Right now, the hard part is that designing them for specific properties relies on having a lot of experience and technical intuition. We hope our research helps make textiles a versatile tool for engineers and scientists too."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/06/240604132017.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



A technique for more effective multipurpose robots | ScienceDaily
Let's say you want to train a robot so it understands how to use tools and can then quickly learn to make repairs around your house with a hammer, wrench, and screwdriver. To do that, you would need an enormous amount of data demonstrating tool use.


						
Existing robotic datasets vary widely in modality -- some include color images while others are composed of tactile imprints, for instance. Data could also be collected in different domains, like simulation or human demos. And each dataset may capture a unique task and environment.

It is difficult to efficiently incorporate data from so many sources in one machine-learning model, so many methods use just one type of data to train a robot. But robots trained this way, with a relatively small amount of task-specific data, are often unable to perform new tasks in unfamiliar environments.

In an effort to train better multipurpose robots, MIT researchers developed a technique to combine multiple sources of data across domains, modalities, and tasks using a type of generative AI known as diffusion models.

They train a separate diffusion model to learn a strategy, or policy, for completing one task using one specific dataset. Then they combine the policies learned by the diffusion models into a general policy that enables a robot to perform multiple tasks in various settings.

In simulations and real-world experiments, this training approach enabled a robot to perform multiple tool-use tasks and adapt to new tasks it did not see during training. The method, known as Policy Composition (PoCo), led to a 20 percent improvement in task performance when compared to baseline techniques.

"Addressing heterogeneity in robotic datasets is like a chicken-egg problem. If we want to use a lot of data to train general robot policies, then we first need deployable robots to get all this data. I think that leveraging all the heterogeneous data available, similar to what researchers have done with ChatGPT, is an important step for the robotics field," says Lirui Wang, an electrical engineering and computer science (EECS) graduate student and lead author of a paper on PoCo.




Wang's coauthors include Jialiang Zhao, a mechanical engineering graduate student; Yilun Du, an EECS graduate student; Edward Adelson, the John and Dorothy Wilson Professor of Vision Science in the Department of Brain and Cognitive Sciences and a member of the Computer Science and Artificial Intelligence Laboratory (CSAIL); and senior author Russ Tedrake, the Toyota Professor of EECS, Aeronautics and Astronautics, and Mechanical Engineering, and a member of CSAIL. The research will be presented at the Robotics: Science and Systems Conference.

Combining disparate datasets

A robotic policy is a machine-learning model that takes inputs and uses them to perform an action. One way to think about a policy is as a strategy. In the case of a robotic arm, that strategy might be a trajectory, or a series of poses that move the arm so it picks up a hammer and uses it to pound a nail.

Datasets used to learn robotic policies are typically small and focused on one particular task and environment, like packing items into boxes in a warehouse.

"Every single robotic warehouse is generating terabytes of data, but it only belongs to that specific robot installation working on those packages. It is not ideal if you want to use all of these data to train a general machine," Wang says.

The MIT researchers developed a technique that can take a series of smaller datasets, like those gathered from many robotic warehouses, learn separate policies from each one, and combine the policies in a way that enables a robot to generalize to many tasks.




They represent each policy using a type of generative AI model known as a diffusion model. Diffusion models, often used for image generation, learn to create new data samples that resemble samples in a training dataset by iteratively refining their output.

But rather than teaching a diffusion model to generate images, the researchers teach it to generate a trajectory for a robot. They do this by adding noise to the trajectories in a training dataset. The diffusion model gradually removes the noise and refines its output into a trajectory.

This technique, known as Diffusion Policy, was previously introduced by researchers at MIT, Columbia University, and the Toyota Research Institute. PoCo builds off this Diffusion Policy work.

The team trains each diffusion model with a different type of dataset, such as one with human video demonstrations and another gleaned from teleoperation of a robotic arm.

Then the researchers perform a weighted combination of the individual policies learned by all the diffusion models, iteratively refining the output so the combined policy satisfies the objectives of each individual policy.

Greater than the sum of its parts

"One of the benefits of this approach is that we can combine policies to get the best of both worlds. For instance, a policy trained on real-world data might be able to achieve more dexterity, while a policy trained on simulation might be able to achieve more generalization," Wang says.

Because the policies are trained separately, one could mix and match diffusion policies to achieve better results for a certain task. A user could also add data in a new modality or domain by training an additional Diffusion Policy with that dataset, rather than starting the entire process from scratch.

The researchers tested PoCo in simulation and on real robotic arms that performed a variety of tools tasks, such as using a hammer to pound a nail and flipping an object with a spatula. PoCo led to a 20 percent improvement in task performance compared to baseline methods.

"The striking thing was that when we finished tuning and visualized it, we can clearly see that the composed trajectory looks much better than either one of them individually," Wang says.

In the future, the researchers want to apply this technique to long-horizon tasks where a robot would pick up one tool, use it, then switch to another tool. They also want to incorporate larger robotics datasets to improve performance.

"We will need all three kinds of data to succeed for robotics: internet data, simulation data, and real robot data. How to combine them effectively will be the million-dollar question. PoCo is a solid step on the right track," says Jim Fan, senior research scientist at NVIDIA and leader of the AI Agents Initiative, who was not involved with this work.

This research is funded, in part, by Amazon, the Singapore Defense Science and Technology Agency, the U.S. National Science Foundation, and the Toyota Research Institute.
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Enhancing nanofibrous acoustic energy harvesters with artificial intelligence | ScienceDaily
Scientists at the Terasaki Institute for Biomedical Innovation (TIBI), have employed artificial intelligence techniques to improve the design and production of nanofibers used in wearable nanofiber acoustic energy harvesters (NAEH). These acoustic devices capture sound energy from the environment and convert it into electrical energy, which can then be applied in useful devices, such as hearing aids.


						
Many efforts have been made to capture naturally occurring and abundant energy sources from our surrounding environment. Relatively recent advances such as solar panels and wind turbines allow us to efficiently harvest energy from the sun and wind, convert it into electrical energy, and store it for various applications. Similarly, conversions of acoustic energy can be seen in amplifying devices such as microphones, as well as in wearable, flexible electronic devices for personalized healthcare.

Currently, there has been much interest in using piezoelectric nanogenerators -- devices that convert mechanical vibrations, stress, or strain into electrical power -- as acoustic energy harvesters. These nanogenerators can convert mechanical energy from sound waves to generate electricity; however, this conversion of sound waves is inefficient, as it occurs mainly in the high frequency sound range, and most environmental sound waves are in the low frequency range. Additionally, choosing optimal materials, structural design, and fabrication parameters make the production of piezoelectric nanogenerators challenging.

As described in their paper in Nano Research, the TIBI scientists' approach to these challenges was two-fold: first, they chose their materials strategically and elected to fabricate nanofibers using polyvinylfluoride (PVDF), which are known for their ability to capture acoustic energy efficiently. When making the nanofiber mixture, polyurethane (PU) was added to the PVDF solution to impart flexibility, and electrospinning (a technique for generating ultrathin fibers) was used to produce the composite PVDF/PU nanofibers.

Secondly, the team applied artificial intelligence (AI) techniques to determine the best fabrication parameters involved in electrospinning the PVDF/polyurethane nanofibers; these parameters included the applied voltage, electrospinning time, and drum rotation speed. Employing these techniques allowed the team to tune the parameter values to obtain maximum power generation from their PVDF/PU nanofibers.

To make their nanoacoustic energy harvester, the TIBI scientists fashioned their PVDF/PU nanofibers into a nanofibrous mat and sandwiched it between aluminum mesh layers that functioned as electrodes. The entire assembly was then encased by two flexible frames.

In tests against conventionally fabricated NAEHs, the resultant AI-generated PVDF/PU NAEHs were found to have better overall performance, yielding a power density level more than 2.5 times higher and a significantly higher energy conversion efficiency (66% vs 42%). Furthermore, the AI-generated PVDF/PU NAEHs were able to obtain these results when tested with a wide range of low-frequency sound -- well within the levels found in ambient background noise. This allows for excellent sound recognition and the ability to distinguish words with high resolution.

"Models using artificial intelligence optimization, such as the one described here, minimize time spent on trial and error and maximize the effectiveness of the finished product," said Ali Khademhosseini, Ph.D., TIBI's director and CEO. "This can have far-reaching effects on the fabrication of medical devices with significant practicability."
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Brain waves shape the words we hear | ScienceDaily
The timing of our brain waves shapes how we perceive our environment. We are more likely to perceive events when their timing coincides with the timing of relevant brain waves. Lead scientist Sanne ten Oever and her co-authors set out to determine whether neural timing also shapes speech perception. Is the probability of speech sounds or words encoded in our brain waves and is this information used to recognise words?


						
The team first created ambiguous stimuli for both sounds and words. For instance, the initial sounds in da and ga differ in probability: 'd' is more common than 'g'. The Dutch words dat "that" and gat "hole" also differ in word frequency: dat "that" is more common than gat "hole." For each stimulus pair, the researchers created a spoken stimulus that was in between. Next, participants were exposed to each ambiguous stimulus and asked to select what they thought they heard (for instance, dat or gat). The team used magnetoencephalography (MEG) to record the timing of brain waves.

Excitable phases

The researchers found that brain waves bias perception towards more probable sounds or words when stimuli were presented in a less 'excitable' brain wave phase. Perception was biased to less probable sounds or words when stimuli were presented in a more 'excitable' brain wave phase. This means that both the probability of an event and its timing influenced what people perceived.Brain regions classically associated with speech sounds vs. word processing were sensitive to the probability of occurrence of sounds vs. words. Computational modeling confirmed the relationship between neural timing and perception.

"We conclude that brain waves provide a temporal structure that enhances the brain's ability to predict and process speech based on the probability of linguistic units," says Ten Oever. "Predictable speech sounds and words have a lower threshold for activation, and our brain waves reflect this. Knowledge about how probable something is, and what it is (which phoneme or which word) work hand in hand to create language comprehension."

Predictive coding

"Our study has important consequences for theories of predictive coding, adds senior author Andrea Martin. "We show that the time (or phase) of information processing has direct consequences for whether something is interpreted as a more or less likely event, determining which words or sounds we hear. In the fields of speech and language processing, most emphasis has been put on the neural communication role of neural oscillations. However, we show that properties of phase coding are also used for interpreting speech input and recognising words."
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Captivating blue-colored ant discovered in India's remote Siang Valley | ScienceDaily
Nothing like the common red, black, or brown ants, a stunning blue ant has been discovered from Yingku village in Arunachal Pradesh, northeastern India. This new species belongs to the rare genus Paraparatrechina and has been named Paraparatrechina neela. The word "neela" signifies the color blue in most Indian languages -- a fitting tribute to the ant's unique coloration.


						
Entomologists Dr. Priyadarsanan Dharma Rajan and Sahanashree R, from Ashoka Trust for Research in Ecology and the Environment (ATREE) in Bengaluru, along with Aswaj Punnath from the University of Florida, collaborated to describe the remarkable new species. Their scientific description of the ant is published in the open-access journal ZooKeys.

"While exploring a tree hole about 10 feet up in a steep cattle track in the remote Yinku village one evening, something sparkled in the twilight. With the dim light available, two insects were sucked into an aspirator. To our surprise, we later found they were ants" said the researchers.

The ant was found during an expedition to Siang valley in Arunachal Pradesh to resurvey its biodiversity after the century-old 'Abhor expedition'. The original Abor expedition from the period of colonial rule in India was a punitive military expedition against the indigenous people there in 1911-1912. A scientific team also accompanied the military expedition, to document the natural history and geography of the Siang Valley. This expedition encountered several challenges, including hostile terrain, difficult weather conditions, and resistance from local tribes. Despite the challenges, it managed to explore and map large parts of the Siang Valley region, cataloguing every plant, frog, lizard, fish, bird & mammal and insects they found, with the discoveries published in several volumes from 1912 to 1922 in the Records of the Indian Museum.

Now, a century later, a team of researchers from ATREE and a documentation team from Felis Creations Bangalore have embarked on a series of expeditions under the banner "Siang Expedition," to resurvey and document the biodiversity of the region. This expedition was funded by the National Geographic Society through the wildlife-conservation expedition grant.

"Nestled within a Himalayan biodiversity hotspot, Arunachal Pradesh's Siang Valley presents a world of unparalleled diversity, much of it yet to be explored. However, this very richness, both cultural and ecological, faces unprecedented threats. Large-scale infrastructure projects like dams, highways, and military installations, along with climate change, are rapidly altering the valley. The impact extends beyond the valley itself, as these mountains play a critical role not only in sustaining their own diverse ecosystems but also in ensuring the well-being of millions of people living downstream," said Priyadarsanan Dharma Rajan, corresponding author of the paper.

Paraparatrechina neela is a small ant with a total length of less than 2mm. Its body is predominantly metallic blue, except for the antennae, mandibles, and legs. The head is subtriangular with large eyes, and has a triangular mouthpart (mandible) featuring five teeth. This species has a distinct metallic blue colour that is different from any other species in its genus.

Blue is relatively rare in the animal kingdom. Various groups of vertebrates, including fish, frogs, and birds, as well as invertebrates such as spiders and flies and wasps, showcase blue coloration. In insects, it is often produced by the arrangement of biological photonic nanostructures, which create structural colours rather than being caused by pigments. While blue coloration is commonly observed in some insects like butterflies, beetles, bees, and wasps, it is relatively rare in ants. Out of the 16,724 known species and subspecies of ants worldwide, only a few exhibit blue coloration or iridescence.

The discovery of Paraparatrechina neela contributes to the richness of ant diversity and represents the unique biodiversity of the Eastern Himalayas, and its blue coloration raises intriguing questions. Does it help in communication, camouflage, or other ecological interactions? Delving into the evolution of this conspicuous coloration and its connections to elevation and the biology of Paraparatrechina neela presents an exciting avenue for research.
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Food drove the evolution of giraffes' long neck | ScienceDaily
Why do giraffes have such long necks? A study led by Penn State biologists explores how this trait might have evolved and lends new insight into this iconic question. The reigning hypothesis is that competition among males influenced neck length, but the research team found that female giraffes have proportionally longer necks than males -- suggesting that high nutritional needs of females may have driven the evolution of this trait.


						
The study, which explored body proportions of both wild and captive giraffes, is described in a paper that appeared  in the journal Mammalian Biology. The findings, the team said, indicate that neck length may be the result of females foraging deeply into trees for otherwise difficult-to-reach leaves.

In their classic theories of evolution, both Jean Baptiste Lamarck and Charles Darwin suggested that giraffes' long necks evolved to help them reach leaves high up in a tree, avoiding competition with other herbivores. However, a more recent hypothesis called "necks-for-sex" suggests that the evolution of long necks was driven by competition among males, who swing their necks into each other to assert dominance, called neck sparring. That is, males with longer necks might have been more successful in the competition, leading to reproducing and passing their genes to offspring.

"The necks-for-sex hypothesis predicted that males would have longer necks than females," said Doug Cavener, Dorothy Foehr Huck and J. Lloyd Huck Distinguished Chair in Evolutionary Genetics and professor of biology at Penn State and lead author of the study. "And technically they do have longer necks, but everything about males is longer; they are 30% to 40% bigger than females. In this study, we analyzed photos of hundreds of wild and captive Masai giraffes to investigate the relative body proportions of each species and how they might change as giraffes grow and mature."

The researchers gathered thousands of photos of captive Masai giraffes from the publicly accessible photo repositories Flickr and SmugMug as well as photos of wild adult animals that they have taken over the past decade. Because absolute measurements like overall height are difficult to determine from a photograph without a point of reference of known length, the researchers instead focused on measurements relative to one another, or body proportions -- for example the length of the neck relative to the entire height of the animal. They restricted their analysis to images that met strict criteria, such as only using images of giraffes perpendicular to the camera, so they could consistently take a variety of measurements.

"We can identify individual giraffes by their unique spot pattern," Cavener said. "Thanks to the Association of Zoos and Aquariums, we also have the full pedigree, or family tree, of all Masai giraffes in North America in zoos and wildlife parks, as well as their birthdates and transfer history. So, by carefully considering this information, when the photo was taken and the approximate age of the animal, we could identify the specific individual in nearly every photo of a captive giraffe. This information was critical to understanding when male and female giraffes start to exhibit size differences and whether they grow differently."

At birth, male and female giraffes have the same body proportions. The researchers found that, although males generally grow faster in the first year, body proportions are not significantly different until they start to research sexual maturity around three years of age. Because body proportions change early in life, the team limited their study of wild animals -- whose ages are largely unknown -- to fully grown adults.




In adult giraffes, the researchers found that females have proportionally longer necks and trunks -- or the main section of their body, which does not include legs or the neck and head. Adult males, on the other hand, have longer forelegs and wider necks. This pattern was the same in both captive and wild giraffes.

"Rather than stretching out to eat leaves on the tallest branches, you often see giraffes -- especially females -- reaching deep into the trees," Cavener said. "Giraffes are picky eaters -- they eat the leaves of only a few tree species, and longer necks allow them to reach deeper into the trees to get the leaves no one else can. Once females reach four or five years of age, they are almost always pregnant and lactating, so we think the increased nutritional demands of females drove the evolution of giraffes' long necks."

The researchers noted that sexual selection -- either competition among males or preference among females for larger mates -- was likely responsible for the overall size difference between males in females, as is the case in many other large, hoofed mammals that are polygynous -- where one male mates with many females. They suggest that, following the evolution of the long neck, sexual selection -- including male body pushing and neck sparring behaviors -- may have contributed to males' wider necks. Additionally, the longer forelegs of males may assist in mating, which the researchers said is a brief and challenging affair that is rarely observed.

"Interestingly, giraffes are one of few animals whose height we measure to the top of the head -- like humans -- rather than to their withers -- the highest part of the back, like in horses and other livestock," Cavener said. "The female has a proportionally longer axial skeleton -- a longer neck and trunk -- and are more sloped in appearance, while the males are more vertical."

The research team is also using genetics to identify relationships in groups of wild giraffes to better understand which males are successful at breeding. The goal is to shed additional light on mate choice and sexual selection, as well as guide conservation efforts for this endangered species.

"If female foraging is driving this iconic trait as we suspect, it really highlights the importance of conserving their dwindling habitat," Cavener said. "Populations of Masai giraffes have declined rapidly in the last 30 years, in part due to habitat loss and poaching, and it is critical that we understand the key aspects of their ecology and genetics in order devise the most efficacious conservation strategies to save these majestic animals."
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How sharks survived a major spike in Earth's temperature | ScienceDaily
The sharks we know today as the open ocean's top predators evolved from stubby bottom dwellers during a dramatic episode of global warming millions of years ago.


						
A massive outpouring of volcanic lava about 93 million years ago sent carbon dioxide levels soaring, creating a greenhouse climate that pushed ocean temperatures to their hottest. UC Riverside researchers discovered that some sharks responded to the heat with elongated pectoral fins.

This discovery is documented in a paper published today in the journal Current Biology. It was made by taking body length and fin measurements from over 500 living and fossilized shark species.

"The pectoral fins are a critical structure, comparable to our arms," said UCR biology doctoral student and paper first author Phillip Sternes. "What we saw upon review of a massive data set, was that these fins changed shape as sharks expanded their habitat from the bottom to the open ocean."

Longer pectoral fins help make shark movements much more efficient. "Their fins are comparable to the wings of commercial airplanes, long and narrow, to minimize the amount of energy needed for movement," Sternes said.

The researchers also saw that the open-water sharks got faster compared to bottom dwelling sharks. "Shark muscle is very sensitive to temperature," said Tim Higham, professor in UCR's Department of Evolution, Ecology, and Organismal Biology and paper co-author.

"The data helped us make a correlation between higher temperatures, tail movement, and swimming speeds," Higham said.




Most living shark species are still bottom dwellers, occupying what scientists refer to as the benthic zone. These benthic sharks do not loom as large in popular culture as their fierce open-water relatives. Many of the bottom dwellers are slender, flatter, more medium-sized predators.

Only about 13% of modern sharks are fast-swimming open-water predators. The researchers believe that breathing may have become difficult for their ancient relatives. Oxygen levels near the bottom during the Cretaceous period likely dropped as the heat increased.

Modern sea surface temperatures average about 68 degrees Fahrenheit. In the Cretaceous they were much warmer, reaching an average of about 83 degrees. The high heat of the Cretaceous did not happen overnight, and neither did the sharks' evolution.

"We had pretty warm open-sea surface temperatures throughout the era, and then a distinct spike that took place over a one- or two-million-year period," said associate professor at Claremont McKenna College and paper co-author Lars Schmitz.

As global warming drove an evolution in some groups of animals, including sharks, it caused the extinction of others. Because those evolutionary changes happened on a longer time scale in the past, it is difficult to predict exactly how sharks or other marine life will respond to current warming trends.

Biologists are seeing some sharks, including tropical species like tiger and bull sharks, starting to swim farther north. But it is unclear whether threatened sharks will again be able to adapt where they live and survive the rapidly increasing heat.

"The temperature is going up so fast now, there is nothing in the geologic record I am aware of that we can use for a true comparison," Sternes said.
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The unexpected connection between brewing coffee and understanding turbulence | ScienceDaily
In 1883 Osborne Reynolds injected ink into water in a short, clear pipe to observe its movement. His experiments showed that as the input water velocity increased, the flow went from laminar (smooth and predictable) to turbulent (unsteady and unpredictable) through the development of localized patches of turbulence, known today as "puffs." His work helped launch the field of fluid mechanics, but, as experiments often do, it raised more questions. For example, why do these transitions between laminar and turbulent flows occur and how can the transitions be characterized quantitatively?


						
Although Reynolds was not able to find the answer, an international team of researchers, led by University of California San Diego Chancellor's Distinguished Professor of Physics Nigel Goldenfeld and Bjorn Hof of the Institute of Science and Technology Austria have used statistical mechanics to solve this longstanding problem. Their work appears in Nature Physics.

One of the novelties of this work was that the team looked at the problem not only from the perspective of fluid mechanics, but also through statistical mechanics -- the branch of physics that uses mathematics to describe the behavior of systems with a large number of particles. Usually this is applied to systems in equilibrium, but turbulence is not in equilibrium, because energy is constantly moving in and out of the fluid. However, building on their earlier work, the team showed that fluids move through a pipe in a non-equilibrium phase transition, known as directed percolation, at the transition point between laminar and turbulent flow. If "percolation" makes you think of your morning coffee, it provides a useful example here.

A storm in a coffee cup

When coffee is percolating, water moves through coffee grounds at a certain rate and flows downward in the direction of gravity. This flow is known as directed percolation. Too fast and the coffee is weak; too slow and the water backs ups and spills onto the counter. The best cup of coffee is one where the water flows at a rate slow enough to absorb the most flavor from the beans, but fast enough that it passes through the filter without backing up. And this best cup of coffee occurs at what is known as the directed percolation transition.

This may not seem relevant to fluid turbulence, but in earlier work, the team and other researchers in the field had evidence that the directed percolation transition had the same statistical properties as laminar-turbulent transitions.

"This problem has been around for nearly 150 years and required a bit of unconventional thinking to solve," said Goldenfeld, who also holds appointments in the Jacobs School of Engineering and the Halicioglu Data Science Institute. "And time. Some of the team members have been working on this aspect of the problem for well over a decade."

Indeed, in 2016, the Hof group studied the laminar-turbulent transition experimentally in a circular geometry, at the same time that Goldenfeld and collaborators developed their theory of the laminar-turbulent transition.




Although the Hof group had demonstrated directed percolation in a circular geometry, what happens in an open geometry like a pipe remained unclear. Moreover, the experiments are impractical to do in a pipe geometry. While a circle is never-ending, the researchers estimated that to perform the same experiment in a pipe would require a length of 2.5 miles, and it would take centuries to collect the necessary data points.

To make progress, the team did two things. First, they used pressure sensors to observe the puffs in a pipe, and measured precisely how the puffs influenced each other's motion. Inputting the data into a molecular dynamics computer simulation, they were able to show that statistically, near the laminar-turbulent transition, puff behavior was in excellent agreement with the directed percolation transition.

Second, they used statistical mechanics to mathematically predict the behavior of the puffs, using techniques from phase transition physics. This too validated the hypothesis of a directed percolation transition.

Through this research, the team also discovered something unexpected from both the detailed experiments and the statistical mechanical theory: like cars on the freeway in rush hour, puffs are prone to traffic jams. If a puff fills the width of a pipe, nothing can move past it, which means other puffs may build up behind it. And just as you might wonder why traffic jams occur and why they clear up with no identifiable cause, puff jams can also form and dissipate on their own, in a way that statistical mechanics describes. Puff jams tend to "melt" at the critical transition point from laminar to turbulent flow, giving way to the special statistical behavior of the directed percolation transition.

Goldenfeld commented: "This work not only closes one chapter on the laminar-turbulent transition in pipes, but shows how insights from different scientific disciplines can unexpectedly illuminate a difficult problem. Without a statistical mechanics perspective, understanding this quintessential fluid mechanics phenomenon would have been impossible."

This research was funded in part by the Simons Foundation (662985 and 662960) and the Ministry of Science and Technology, Taiwan (MOST 109-2112-M-001-017-MY3 and MOST 111-2112-M-001-027-MY3).




Full list of authors: Nigel Goldenfeld (UC San Diego), Bjorn Hof and Vasudevan Mukund (both Institute of Science and Technology Austria), Hong-Yan Shih (Institute of Physics, Academia Sinica (Taiwan)), Gaute Linga (the Njord Center, University of Oslo), Joachim Mathiesen (Niels Bohr Institute, University of Copenhagen), and Gregoire Lemoult (Universite Le Havre Normandie).

Definitions

Laminar flow: a type of fluid flow where the fluid moves in smooth, orderly layers, with little to no mixing between them.

Directed percolation: a process where connections or flows occur in a specific direction, often used to model the spread of substances through a medium.

Non-equilibrium phase transition: a change in the state of a system that occurs when it is not in thermal equilibrium, often driven by external forces or energy input. These transitions occur in systems experiencing constant change, such as varying temperature, pressure or flow rates.

Puffs: regions of turbulence that can form and move within a flow, typically in a pipe or channel. They occur in the transitional phase between laminar and fully turbulent flows.
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An unlikely hero in evolution: Worms | ScienceDaily
One of Earth's most consequential bursts of biodiversity -- a 30-million-year period of explosive evolutionary changes spawning innumerable new species -- may have the most modest of creatures to thank for the vital stage in life's history: worms.


						
The digging and burrowing of prehistoric worms and other invertebrates along ocean bottoms sparked a chain of events that released oxygen into the ocean and atmosphere and helped kick-start what is known as the Great Ordovician Biodiversification Event, roughly 480 million years ago, according to new findings Johns Hopkins University researchers published in the journal Geochimica et Cosmochimica Acta.

"It's really incredible to think how such small animals, ones that don't even exist today, could alter the course of evolutionary history in such a profound way," said senior author Maya Gomes, an assistant professor in the Department of Earth and Planetary Sciences. "With this work, we'll be able to examine the chemistry of early oceans and reinterpret parts of the geological record."

To better understand how changes in oxygen levels influenced large-scale evolutionary events, Gomes and her research team updated models that detail the timing and pace of increasing oxygen over hundreds of millions of years.

They examined the relationship between the mixing of sediment caused, in part, by digging worms with a mineral called pyrite, which plays a key role in oxygen buildup. The more pyrite that forms and becomes buried under the mud, silt, or sand, the more oxygen levels rise.

Researchers measured pyrite from nine sites along a Maryland shoreline of the Chesapeake Bay that serves as a proxy for early ocean conditions. Sites with even just a few centimeters of sediment mixingheld substantially more pyrite than those without mixing and those with deep mixing.

The findings challenge previous assumptions that the relationship between pyrite and sediment mixing remained the same across habitats and through time, Gomes said.




Conventional wisdom held that as animals churned up sediments by burrowing in the ocean floor, newly unearthed pyrite would have been exposed to and destroyed by oxygen in the water, a process that would ultimately prevent oxygen from accumulating in the atmosphere and ocean. Mixed sediments have been viewed as evidence that oxygen levels were holding steady.

The new data suggests that a small amount of sediment mixing in water with very low levels of oxygen would have exposed buried pyrite, sulfur, and organic carbon to just enough oxygen to kick-start the formation of more pyrite.

"It's kind of like Goldilocks. The conditions have to be just right. You have to have a little bit of mixing to bring the oxygen into the sediment, but not so much that the oxygen destroys all the pyrite and there's no net buildup," said Kalev Hantsoo, a doctoral candidate at Johns Hopkins and first author on the article.

When the researchers applied this new relationship between pyrite and the depth of sediment mixing to existing models, they found oxygen levels stayed relatively flat for millions of years and then rose during the Paleozoic era, with a steep rise occurring during the Ordovician period.

The extra oxygen likely contributed to the Great Ordovician Biodiversification Event, when new species rapidly flourished, the researchers said.

"There's always been this question of how oxygen levels relate to the moments in history where evolutionary forces are ramped up and you see a greater diversity of life on the planet," Gomes said. "The Cambrian period also had a massive speciation event, but the new models allow us to rule out oxygen and focus on other things that may have driven evolution during that time."
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Could the world famous Roman Baths help scientists counter the challenge of antibiotic resistance? | ScienceDaily
The world-famous Roman Baths are home to a diverse range of microorganisms which could be critical in the global fight against antimicrobial resistance, a new study suggests.


						
The research, published in the journal The Microbe, is the first to provide a detailed examination of the bacterial and archaeal communities found within the waters of the popular tourist attraction in the city of Bath (UK).

Scientists collected samples of water, sediment and biofilm from locations within the Roman Baths complex including the King's Spring (where the waters reach around 45degC) and the Great Bath, where the temperatures are closer to 30degC.

The samples were then analysed using cutting edge sequencing technology and traditional culturing techniques were employed to isolate bacteria with antibiotic activity.

Around 300 distinct types of bacteria were isolated across the Roman Baths site -- among them the key candidate groups, Actinobacteria and Myxococcota, known for antibiotic production -- with different examples being more prominent within the varying water temperatures.

Further tests showed 15 of these isolates -- including examples of Proteobacteria and Firmicutes -- showed varying levels of inhibition against human pathogens including E.coli, Staphylococcus Aureus and Shigella flexneri.

The research comes at a time when the need for new sources of antibiotics is at unprecedented levels, with resistance of bacteria to currently used medication estimated to be responsible for more than 1.25million deaths globally each year.




Writing in the study, scientists say a significant amount of additional investigation is required before the microorganisms found in the Roman Baths can be applied in the fight against disease and infection globally.

However, they add that this initial study has shown there is clear potential for novel natural products contained within its hot springs to be explored further for that purpose.

The research was carried out by students and academics from the University of Plymouth's School of Biomedical Sciences and School of Biological and Marine Sciences, working closely with staff at the Roman Baths.

Dr Lee Hutt, Lecturer in Biomedical Sciences at the University of Plymouth, is the study's senior author. He said: "This is a really important, and very exciting, piece of research. Antimicrobial resistance is recognised as one of the most significant threats to global health, and the hunt for novel antimicrobial natural products is gathering pace. This study has for the first time demonstrated some of the microorganisms present within the Roman Baths, revealing it as a potential source of novel antimicrobial discovery. There is no small irony in the fact the waters of the Roman Baths have long been regarded for their medicinal properties and now, thanks to advances in modern science, we might be on the verge of discovering the Romans and others since were right."

The Roman Baths has been welcoming visitors for almost two millennia, and in 2023 more than one million people toured its hot springs and other collections.

Zofia Matyjaszkiewicz, Collections Manager at the Roman Baths and a co-author of the new study, added: "People have visited the springs in Bath for thousands of years, worshipping at, bathing in and drinking the waters over the centuries. Even in the Victorian period the Spa Treatment Centre in Bath used the natural spring waters for their perceived curative properties in all sorts of showers, baths and treatments. It's really exciting to see cutting edge scientific research like this taking place here, on a site with so many stories to tell."

The research is now being expanded through a PhD studentship, which will represent the first in-depth study of a UK thermal hot spring focused on antimicrobial discovery.

Scheduled to begin in October 2024, it will apply a variety of techniques to screen microorganisms found in the Roman Baths for antimicrobial activity, with a view to identifying which might have the potential for future clinical use.
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Glimpses of a volcanic world: New telescope images of Jupiter's moon Io rival those from spacecraft | ScienceDaily
New images of Jupiter's volcano-studded moon Io, taken by the Large Binocular Telescope on Mount Graham in Arizona, offer the highest resolution of Io ever achieved with an Earth-based instrument. The observations were made possible by a new high-contrast optical imaging instrument, dubbed SHARK-VIS, and the telescope's adaptive optics system, which compensates for the blurring induced by atmospheric turbulence.


						
The images, to be published in the journal Geophysical Research Letters, reveal surface features as small as 50 miles across, a spatial resolution that until now had been achievable only with spacecraft sent to Jupiter. This is equivalent to taking a picture of a dime-sized object from 100 miles away, according to the research team. SHARK-VIS allowed the researchers to identify a major resurfacing event around Pele, one of Io's most prominent volcanoes. According to the paper's first author, Al Conrad, the eruptions on Io, the most volcanically active body in the solar system, dwarf their contemporaries on Earth.

"Io, therefore, presents a unique opportunity to learn about the mighty eruptions that helped shape the surfaces of the Earth and the moon in their distant pasts," said Conrad, associate staff scientist at the Large Binocular Telescope Observatory. The Large Binocular Telescope, or LBT, is part of Mount Graham International Observatory, a division of the University of Arizona Steward Observatory.

Conrad added that studies like this one will help researchers understand why some worlds in the solar system are volcanic but not others. They also may someday shed light on volcanic worlds in exoplanet systems around nearby stars.

Slightly larger than Earth's moon, Io is the innermost of Jupiter's Galilean moons, which in addition to Io include Europa, Ganymede and Callisto. Locked in a gravitational "tug of war" among Jupiter, Europa and Ganymede, Io is constantly being squeezed, leading to frictional heat buildup in its interior -- believed to be the cause for its sustained and widespread volcanic activity.

Jupiter moon Io, imaged by SHARK-VIS on Jan. 10, 2024. This is the highest resolution image of Io ever obtained by an Earth-based telescope. The image combines three spectral bands -- infrared, red and yellow -- to highlight the reddish ring around the volcano Pele (below and to the right of the moon's center) and the white ring around Pillan Patera, to the right of Pele.

By monitoring the eruptions on Io's surface, scientists hope to gain insights into the heat-driven movement of material underneath the moon's surface, its internal structure and ultimately, on the tidal heating mechanism responsible for Io's intense volcanism.




Io's volcanic activity was first discovered in 1979, when Linda Morabito, an engineer on NASA's Voyager mission, spotted an eruption plume in one of the images taken by the spacecraft during its famous "Grand Tour" of the outer planets. Since then, countless observations have been made that document Io's restless nature, from both space and Earth-based telescopes.

Study co-author Ashley Davies, a principal scientist at NASA's Jet Propulsion Laboratory, said the new image taken by SHARK-VIS is so rich in detail that it has allowed the team to identify a major resurfacing event in which the plume deposit around a prominent volcano known as Pele, located in Io's southern hemisphere close to the equator, is being covered by eruption deposits from Pillan Patera, a neighboring volcano. A similar eruption sequence was observed by NASA's Galileo spacecraft, which explored the Jupiter system between 1995 and 2003.

"We interpret the changes as dark lava deposits and white sulfur dioxide deposits originating from an eruption at Pillan Patera, which partially cover Pele's red, sulfur-rich plume deposit," Davies said. "Before SHARK-VIS, such resurfacing events were impossible to observe from Earth."

While telescope images in the infrared can detect hot spots caused by ongoing volcanic eruptions, they are not sharp enough to reveal surface details and unambiguously identify the locations of the eruptions, explained co-author Imke de Pater, professor emerita of astronomy at the University of California -- Berkeley.

"Sharper images at visible wavelengths like those provided by SHARK-VIS and LBT are essential to identify both locations of eruptions and surface changes not detectable in the infrared, such as new plume deposits," de Pater said, adding that visible light observations provide researchers with vital context for the interpretation of infrared observations, including those from spacecraft such as Juno, which is currently orbiting Jupiter.

SHARK-VIS was built by the Italian National Institute for Astrophysics at the Rome Astronomical Observatory and is managed by a team led by principal investigator Fernando Pedichini, assisted by project manager Roberto Piazzesi. In 2023, it was installed, together with its complementary near-infrared instrument SHARK-NIR, at the LBT to fully take advantage of the telescope's outstanding adaptive optics system. The instrument houses a fast, ultra-low-noise camera that allows it to observe the sky in "fast imaging" mode, capturing slow-motion footage that freezes the optical distortions caused by atmospheric turbulence, and to post-process data to an unprecedented sharpness.

Gianluca Li Causi, data processing manager for SHARK-VIS at the Italian National Institute for Astrophysics, explained how it works: "We process our data on the computer to remove any trace of the sensor's electronic footprint. We then select the best frames and combine them using a highly efficient software package called Kraken, developed by our colleagues Douglas Hope and Stuart Jefferies from Georgia State University. Kraken allows us to remove atmospheric effects, revealing Io in incredible sharpness."

SHARK-VIS instrument scientist Simone Antoniucci said he anticipates new observations to be made of objects throughout the solar system.

"The keen vision of SHARK-VIS is particularly suited to observing the surfaces of many solar system bodies, not only the moons of giant planets but also asteroids," he said. "We have already observed some of those, with the data currently being analyzed, and are planning to observe more."
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'Ugly' fossil places extinct saber-toothed cat on Texas coast | ScienceDaily
Important scientific finds don't always come in the biggest, buzziest packages. Sometimes new discoveries come in little ugly rocks. Such is the case of a 6-centimeter-wide, nondescript mass of bone and teeth that helped a scientist at The University of Texas at Austin expand the geographic footprint of a large cat that roamed the Earth tens of thousands of years ago.


						
"You can't even tell what it is, let alone which animal it came from," said John Moretti, a doctoral student at the UT Jackson School of Geosciences who led research. "It's like a geode. It's ugly on the outside, and the treasure is all inside."

The research was published in the May issue of The Anatomical Record.

The fossil looks like a lumpy, rounded rock with a couple of exposed teeth that are a little worse for wear, having been submerged and tumbled along the floor of the Gulf of Mexico for thousands of years before washing up on a beach. But when the fossil was X-rayed at the Jackson School's University of Texas Computed Tomography Lab, Moretti saw there was more to the fossil that met the eye: a hidden canine tooth that had not yet erupted from the jaw bone.

It was just what Moretti needed to identify the fossil as belonging to a Homotherium, a genus of large cat that roamed much of the Earth for millions of years. Because this specific cat wasn't fully grown when it died, its distinctive saber-like canine tooth had not fallen into its permanent position. Nestled inside the jaw, the tooth was protected from the elements.

"Had that saber tooth been all the way erupted and fully in its adult form, and not some awkward teenage in-between stage, it would have just snapped right off," Moretti said. "It wouldn't have been there, and we wouldn't have that to use as evidence."

Homotherium spanned across habitats in Africa, Eurasia and the Americas. It was a large, robust cat about the size of a jaguar, with an elongated face, lanky front legs, and a sloping back that ended in a bobtail. Their serrated canine teeth were covered by large gum flaps, similar to domestic dogs today.




Their fossils have been found in several areas of Texas, but this fossil shows for the first time that the big cat roamed the now-submerged continental shelf that connects Texas and Florida. Scientists hypothesize that this stretch of land was a Neotropical corridor. Animals such as capybaras and giant armadillos that wouldn't have ventured farther north used this strip of humid grassland to move from Mexico to Texas to Florida.

The discovery that Homotherium lived along this corridor gives scientists a small glimpse into the ecology of this landscape during the Late Pleistocene, Moretti said. Big carnivores such as these cats helped shape the broader animal community, tamping down prey-animal populations and influencing regional biodiversity.

The fossil specimen was discovered more than 60 years ago on McFaddin Beach, south of Beaumont, by Russell Long, a professor at Lamar University, but was donated by U.S. Rep. Brian Babin, a former student of Long's who worked for 38 years as a dentist. Babin said that his training in paleontology and dentistry helped him recognize that what seems like a strange rock at first glance is actually an upper jaw bone and teeth.

"Without question, my professional knowledge and what I've learned as a dentist helped me in that regard," he said.

The research is part of a larger initiative on McFaddin Beach fossils started in 2018 by William Godwin, curator at the Sam Houston State University Natural Science Museum and a co-author of the study. Co-authors also include Deanna Flores, Christopher J. Bell, Adam Hartstone-Rose, and Patrick J. Lewis. The research was funded by UT, Sam Houston State University and North Carolina State University.
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Scientists invent 'living bioelectronics' that can sense and heal skin | ScienceDaily
For years, Prof. Bozhi Tian's lab has been learning how to integrate the world of electronics -- rigid, metallic, bulky -- with the world of the body -- soft, flexible, delicate.


						
In their latest work, they have created a prototype for what they call "living bioelectronics": a combination of living cells, gel, and electronics that can integrate with living tissue.

The patches are made of sensors, bacterial cells, and a gel made from starch and gelatin. Tests in mice found that the devices could continuously monitor and improve psoriasis-like symptoms, without irritating skin.

"This is a bridge from traditional bioelectronics, which incorporates living cells as part of the therapy," said Jiuyun Shi, the co-first author of the paper and a former PhD student in Tian's lab (now with Stanford University).

"We're very excited because it's been a decade and a half in the making," said Tian.

The researchers hope the principles can also be applied to other parts of the body, such as cardiological or neural stimulation. The study is published May 30 in Science.

A third layer

Pairing electronics with the human body has always been difficult. Though devices like pacemakers have improved countless lives, they have their drawbacks; electronics tend to be bulky and rigid, and can cause irritation.




But Tian's lab specializes in uncovering the fundamental principles behind how living cells and tissue interact with synthetic materials; their previous work has included a tiny pacemaker that can be controlled with light and strong but flexible materials that could form the basis of bone implants.

In this study, they took a new approach. Typically, bioelectronics consist of the electronics themselves, plus a soft layer to make them less irritating to the body.

But Tian's group wondered if they could add new capabilities by integrating a third component: living cells themselves. The group was intrigued with the healing properties of certain bacteria such as S. epidermidis, a microbe that naturally lives on human skin and has been shown to reduce inflammation.

They created a device with three components. The framework is a thin, flexible electronic circuit with sensors. It is overlaid with a gel created from tapioca starch and gelatin, which is ultrasoft and mimics the makeup of tissue itself. Lastly, S. epidermidis microbes are tucked into the gel.

When the device is placed on skin, the bacteria secrete compounds that reduce inflammation, and the sensor monitors the skin for signals like skin temperature and humidity.

In tests with mice prone to psoriasis-like skin conditions, there was a significant reduction in symptoms.




Their initial tests ran for a week, but the researchers hope the system -- which they term the ABLE platform, for Active Biointegrated Living Electronics -- could be used for a half-year or more. To make the treatment more convenient, they said, the device can be freeze-dried for storage and easily rehydrated when needed.

Since the healing effects are provided by microbes, "It's like a living drug -- you don't have to refill it," said Saehyun Kim, the other co-first author of the paper and a current PhD student in Tian's lab.

In addition to treating psoriasis, the scientists can envision applications such as patches to speed wound healing on patients with diabetes.

They also hope to extend the approach to other tissue types and cell types. "For example, could you create an insulin-producing device, or a device that interfaces with neurons?" said Tian. "There are many potential applications."

Tian said this is a goal he has harbored since his time as a postdoctoral researcher nearly 15 years ago, when he first began experimenting with "cyborg tissues."

"Since then, we've learned so much about the fundamental questions, such as how cells interface with materials and the chemistry and physics of hydrogels, which allows us to make this leap," he said. "To see it become reality has been wonderful."

"My passion has always been to push the boundaries of what is possible in science," said Shi. "I hope our work could inspire the next generation of electronic designs."

Other paper authors with the University of Chicago included Pengju Li, Chuanwang Yang, Ethan Eig, Lewis Shi, and Jiping Yue, as well as scientists with Rutgers University and Columbia University.

The researchers used the Soft Matter Characterization Facility and the Pritzker Nanofabrication Facility at the University of Chicago. They are also working with the Polsky Center for Entrepreneurship and Innovation to commercialize the technology.
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NASA's James Webb Space Telescope finds most distant known galaxy | ScienceDaily
Over the last two years, scientists have used NASA's James Webb Space Telescope (also called Webb or JWST) to explore what astronomers refer to as Cosmic Dawn -- the period in the first few hundred million years after the big bang where the first galaxies were born. These galaxies provide vital insight into the ways in which the gas, stars, and black holes were changing when the universe was very young. In October 2023 and January 2024, an international team of astronomers used Webb to observe galaxies as part of the JWST Advanced Deep Extragalactic Survey (JADES) program. Using Webb's NIRSpec (Near-Infrared Spectrograph), they obtained a spectrum of a record-breaking galaxy observed only two hundred and ninety million years after the big bang. This corresponds to a redshift of about 14, which is a measure of how much a galaxy's light is stretched by the expansion of the universe.  Stefano Carniani from Scuola Normale Superiore in Pisa, Italy, and Kevin Hainline from the University of Arizona in Tucson, Arizona were invited to tell more about how this source was found and what its unique properties tell us about galaxy formation.


						
"The instruments on Webb were designed to find and understand the earliest galaxies, and in the first year of observations as part of the JWST Advanced Deep Extragalactic Survey (JADES), we found many hundreds of candidate galaxies from the first 650 million years after the big bang. In early 2023, we discovered a galaxy in our data that had strong evidence of being above a redshift of 14, which was very exciting, but there were some properties of the source that made us wary. The source was surprisingly bright, which we wouldn't expect for such a distant galaxy, and it was very close to another galaxy such that the two appeared to be part of one larger object. When we observed the source again in October 2023 as part of the JADES Origins Field, new imaging data obtained with Webb's narrower NIRCam (Near-Infrared Camera) filters pointed even more toward the high-redshift hypothesis. We knew we needed a spectrum, as whatever we would learn would be of immense scientific importance, either as a new milestone in Webb's investigation of the early universe or as a confounding oddball of a middle-aged galaxy.

"In January 2024, NIRSpec observed this galaxy, JADES-GS-z14-0, for almost ten hours, and when the spectrum was first processed, there was unambiguous evidence that the galaxy was indeed at a redshift of 14.32, shattering the previous most-distant galaxy record (z = 13.2 of JADES-GS-z13-0). Seeing this spectrum was incredibly exciting for the whole team, given the mystery surrounding the source. This discovery was not just a new distance record for our team; the most important aspect of JADES-GS-z14-0 was that at this distance, we know that this galaxy must be intrinsically very luminous. From the images, the source is found to be over 1,600-light years across, proving that the light we see is coming mostly from young stars and not from emission near a growing supermassive black hole. This much starlight implies that the galaxy is several hundreds of millions of times the mass of the Sun! This raises the question: How can nature make such a bright, massive, and large galaxy in less than 300 million years?

"The data reveal other important aspects of this astonishing galaxy. We see that the color of the galaxy is not as blue as it could be, indicating that some of the light is reddened by dust, even at these very early times. JADES researcher Jake Helton of Steward Observatory and the University of Arizona also identified that JADES-GS-z14-0 was detected at longer wavelengths with Webb's MIRI (Mid-Infrared Instrument), a remarkable achievement considering its distance. The MIRI observation covers wavelengths of light that were emitted in the visible-light range, which are redshifted out of reach for Webb's near-infrared instruments. Jake's analysis indicates that the brightness of the source implied by the MIRI observation is above what would be extrapolated from the measurements by the other Webb instruments, indicating the presence of strong ionized gas emission in the galaxy in the form of bright emission lines from hydrogen and oxygen. The presence of oxygen so early in the life of this galaxy is a surprise and suggests that multiple generations of very massive stars had already lived their lives before we observed the galaxy.

"All of these observations, together, tell us that JADES-GS-z14-0 is not like the types of galaxies that have been predicted by theoretical models and computer simulations to exist in the very early universe. Given the observed brightness of the source, we can forecast how it might grow over cosmic time, and so far we have not found any suitable analogs from the hundreds of other galaxies we've observed at high redshift in our survey. Given the relatively small region of the sky that we searched to find JADES-GS-z14-0, its discovery has profound implications for the predicted number of bright galaxies we see in the early universe, as discussed in another concurrent JADES study (Robertson et al., recently accepted). It is likely that astronomers will find many such luminous galaxies, possibly at even earlier times, over the next decade with Webb. We're thrilled to see the extraordinary diversity of galaxies that existed at Cosmic Dawn!"

These spectroscopic observations were taken as part of Guaranteed Time Observations (GTO) program 1287, and the MIRI ones as part of GTO program 1180.
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Picture this: Snapping photos of our food could be good for us | ScienceDaily
New Curtin University research reveals taking pictures of food isn't just content for our social media feeds, but could be the key to improving people's diets.


						
Published in the prestigious American Journal of Clinical Nutrition, the feeding study saw researchers measure the weight of meals, which were then provided to participants over a day for breakfast, lunch and dinner.

Participants compared different technology-assisted methods to recall what they had eaten over the past 24 hours.

One method asked participants to take photos of their meals using the mobile Food Record app.

These photos were then analysed by a research dietitian.

The study found the accuracy of the nutritional intake was far higher for the group who had taken photos of what they ate, compared to participants who were asked to remember what they had eaten.

First author and PhD candidate Clare Whitton said this was the largest feeding study to use the mobile Food Record app and the findings could have a big impact on how we capture what the population is eating.




"Accurate, reliable data about what the population is eating is key to supporting people to optimise their health," Ms Whitton said.

"People can struggle to remember what they have eaten, but this study shows dietary assessment can be accurate -- particularly when you take the burden away from the person when you ask them to take a photo of what they ate."

While the study saw the food photos analysed by experts, there is work underway to streamline the process.

The team is collaborating with Purdue University in the US to use artificial intelligence to automatically analyse the foods in the photos.

Study lead and mobile Food Record App co-creator Professor Deborah Kerr said this was an exciting development in getting the bigger picture of what people are eating.

"It makes it a lot simpler for people to track what they consume when they only have to take photos for the day," Professor Kerr said.




"This will become even easier as we start to fully automate the analysis of the foods in the photos.

"With advances in AI technology this may be just around the corner."

Professor Kerr said as technology advances, it could provide an avenue to not only better capture what populations are eating, but also offer more accurate dietary advice for individuals looking to eat healthier.

"This research shows the benefit of images; that's the pathway we're going down to get an accurate picture of what people are eating."

'Accuracy of energy and nutrient intake estimation versus observed intake using four technology-assisted dietary assessment methods: a randomized crossover feeding study' was published in the American Journal of Clinical Nutrition.
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Origins of 'Welsh dragons' finally exposed by experts | ScienceDaily
A large fossil discovery has helped shed light on the history of dinosaurs in Wales.


						
Until recently, the land of the dragon didn't have any dinosaurs. However, in the last ten years, several dinosaurs have been reported, but their life conditions were not well known. In a new study by a team from the University of Bristol and published in Proceedings of the Geologists' Association, important details have been revealed for the first time.

They found that early Welsh dinosaurs from over 200 million year ago lived on a tropical lowland beside the sea. Dinosaur trackways are known from Barry and other sites nearby, showing that dinosaurs had walked across the warm lowlands.

The discovery was made at Lavernock Point, close to Cardiff and Penarth, where the cliffs of dark-coloured shales and limestones document ancient shallow seas. At several levels, there are accumulations of bones, including the remains of fish, sharks, marine reptiles and occasionally, dinosaurs.

Former student of the Bristol MSc in Palaeobiology Owain Evans led the study. He explained: "The bone bed paints the picture of a tropical archipelago, which was subjected to frequent storms, that washed material from around the surrounding area, both in land and out at sea, into a tidal zone. This means that from just one fossil horizon, we can reconstruct a complex ecological system, with a diverse array of marine reptiles like ichthyosaurs, plesiosaurs and placodonts in the water, and dinosaurs on land.

"I had visited the coast at Penarth all my life, growing up in Cardiff, but never noticed the fossils. Then, the more I read, the more amazing it became. Local geologists had been collecting bones since the 1870s, and most of these are in the National Museum of Wales in Cardiff."

Cindy Howells, Curator of Palaeontology at the National Museum of Wales, adds: "The collections from Lavernock go all the way back to the 19th century, with many sections of the bone bed being collected over the years. The presence of dinosaur fossils at the site ensure that it remains one of the most significant localities for palaeontology in Wales."

Two discoveries made by the team while conducting fieldwork at Lavernock were the fossilized remains of a placodont osteoderm, and a single coelacanth gular bone. Supervisor Dr Chris Duffin said: "The remains of coelacanths and placodonts are relatively rare in the UK, which makes these finds even more remarkable. These two fossils alone help build a broader picture of what the Rhaetian in the UK would have looked like."




Professor Michael Benton from Bristol's School of Earth Sciences, another project supervisor, adds: "The volume of dinosaur remains found at Lavernock is extremely exciting, and is a chance to study a complex, and often mysterious period in their evolutionary history. We have identified the remains of a large Plateosaurus like animal, along with several bones which likely belonged to a predatory theropod."

A significant section of the paper is dedicated to the abundant microfossils found at the site, which include fish teeth, scales and bone fragments. By examining thousands of specimens, the team were able to identify the key species in the shallow seas and work out the relative importance of each.

The origins of the Welsh dragons have been pinned down at last.
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Local bright spot among melting glaciers: 2000 km of Antarctic ice-covered coastline has been stable for 85 years | ScienceDaily
A whaler's forgotten aerial photos from 1937 have given researchers at the University of Copenhagen the most detailed picture of the ice evolution in East Antarctica to date. The results show that the ice has remained stable and even grown slightly over almost a century, though scientists observe early signs of weakening. The research offers new insights that enhance predictions of ice changes and sea level rise.


						
Higher temperatures, extreme weather, melting glaciers, and rising sea levels -- all indicators that the climate and the world's ice masses are in a critical state. However, a new study from the Department of Geosciences and Natural Resource Management at the University of Copenhagen offers a local bright spot.

Using hundreds of old aerial photographs dating back to 1937, combined with modern computer technology, the researchers have tracked the evolution of glaciers in East Antarctica. The area covers approximately 2000 kilometers of coastline and contains as much ice as the entire Greenland Ice Sheet.

By comparing the historical aerial photos with modern satellite data, the researchers have been able to determine whether the glaciers have retreated or advanced and whether they have thickened or thinned. The study reveals that the ice has not only remained stable but grown slightly over the last 85 years, partly due to increasing snowfall.

"We constantly hear about climate change and new melt records, so it's refreshing to observe an area of glaciers that has remained stable for almost a century," says PhD student Mads Domgaard, the study's first author.

However, the researcher emphasizes that the study also shows the first signs of changes in the sea ice off the glacier. This could mean that the stable East Antarctic glaciers might shrink in the future.

"Our results also indicate weakening sea ice conditions, making the glaciers' floating ice tongues more vulnerable and unable to grow as large as seen in the early aerial images from 1937. We know from other parts of Antarctica that the ocean plays an extremely important role and drives the massive and increasing melt we see in e.g. West Antarctica," says Mads Domgaard.




Hidden from the Nazis 

Most of the images used in the study were captured during a 1937 expedition organized and paid for by Norwegian whaler Lars Christensen. The mission aimed to produce the first maps of this part of East Antarctica, but the maps were never published due to the German invasion of Norway. Since then, the images have been stored at the Norwegian Polar Institute in Tromso and forgotten.

When the researchers from the University of Copenhagen read about the expedition, they realized that valuable images were likely hidden in an archive in Norway. They traveled to Tromso and reviewed all 2200 images taken during the expedition. They supplemented the Norwegian aerial images with images of the same glaciers from Australian surveys conducted between 1950 and 1974.

"By comparing the historical aerial photos with modern satellite data, we have gained critical knowledge about glaciers that we would not otherwise have had. I think it's fantastic that these old images can be used to generated new research results almost 100 years after they were taken," says Assistant Professor Anders Bjork from the University of Copenhagen, who leads the group working with the historical images.

Potential for major sea level rise

The Antarctic Ice Sheet is receiving increasing attention from researchers, due to its potential for extremely large and rapid sea level rise. Unlike Greenland, very little was known about Antarctica glaciers until the 1990s, when the first good satellite observations became available.




"Early observations of glaciers are extremely valuable as they give us a unique insight into how the ice has evolved through a varying climate and whether current changes in the ice exceed the glaciers' normal cycle of advance and retreat," explains Mads Domgaard.

According to the researcher, solid, long-term data is crucial for producing accurate predictions of future glacier evolutions and sea level rise, and this study provides new insights into a vast area in East Antarctica.

"The long time series of glaciers improves our ability to make more accurate models of future ice changes, as the models are trained on historical observations," concludes Anders Bjork.

The results have just been published in Nature Communications and are a collaboration between researchers from the University of Copenhagen, the Norwegian Polar Institute, the Arctic University of Norway and the Institute of Environmental Geosciences in France.

More about the study 

- Out of 2200 images photographed from seaplanes in 1937, 130 were selected for the analysis.

- The researchers combined the historical photos with modern satellite data to create 3D reconstructions of the glaciers.

- The Norwegian aerial images were supplemented with 165 aerial images of the same glaciers from Australian surveys conducted between 1950 and 1974. This allowed the researchers to examine the evolution of the glaciers over different periods and calculate historical ice flow speeds for selected glaciers.

- Compared to modern data, the ice flow speeds are unchanged. While some glaciers have thinned over shorter intermediate periods of 10-20 years, they have remained stable or grown slightly in the long term, indicating a system in balance.
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