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      Biting the hand that feeds IT -- Enterprise Technology News and Analysis


      
        Biden puts a bullet in Kaspersky: Sales, updates to be banned in America
        Jessica Lyons

        Blockade begins July 20 over national security fears Breaking news  The Biden administration has banned the sale of Kaspersky software in the United States, arguing the Russian biz is a national security risk....

      

      
        Car dealer software bigshot CDK pulls systems offline twice amid 'cyber incident'
        Connor Jones

        Downtime set to crash into next week The vendor behind the software on which nearly 15,000 car dealerships across the US rely says an ongoing "cyber incident" has forced it to pull systems offline for a second time in as many days....

      

      
        Musk ropes Dell, Supermicro into xAI supercomputer project
        Tobias Mann

        Oh, Mike, what have you got yourself into now Dell Technologies and Supermicro have been confirmed as the computer makers building an Nvidia-powered AI supercomputer for Elon Musk's xAI startup....

      

      
        IBM, Kyndryl again once sued for age discrimination - this time by its own VPs
        Thomas Claburn

        More big blues at Big Blue ... And of course El Reg coverage is cited in the lawsuit Once again, IBM has been sued for age discrimination, this time alongside spin-off Kyndryl, for allegedly cutting the jobs of older workers while creating similar positions for younger ones....

      

      
        Tesla's tight grip on repairs sparks courtroom showdown
        Lindsay Clark

        Class action allowed to continue with EV maker's 'tying' practices the focus A judge has ruled that Tesla must face a lawsuit alleging the electric car manufacturer denies customers and third parties the right to repair its vehicles.... 

      

      
        Crypto exchange Kraken accuses blockchain security outfit CertiK of extortion
        Brandon Vigliarolo

        Researchers allegedly stole $3M using the vulnerability, then asked how much it was really worth Kraken, one of the largest cryptocurrency exchanges in the world, has accused a trio of security researchers of discovering a critical bug, expoliting it to steal millions in digital cash, then using stolen funds to extort the exchange for more....

      

      
        X boss Elon Musk tries to make nice with world at ad biz conference
        Matthew Connatser

        Where we're at in 2024: Billionaire says he didn't mean to tell everyone to 'go f%$k themselves' Just seven months ago, Elon Musk told an interviewer: "If someone's going to blackmail me with advertising, blackmail me with money, go fuck yourself. Go. Fuck. Yourself. Is that clear? I hope it is."...

      

      
        systemd 256.1: Now slightly less likely to delete /home
        Liam Proven

        Fixes catastrophic data loss, er, bug, er poorly documented feature... user error Following closely after the release of version 256, version 256.1 fixes a handful of bugs. One of these is emphatically not systemd-tmpfiles recursively deleting your entire home directory. That's a feature....

      

      
        Half of Dell US staff reportedly opted for remote work
        Paul Kunert

        Reduced promotion prospects for those involved, and some already eyeing up the exit route Return to office (RTO) mandates don't work, at least not for a reported 50 percent of Dell staff in the US, some of whom are prepared to let go of promotion hopes and start looking for alternatives that offer more flexibility....

      

      
        Semiconductor industry navigating choppy waters with sunnier climes ahead
        Dan Robinson

        Despite dip in equipment revenue, analysts predict robust rebound Chipmaking equipment suppliers haven't had the greatest start to the calendar year, collectively reporting a sales slump in the opening three months of 2024, according to analyst figures.... 

      

      
        Oracle Java license teams set to begin targeting Oracle users who don't think they use Oracle
        Lindsay Clark

        IP address of downloads offers crumb trail to orgs who should be ready for Big Red, says licensing expert Organizations that do not consider themselves Oracle customers, but who use Java, can expect a call from the Big Red in the next three to nine months, according to a software licensing specialist....

      

      
        Russia's cyber spies still threatening French national security, democracy
        Connor Jones

        Publishing right before a major election is apparently just a coincidence A fresh report into the Nobelium offensive cyber crew published by France's computer emergency response team (CERT-FR) highlights the group's latest tricks as the country prepares for a major election and to host this year's Olympic and Paralympic Games....

      

      
        Battery electric vehicles lose their spark in Europe as hybrids steal the show
        Richard Speed

        Germans cooling on proper EVs, according to auto industry group The market share of battery electric vehicles (BEVs) is declining in Europe while hybrid electric cars are proving more popular....

      

      
        Qilin: We knew our Synnovis attack would cause a healthcare crisis at London hospitals
        Connor Jones

        Cybercriminals claim they used a zero-day to breach pathology provider's systems Interview  The ransomware gang responsible for the current healthcare crisis at London hospitals says it has no regrets about the attack, which was entirely deliberate, it told The Register in an interview....

      

      
        Study employs large language models to sniff out their own bloopers
        Lindsay Clark

        What if it's LLMs all the way down? Researchers in computing and linguistics have devised a new way to detect errors in large language models, which relies on employing more LLMs.... 

      

      
        Microsoft's new Surface Laptop 7 has arrived. The recovery images have not
        Richard Speed

        Nice computer. Shame if anything happened to it Shiny new Surface 7 devices are starting to arrive, but a lack of recovery media is causing problems for some users....

      

      
        AI-assisted automation for clouds and networks climbs Gartner's hype cycles
        Simon Sharwood

        Yes, AI will volunteer to run your IT estate. You might be a fool to trust it Analyst firm Gartner has published its annual hype cycles for cloud tech and enterprise networking, and both suggest cooling your jets rather than rushing towards AI-assisted tools to operate your tech....

      

      
        Samsung Korea warns many apps won't run on its Qualcomm-powered Copilot+ PCs
        Simon Sharwood

        FWIW Microsoft says 'your apps run great' even when emulated on Arm Samsung has debuted Copilot+ PCs running on Qualcomm processors, but warned buyers in South Korea - and seemingly only that nation - that they won't run many common applications....

      

      
        Australian billionaire wins right to sue Facebook in the US over scam ads
        Simon Sharwood

        Andrew Forrest has spent five years railing against promos that falsely claim he's found the route to crypto riches Australian billionaire Andrew Forrest has won the right to sue Meta over ads it carried that falsely depict him endorsing cryptocurrencies and other financial services products.... 

      

      
        OpenAI co-founder Ilya Sutskever's new startup aims to create 'safe superintelligence'
        Simon Sharwood

        He's in competition with - and critical of - his former workplace OpenAI co-founder Ilya Sutskever - who last month quit the GPT creator - has unveiled his next gig: an outfit dubbed Safe Superintelligence Inc. that aims to produce a product of the same name - without the "Inc."...

      

      
        Brit watchdog gnawing on HPE's $14B buy of cable giant Juniper Networks
        Paul Kunert

        Invites comments from rivals and customers at start of merger probe Often the scourge of tech execs in the US, Britain's competition regulator has a new potential target in its sights: HPE's proposed $14 billion purchase of Juniper Networks....

      

      
        Amtrak confirms crooks are breaking into accounts using creds swiped from other DBs
        Connor Jones

        Railco goes full steam ahead with notification letters to Rewards users about spilled card details and more US rail service Amtrak is writing to users of its Guest Rewards program to inform them that their data is potentially at risk following a derailment of their individual account security. ...

      

      
        Footage of Nigel Farage blowing up Rishi Sunak's Minecraft mansion 'not real'
        Richard Currie

        Hats off to The Guardian for double checking, though British democracy hangs in the balance after internet mischief makers published a deepfake of Reform UK leader Nigel Farage griefing prime minister Rishi Sunak's Minecraft server....

      

      
        GPU-accelerated VMs on Proxmox, XCP-ng? Here's what you need to know
        Tobias Mann

        Go ahead, toss that old gaming card in your box and boost your AI applications -- you know you want to Hands on  Broadcom's acquisition of VMware has sent many scrambling for alternatives....

      

      
        Dark-web kingpin puts 'stolen' internal AMD databases, source code up for sale
        Iain Thomson

        Chip designer really gonna need to channel some Zen right now Updated  AMD's IT team is no doubt going through its logs today after cyber-crooks put up for sale what is claimed to be internal data stolen from the US microprocessor designer....
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    Biden puts a bullet in Kaspersky: Sales, updates to be banned in America

    
Blockade begins July 20 over national security fears    


    
        By 
Jessica Lyons        
    

    
        Posted in CSO,
        
            20th June 2024 21:07 GMT
        
    


    
Breaking news The Biden administration has banned the sale of Kaspersky software in the United States, arguing the Russian biz is a national security risk.
US Commerce Secretary Gina Raimondo announced the crackdown today during a call with reporters. She said Uncle Sam will outlaw the sale of Kaspersky Lab products and services in America from July 20 - and will also prohibit the antivirus maker from distributing software updates and malware signatures to customers in the US after September 29.
Raimondo said Kaspersky, being based in Moscow, is basically at the mercy of Putin, and with its tools installed all over American computers, the antivirus maker could ironically enough be ordered or forced to act as a conduit into those systems by the Kremlin.
"Russia has shown it has the capacity, and even more than that, the intent to exploit Russian companies like Kaspersky to collect and weaponize the personal information of Americans," Raimondo told reporters.
In an official statement, the US government said as a result of investigations, it found that:


... the company's continued operations in the United States presented a national security risk -- due to the Russian Government's offensive cyber capabilities and capacity to influence or direct Kaspersky's operations -- that could not be addressed through mitigation measures short of a total prohibition.


Not only that but we're told three organizations - AO Kaspersky Lab and OOO Kaspersky Group (Russia), and Kaspersky Labs Limited (United Kingdom) - have been added to the US government's Entity List, which will make it difficult to impossible for Americans to do any legal business with the trio.
That move was made due to the three's "cooperation with Russian military and intelligence authorities in support of the Russian Government's cyber intelligence objectives."
Kaspersky has yet to respond to The Register's request for comment.
In one month's time, Kaspersky cannot enter into any contracts with new US-based customers. Existing users will have until the start of October to find new security and antivirus providers or be left using unsupported software.
Any sellers or resellers found in violation of the ban could face fines or criminal prosecution.

  This is breaking news. We'll update here with a full story in due course.
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        Original URL: https://www.theregister.com/2024/06/20/cdk_global_offline/
    

    Car dealer software bigshot CDK pulls systems offline twice amid 'cyber incident'

    
Downtime set to crash into next week    


    
        By 
Connor Jones        
    

    
        Posted in Cyber-crime,
        
            20th June 2024 20:50 GMT
        
    


    
The vendor behind the software on which nearly 15,000 car dealerships across the US rely says an ongoing "cyber incident" has forced it to pull systems offline for a second time in as many days.
CDK Global first shut down its systems in the early hours of June 19 and brought key products such as its Dealer Management System (DMS), phone line support, Digital Retail platform, and the Unify portal page, back online later in the day.
In the past few hours, though, the software house has informed dealerships that it shut down core systems again after previously saying it was "confident" the aforementioned products were restored.
That means thousands of dealerships throughout the United States have been left to operate without their usual IT systems, sparking disruption.
The business began notifying dealerships and other stakeholders of a service disruption at around 0200 ET, before updating them again at 0800 ET blaming the problems on a "cyber incident," according to a trade mag Automotive News, which cited various industry sources and missives from CDK.
"We are sorry to inform you that we experienced an additional cyber incident late in the evening on June 19," a leaked email from CDK to its customers read.
"Out of continued caution and to protect our customers, we are once again proactively shutting down most of our systems. We are currently assessing the overall impact and consulting with external third-party experts. At this time, we do not have an estimated time frame for resolution and therefore our dealers' systems will not be available at a minimum on Thursday, June 20.
"We apologize for the inconvenience this has caused. Please know our teams are dedicated to getting you back to business and keeping you there."
The Register has asked CDK Global for more information.
We'd give you good odds on the attack being timed to coincide with the US public holiday Juneteenth - June 19 - to cause maximum disruption. When disclosures mention third-party experts being drafted after an outage, it often signals the potential for ransomware being involved.
CDK Global did not respond to our specific questions about ransomware.
Usually in cases such as these a Form 8-K filed with the SEC would provide more light on the matter but given that CDK was taken private in 2022 following an $8.3 billion acquisition, it's under no obligation to make all the juicy details public via the US financial watchdog.
Weeks or months down the line, we may see filings with state attorneys general, but that doesn't help us a great deal right now.
However, we can look for further details from the various accounts of the situation from nervy IT folks and dealership workers taking to social media.


	Qilin: We knew our Synnovis attack would cause a healthcare crisis at London hospitals


	That PowerShell 'fix' for your root cert 'problem' is a malware loader in disguise


	NHS boss says Scottish trust wouldn't give cyberattackers what they wanted


	Blackbaud has to cough up a few million dollars more over 2020 ransomware attack


We've seen dealership workers disgruntled at being forced to attend work, just in case their systems come back online in time to get some business done. Others seemed less fazed, making the best of a bad situation.
As of today and following the most recent development, some dealerships are preparing for systems to be down all weekend, according to one Reddit post, while others are simply cracking on with the old-fashioned pen-and-paper methods. (r)
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    Musk ropes Dell, Supermicro into xAI supercomputer project

    
Oh, Mike, what have you got yourself into now    


    
        By 
Tobias Mann        
    

    
        Posted in HPC,
        
            20th June 2024 20:12 GMT
        
    


    
Dell Technologies and Supermicro have been confirmed as the computer makers building an Nvidia-powered AI supercomputer for Elon Musk's xAI startup.
"We're building a Dell AI factory with Nvidia to power Grok for xAI," Michael Dell confirmed in an X post, with an image depicting rows of plastic-draped server racks on pallets. Grok being xAI's attempt at a generative chatbot.
As it turns out, Dell won't be building the entire system. "To be precise, Dell is assembling half of the racks that are going into the supercomputer that xAI is building," Musk responded.
The other half the cluster will be built by Supermicro, another leading producer of GPU-accelerated servers used in AI training and inference, Musk clarified in a separate post referencing the manufacturer's ticker symbol SMC.
Earlier this month, the Tesla tycoon announced xAI was only months away from bringing 100,000 liquid cooled Nvidia H100 GPUs online, which will, apparently, be located in North Dakota.
If we had to guess, these are the systems that Dell and Supermicro are likely supplying. However, it's also clear that Musk isn't all that happy with the H100's efficiency, especially after witnessing Nvidia's Blackwell-generation GPUs back at GTC.
"Given the pace of technology improvement, it's not worth sinking one gigawatt of power into H100s," Musk said earlier this month.
Instead, the big-brain billionaire argued the "next step" would probably be a cluster of around 300,000 Nv B200s -- the equivalent of 37,500 nodes -- connected by Nvidia's 800Gb/s ConnectX-8 NICs, which could be deployed as early as next summer.
Such a cluster won't be cheap, but it probably doesn't hurt that xAi raised $6 billion in Series B funding late last month, which should cover the cost of a decent chunk of those accelerators.


	X boss Elon Musk tries to make nice with firms at ad biz conference


	Tesla shareholders agree to pay Musk staggering sum of $48B


	Tesla's Autopilot false advertising tussle with California DMV must go to trial


	Elon Musk ends OpenAI lawsuit without explaining why


xAI's acquisition of Nvidia GPUs has been a controversial subject in recent weeks.
Earlier this month, Musk confirmed he'd prioritized orders for 12,000 H100 GPUs, valued at roughly $500 million, from his publicly listed Tesla to his privately owned xAI. The decision, it seems, came down to logistics, with Musk arguing that Tesla couldn't have used the GPUs even if it wanted to because it didn't have anywhere to deploy them.
But while Elon appears to be going all in on Nvidia to accelerate development of xAI's Grok chatbot, the situation at Tesla is less clear. The car maker has been deploying large numbers of Nvidia GPUs to develop its "full" "self driving" program, but it's also allegedly developing an entirely custom supercomputer system called Dojo, which we've looked at in depth previously.
Last year, Tesla said it would spend upwards of $1 billion on its Dojo supercomputers. But it seems Musk's enthusiasm for Dojo has waned over the past year.
When asked about the system in during Tesla's January earnings call, Musk waffled on the subject, telling investors to "think of Dojo as a long shot," and he's "hedging his bets" with large orders for Nvidia GPUs. (r)
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    IBM, Kyndryl again once sued for age discrimination - this time by its own VPs

    
More big blues at Big Blue ... And of course El Reg coverage is cited in the lawsuit    


    
        By 
Thomas Claburn        
    

    
        Posted in CxO,
        
            20th June 2024 19:44 GMT
        
    


    
Once again, IBM has been sued for age discrimination, this time alongside spin-off Kyndryl, for allegedly cutting the jobs of older workers while creating similar positions for younger ones.
The complaint [PDF] was filed on Tuesday in New York City, on behalf of five veteran executives and employees who collectively served the two corporations for more than 150 years.
The IBM plaintiffs include: Michael Nolan, former Director of Strategy and Planning for IBM's Software Unit; Karla Bousquet, former VP, CEO of Events at IBM, Karla; Jay Zeltzer, former Business Automation Leader; and Teresa Cook, former VP of Client Experience. Randall Blanchard, former Services Account manager, is suing Kyndryl, having previously been with Big Blue.
Despite IBM chief global HR officer Nickel LaMoreaux's 2022 rejection of what she characterized as "false claims of systemic age discrimination," the lawsuit argues the mainframe titan is still targeting older workers.
The legal filing cites a 2021 case, Townsley v. Int'l Bus. Machines Corp, in which executive Sam Ladah, who is accused of attempting "to keep ageist IBM executive level planning documents confidential," said those documents from five to six years earlier were still being used for hiring decisions.
To further support the claim that the targeting of older workers continues to this day, the complaint says, "A recently leaked video of [CEO Arvind] Krishna confirms that IBM has continued its practice of using secretive top-down pressure to gerrymander its workforce to reflect the demographic preferences of its executives."
The 2023 video, published by conservative political activist James O'Keefe, appears to show Krishna tying manager bonuses to diversity targets in a context where such targets are alleged to be discriminatory. Basically, IBM has been accused of threatening to withhold bonuses from bosses if they don't hire a diverse enough range of techies - more Hispanic and Black people - leading to qualified candidates - Asian people and others - being ignored on the basis of their race.
The latest lawsuit also points to Wimbish v. IBM, an age discrimination complaint filed in September by two human resources managers.
"In their complaint, these fired HR managers alleged that IBM's HR still constantly consider an employee's 'runway' when determining if that worker would be terminated," the complaint says. "'Runway' is coded language for how long IBM HR expects an employee to remain at IBM before they retire, a direct proxy for age."
Consistent with the assertion that discriminatory practices are ongoing, IBM's Red Hat was sued as recently as May for racial discrimination.
That same month, Kyndryl was accused by multiple employees in the corporation's CISO Defense security group of discrimination on the basis of age, race, and disability, via internal complaints and formal charges filed with the US Equal Employment Opportunity Commission (EEOC).
And that's to say nothing of related claims over the past few years, including Lohnn v. IBM, Langley v. IBM, Schenfeld v. IBM, Iacano v. IBM [PDF], Keebaugh v. IBM [PDF], and VanDeWeghe vs. IBM [PDF], Kingston v. IBM, Wagner v. IBM [PDF], Rusis v. IBM, or Doheny v. Kyndryl.
The complaint against IBM and Kyndryl revisits the now widely known history of recent age discrimination claims against Big Blue and its former Global Technology Services Group, which became a separate company - Kyndryl - in 2021.
The lawsuit describes the 2020 US Equal Employment Opportunity Commission (EEOC) determination [PDF] that "there is reasonable cause to believe that [IBM] has discriminated against [employees] on the basis of age." And it highlights reporting to that effect from ProPublica, as well as more recent revelations about IBM executives dismissing older workers as "dinobabies."


	Half of Dell US staff reportedly opted for remote work


	IBM spin-off Kyndryl accused of discriminating on basis of age, race, disability


	IBM accused of cheating its own executive assistants out of overtime pay


	H-1B visa fraud alive and well amid efforts to crack down on abuse


According to the complaint, IBM's scheme to de-age its workforce worked.
"A cadre of top executives developed and implemented the plan while the Human Resources and Finance weaponized artificial intelligence and scoring algorithms against IBM's older workers," the complaint says. "Finance made the math work, providing the business case for mass exits of older employees.
"The company employed the use of biased predictive analytics to target older populations for lay-offs. Cognizant that its efforts to 'revitalize' its workforce violated anti age-discrimination laws, IBM Legal devoted significant time and resources to devising tactics and procedures to avoid detection."
It's alleged that IBM used coded language to obscure what was going on, citing corporate planning documents from prior litigation that include terms like "Early Professional Hire," "seniority mix," "skills remix," "next generation," "refresh," "revitalization hiring," "reinvention of the workforce," and "transformation" to conceal discussions of allegedly illegal activities.
And the lawsuit describes how executive-mandated company wide layoffs, referred to as "Resource Actions," were formulated to disproportionately target older workers.
Older workers, it's claimed, were given impossible performance goals to create baseless negative performance reviews as a pretext to get rid of them.
Termination
"There exists evidence that the HR department and executives several levels up from an employee's front-line manager placed employees on secret internal Resource Action 'RA' lists that marked them for termination before first-line managers even knew that their subordinate had been pre-selected for termination," the lawsuit says.
"IBM would then use first-line managers as cat's paws for the discriminatory termination pre-approved by HR. HR would then obfuscate this termination decision to make it seem like it was actually the first-line manager's decision to terminate that employee."
What's more, it's alleged IBM tried to hide it was replacing older workers with younger ones.
"While simultaneously firing its older workers - IBM was busy hiring young employees, en masse to replace the older workers that were laid off," the complaint contends. "To hide the replacement, IBM would frequently create different job titles and shift organizational structures to make it harder to detect that they had not eliminated a position, but instead merely replaced older workers with younger workers."
Referencing The Register's reporting on the subject, the complaint observes that though Kyndryl split from IBM, the spin-off inherited the mainframe maker's processes and procedures.
The lawsuit accuses IBM and Kyndryl of age discrimination under the federal Age Discrimination in Employment Act (ADEA), retaliation under the Title VII of the Civil Rights Act, and various state employment law violations.
Neither IBM nor Kyndryl responded to requests for comment. (r)
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    Tesla's tight grip on repairs sparks courtroom showdown

    
Class action allowed to continue with EV maker's 'tying' practices the focus    


    
        By 
Lindsay Clark        
    

    
        Posted in Personal Tech,
        
            20th June 2024 19:19 GMT
        
    


    
A judge has ruled that Tesla must face a lawsuit alleging the electric car manufacturer denies customers and third parties the right to repair its vehicles.
In a ruling this week in the US Northern District Court of California, district judge Trina Thompson said that the case dating back to March last year could move forward.
The class action lawsuit claims that Tesla violated the law by tying repairs and parts exclusively to Tesla purchases, thereby prohibiting vehicle owners from using third-party repair shops or seeking aftermarket parts.
In March 2023, two proposed class action lawsuits were launched addressing the limited repair rights of Tesla owners. These cases alleged that Tesla caused "owners to suffer lengthy delays in repairing or maintaining their EVs, only to pay supracompetitive prices for those parts and repairs once they are finally provided." They were among a number of similar cases the court consolidated in June 2023.
However, in November last year, the judge dismissed the cases. The following month, the plaintiffs filed an amended complaint with seven claims.


	Tesla shareholders agree to pay Musk staggering sum of $48B


	Tesla's Autopilot false advertising tussle with California DMV must go to trial


	Norway's sovereign wealth fund aims to zap Musk's monster Tesla pay deal


	Tesla chair begs investors to bless Musk's billions or face an Elon exodus


In a ruling this week [PDF], the judge found the plaintiffs had "plausibly alleged a cause of action for monopolization" relating to one claim - that Tesla's practices violate Section 2 of the Sherman Act for Unlawful Tying, where services are used as a tying product. Tying is a term under monopoly law that suggests an agreement between a seller and a buyer means the buyer must buy certain other products, and not alternative products.
The right to repair movement has exerted growing influence across the tech and related sectors. Last month, the US state of Colorado introduced what it claimed to be the "best in the world" repair law.
Meanwhile, the EU has adopted a right to repair directive making fixing goods more accessible and cost-effective, although it still needs formal approval.
Apple has bowed to pressure to begin supporting iPhone repairs with used parts. (r)
    






        





This article was downloaded by calibre from https://go.theregister.com/feed/www.theregister.com/2024/06/20/tesla_right_to_repair/



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next







    
        Original URL: https://www.theregister.com/2024/06/20/kraken_certik_crypto_dispute/
    

    Crypto exchange Kraken accuses blockchain security outfit CertiK of extortion

    
Researchers allegedly stole $3M using the vulnerability, then asked how much it was really worth    


    
        By 
Brandon Vigliarolo        
    

    
        Posted in Security,
        
            20th June 2024 17:35 GMT
        
    


    
Kraken, one of the largest cryptocurrency exchanges in the world, has accused a trio of security researchers of discovering a critical bug, expoliting it to steal millions in digital cash, then using stolen funds to extort the exchange for more.
The exchange wrote about the issue yesterday, saying the exploit allowed some users "to artificially increase the value of their Kraken account balance without fully completing a deposit." Kraken chief security officer Nicholas Percoco said on X that the researchers didn't provide any details in their bug bounty report, but that his team discovered the bug within an hour.
According to Percoco, the issue derived from a recent UX change that would credit client accounts before assets actually cleared to create an artificial sense of real-time cryptocurrency trades. "This UX change was not thoroughly tested against this specific attack vector," Percoco admitted on X.
Simply reporting the bug would have been enough for a sizable bounty, Percoco added. The researcher who disclosed the vulnerability, who Kraken didn't name "because they didn't comply with any [bug bounty] industry expectations," didn't stop there, however. 
According to Percoco, the analyst behind the find shared it with a couple of coworkers, who then exploited the vulnerability to withdraw nearly $3 million from the platform. Kraken noted that the funds stolen in this way were from the Kraken treasury and weren't client assets.
Given this is the world of cryptocurrency, the wild ride didn't stop at the theft of millions.
Percoco said the researchers refused to provide a full account of their activity related to the exploit, demonstrate a proof of concept, or to return funds withdrawn via the vulnerability.
"Instead, they demanded a call with their business development team ... and have not agreed to return any funds until we provide a speculated [dollar] amount that this bug could have caused if they had not disclosed it," Percoco said. "This is not white-hat hacking, it is extortion!"
Kraken didn't respond to questions from The Reg for this story. 
"We are treating this as a criminal case and are coordinating with law enforcement agencies accordingly," Percoco added. "We're thankful this issue was reported, but that's where that thought ends."
Researchers strike back
Kraken may not have wanted to name the researchers behind the alleged extortion attempt, but the researchers themselves aren't being quiet - they're accusing Kraken of misconduct. 
US-based blockchain security firm CertiK said on X that it was the other party in this dispute, and said the conversation began well enough until Kraken's security team fixed the issue.


	Oklahoma saddles up bill of rights for crypto wranglers and miners


	How two brothers allegedly swiped $25M in a 12-second Ethereum heist


	Crypto wallet providers urged to rethink security as criminals drain them of millions


	Cryptocurrency laundryman gets hung out to dry


"After initial successful conversions on identifying and fixing the vulnerability, Kraken's security operation team has THREATENED individual CertiK employees to repay a MISMATCHED amount of crypto in an UNREASONABLE time even WITHOUT providing repayment addresses," CertiK said on X.
CertiK also claimed that it had offered to return the funds and never tried to withhold them, however, the crypto community on X isn't going easy on the company. A number of respondents have claimed that wallets associated with CertiK have been caught using US-sactioned cryptocurrency mixers like TornadoCash and crypto-swapping platform ChangeNOW, while others highlighted what they claim were inconsistencies with CertiK's public disclosures and records on the blockchain.
Additionally, while Percoco said all funds have been returned, minus a portion that was lost to blockchain fees, several commentators allege that the amount CertiK said it owed Kraken was tens of thousands of dollars less than what Kraken said was stolen.
The Register asked a number of folks at CertiK for an explanation of the supposed inconsistencies in its report and to learn more about the incident, but haven't heard back. (r)
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    X boss Elon Musk tries to make nice with world at ad biz conference

    
Where we're at in 2024: Billionaire says he didn't mean to tell everyone to 'go f%$k themselves'    
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            20th June 2024 16:38 GMT
        
    


    
Just seven months ago, Elon Musk told an interviewer: "If someone's going to blackmail me with advertising, blackmail me with money, go fuck yourself. Go. Fuck. Yourself. Is that clear? I hope it is."
But on Wednesday, Musk, in his capacity as the owner of X, joined company CEO Linda Yaccarino in a charm offensive aimed at advertising firms attending an industry conference, wanting it to be known he didn't mean "advertisers as a whole."
The Cannes Lions International Festival of Creativity is one of the world's largest annual events for the advertising industry. Musk's attendance is something of a u-turn for the tech tycoon and X, which has been controversial for advertisers in the wake of increasingly lenient moderation policies that have seen public figures like ex-president Donald Trump and neo-Nazi Nick Fuentes return to the platform.
By the man's own admission, ad revenue from the company formerly known as Twitter has plummeted since Musk's acquisition.
The tensions between Musk and advertisers came to a head last November during Musk's fateful interview with New York Times financial columnist Andrew Ross Sorkin at the newspaper's DealBook Summit. His comments at the time also included a callout specifically against Disney CEO Bob Iger as well as the accusations that ad firms were blackmailing his platform.
Yesterday, he spent time trying to undo some of that damage, up on stage with interviewer Mark Read, CEO of WPP, a major international advertising company.
"Elon, welcome to the heart of the advertising industry," Read said to start off. "Now, back in November, you had a message to us. You told us to sort of go fuck ourselves. So, maybe we start there... it's a serious question, why did you say that, and what did you mean by that?"
This was apparently quite the curveball for the X boss, who took a few seconds to string a response together. "Well, first of all it wasn't a... you know, it wasn't to advertisers as a whole," he said. "It was, with respect to freedom of speech, I think it is important to have a global free speech platform where people from a wide range of opinions can voice their views."
"And in some cases there were advertisers who were insisting on censorship, and at the end of the day if there is censorship... if we have to make a choice between censorship and money or free speech and losing money, we're going to pick the second."


	Adios, accountability: X to hide 'likes' for everyone this week


	Elon Musk ends OpenAI lawsuit without explaining why


	X marks the spot where Twitter's severance math doesn't add up


	Elon Musk confirms 12K H100s ordered for Tesla were instead prioritized for xAI


While this is similar to what Musk had said in November, after this point he admitted to the ad firms in the crowd that "advertisers have a right to appear next to content that they find compatible with their brands." That's a notable change in tune for Musk, who sued Media Matters for showing how ads from companies like IBM could show up next to antisemitic content. Many advertisers reacted by fleeing the platform, triggering Musk's "go fuck yourself" tirade.
It's not clear if this rapprochement and Musk's claims that X has an "A+ on brand safety" will be enough to get him and his company back into the good graces of some in the advertising industry.
But, since X is apparently down substantially in ad revenue, any reprieve would probably be welcomed at this point. (r)
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    systemd 256.1: Now slightly less likely to delete /home

    
Fixes catastrophic data loss, er, bug, er poorly documented feature... user error    
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Following closely after the release of version 256, version 256.1 fixes a handful of bugs. One of these is emphatically not systemd-tmpfiles recursively deleting your entire home directory. That's a feature.
The latest release of systemd, version 256.1, is out, containing some 38 minor changes and bugfixes. Among these are some changes to the help text around the systemd-tmpfiles command, which describes itself as a tool to "Create, delete, and clean up files and directories." Red Hat's RHEL documentation describes it as a tool for managing and cleaning up your temporary files.
That sounds innocuous enough, right?
It isn't, as Github user jedenastka discovered on Friday. He filed bug #33349 and the description makes for harrowing reading, not just because of the tool's entirely intended behavior, but also because of the systemd maintainers' response, which could be summarized as "you're doing it wrong".
The systemd-tmpfiles command manages files according to a specification file called tmpfiles.d, and, among many others, it has an option called --purge, which sounds quite handy according to its own manual page:


-purge


If this option is passed, all files and directories created by a tmpfiles.d/ entry will be deleted.


Among the issues fixed in version 256.1 are that even as long as five years ago, systemd-tmpfiles had moved on past managing only temporary files - as its name might suggest to the unwary. Now it manages all sorts of files created on the fly... such as things like users' home directories. If you invoke the systemd-tmpfiles --purge command without specifying that very important config file which tells it while files to handle, version 256 will merrily purge your entire home directory.
That fun little nugget of info broke over on Mastodon and has attracted considerable attention. Some of this has been directed at the first response to the bug report, from systemd team member Luca Boccassi:


So an option that is literally documented as saying "all files and directories created by a tmpfiles.d/ entry will be deleted", that you knew nothing about, sounded like a "good idea"? Did you even go and look what tmpfiles.d entries you had beforehand?


Maybe don't just run random commands that you know nothing about, while ignoring what the documentation tells you? Just a thought eh.


If Boccassi's name is unfamiliar to you, he is the chap who came up with the pithy line "now with 42% less Unix philosophy" which we reported in our story on the release of systemd 256.
No, it did not originate with systemd daddy Lennart "Agent P" Poettering. We do note, however, that Boccassi is Poettering's colleague at Microsoft... And we used the line not only for its Hitchhikers Guide reference, but because it genuinely made us chuckle. In the delicate world of open source politics, though, perhaps a smidgen more diplomacy is sometimes needed.


	Version 256 of systemd boasts '42% less Unix philosophy'


	MX Linux updates Libretto, belts out 23.3, based on Debian 12.5


	Malicious xz backdoor reveals fragility of open source


	Venturing beyond the default OS on Raspberry Pi 5


Thus, despite an initially rather hostile response along the lines that the command was only doing what it said on the tin, always read the label, may contain nuts, etc, this command has now sprouted a few more warnings. Now, the --purge subcommand insists on a specification file, the command summary is more explicit and admonishes care, there's a warning in the man page, and the description of the systemd-tmpfiles tool no longer contains the word "temporary". It isn't much, but it's something. This is among other modest changes, of course.
It's a useful reminder to all concerned. We're all busy, and nobody has time to read the docs in full every time. Names matter, and the wider world probably won't notice when you change what a tool does if its name still refers to a now-obsolete definition.
A small joke can ricochet around the world in the time that it takes one erroneous command to wipe all your data, which - thanks to SSDs - happens more quickly than ever. These tools are written and maintained by small teams of mere humans, and humans mess up occasionally. And if your command can potentially do something really dangerous, then don't let people just run it without warning them and checking. (r)
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    Half of Dell US staff reportedly opted for remote work

    
Reduced promotion prospects for those involved, and some already eyeing up the exit route    


    
        By 
Paul Kunert        
    

    
        Posted in On-Prem,
        
            20th June 2024 14:26 GMT
        
    


    
Return to office (RTO) mandates don't work, at least not for a reported 50 percent of Dell staff in the US, some of whom are prepared to let go of promotion hopes and start looking for alternatives that offer more flexibility.
[image: worker]
Study finds a quarter of bosses hoped RTO would make employees quit

READ MORE
According to Business Insider's calculations, based on its analysis of the PC maker's internal workforce data, months after Dell told employees to come back to their corporate desks, as The Register exclusively revealed, things perhaps aren't working out for everyone involved.
We have asked Dell to comment.
At the start of the pandemic, Dell chief operating officer Jeff Clarke said that for the majority of its 165k staff members, working life would never be the same and they wouldn't be going back into the office regularly.
That proclamation in August 2020 didn't hold water for long, and within three years, employees living within an hour's commute of a major Dell office were asked to come back for at least three out of five days a week. They could still choose those days.
A "Return to Office" notification was dispatched to all staffers in February this year, classifying most as hybrid workers - which means it is now compulsory to work at a Dell desk for 39 days a quarter, or three days a week. Those below a certain pay grade could choose to be fully remote.
Some staff interpreted this policy as a stealth layoff, and we were told that opting to work remotely meant not funding on-site team meetings, no career advancement or movement inside the company, and that working offsite would be considered when choosing who would be the target for workforce reductions.


	HR expert says biz leaders scared RTO mandates lead to staff attrition


	Dell staff not alone in being squeezed to reduce remote work


	Come work at HQ... or find a new job, Roblox CEO tells staff


	Meta spends $181M to get out of lease at vacant London offices


	Google launches $99 a night Hotel Mountain View for hybrid workers


The Reg was told that 17 offices locations in the US and internationally would be off limits for those that opted-in to work remotely in March.
Just last month, Dell informed hybrid workers that it will use electronic badge swipes, VPNs and a color-coding system to track their agreed on-site compliance, and that those who don't make the grade will see their cases escalated.
The ratings included:

	Blue flag indicates "consistent onsite presence"


	Green flag indicates "regular onsite presence"


	Yellow flag indicates "some onsite presence"


	Red flag indicates "limited onsite presence"


Dell now employs 120,000 people globally. The data accessed and collated by Business Insider indicates that one-third of staff outside of the US decided to work remotely.
"I benefited a lot from being WFH since 2020 and had a lot of personal growth. I'm not willing to give that up if I don't have to," one Dell worker told the publication. "With the salary that we are receiving, a return to the office would leave a huge hole in our budget," another was quoted as saying.
[image: working from home and the office - hybrid work]
Zoom's new London hub - where 'remote work' meets 'we need you back in the office'

READ MORE
Like many other tech businesses, Dell thinks staff work better when together, sharing information, etc. It isn't alone. AWS, Meta, IBM, Google, and many, many others all seem to agree. Salesforce's boss Marc Benioff famously said RTO mandates "are never going to work," before he promoted a return to the communal desks amid fears younger staff and newbies weren't being assimilated into the corporate culture.
This is despite research indicating that employees are happier when they have the flexibility to choose which location they work from, and another study indicating there are no productivity or profit benefits to be gained from demanding staff work in a designated office.
One trend has emerged, though, and it was flagged previously: those forced to comply with these mandates aren't happy and they will look for something elsewhere, meaning tech companies could be losing talent for little gain. (r)
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    Semiconductor industry navigating choppy waters with sunnier climes ahead

    
Despite dip in equipment revenue, analysts predict robust rebound    
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Chipmaking equipment suppliers haven't had the greatest start to the calendar year, collectively reporting a sales slump in the opening three months of 2024, according to analyst figures.
Counterpoint Research says revenue for the top five wafer fab equipment manufacturers dropped by 9 percent year-on-year in Q1, which it attributed to delayed customer investments in leading-edge semiconductors.
This was offset to some extent by demand for memory, which is going like gangbusters thanks to the current AI fad.
At the same time, however, global industry association SEMI is forecasting production capacity to expand by 6 percent this year "to keep pace with unremitting growth in demand for chips," growing an additional 7 percent in 2025.
So what is happening? The semiconductor market went through a downturn last year, with revenues sinking by 11 percent due to companies having excess inventories and slowing orders caused by high inflation. Many companies cut back on spending, and it could be that the wafer fab equipment makers are still feeling the effects of that.
Dutch giant ASML saw a 25 percent drop in revenue for the three months ended March 31, for example, but predicted during its last earnings call that this would be a "transition year" with a stronger second half than the first.
According to Counterpoint, the other major chipmaking equipment companies had a similar Q1 experience, with revenues for Applied Materials and Lam Research flat quarter-on-quarter and KLA's revenue down 5 percent. The exception was Tokyo Electron, which enjoyed a revenue bounce of 18 percent due to strong demand from DRAM and NAND makers.
Everyone seems to agree that China is where the growth is. The wafer fab equipment makers' revenue from the Middle Kingdom grew 116 percent year-on-year in Q1, Counterpoint says, with strong demand from mid-critical and mature nodes and increased demand for DRAM.
SEMI predicts that Chinese chipmakers will maintain double-digit capacity growth, with a 15 percent rise to 8.85 million wafers per month (wpm) this year, and a further increase to 10.1 million wpm in 2025.
Market watcher TrendForce says that Chinese foundries have experienced a faster recovery in capacity utilization compared to rivals, owing to trends like domestic substitution of foreign-made chips and policies like "China for China." Some process nodes are already operating at full capacity due to high customer demand, it claims.
There is also a consensus that things are likely to get better this year and next across the semiconductor industry.
"Revenue from memory increased significantly in Q1 2024, indicating the start of a turnaround in this segment and a stronger recovery in H2 2024. Despite short-term market uncertainties, we expect the recovery to continue in Q2 and likely pick up in H2," said Counterpoint senior analyst Ashwath Rao.


	TSMC chip plant construction halted by discovery of archaeological ruins


	Preventing another chip shortage on G7 summit agenda


	Intel interrupts work on $25B Israel fab, citing need for 'responsible capital management'


	ASML and Imec unveil pricy High NA EUV playground for chipmakers


Gartner's Gaurav Gupta, VP analyst with the semiconductor and electronics team, told us: "In our latest (1Q24) WFE forecast ... WFE revenue will increase 1.9 percent in 2024 and seven percent in 2025 as memory producers increase spending. We also have 1Q24 WFE revenue down from 4Q23 in all different scenarios - however, overall 2024 would end up slightly up over 2023." This is due to a revival in memory spending, he noted.
Gupta added: "Typically, Q1 is seasonally a weak quarter for WFE sales, so not surprising it is down compared to 4Q23 (typically fourth quarter is when we see WFE sales pick up, and for 2023 it was also driven by heavy buying from China due to fear of expert controls and restrictions)."
SEMI foresees South Korea surpassing the five million wpm mark for the first time in 2024; Japan is expected to see three percent year-on-year growth to 4.7 million wpm; the Americas five percent growth to 3.2 million wpm; Europe & Mideast is calculated to go up by four percent to 2.7 million wpm; and Southeast Asia will rise by four percent to 1.8 million wpm.
A high point is expected to be leading-edge process nodes of 5nm and below, which are expected to see a growth in capacity of 13 percent this year, again driven by demand for AI.
"The proliferation of AI processing, from cloud computing to edge devices, is fueling the race to develop high-performance chips and driving a robust expansion of global semiconductor manufacturing capacity," claimed SEMI president and CEO Ajit Manocha.
Looking ahead, chipmakers including Intel, Samsung, and TSMC are poised to start production of 2nm Gate-All-Around (GAA) chips, boosting total leading-edge capacity by 17 percent in 2025, SEMI predicts.
According to TrendForce, TSMC is already seeing full capacity utilization for its 5nm, 4nm, and 3nm nodes due to strong demand from AI applications, new PC platforms, HPC applications, and high-end smartphones.
Given cost pressures from overseas expansion and rising electricity prices, TSMC plans to increase prices for its advanced processes due to strong demand, TrendForce warns.
However, lingering concerns over inflation and weak recovery in buyer demand may result in inconsistent momentum in replenishing inventory. Many chip foundries might offer price incentives to attract customers and boost capacity utilization.
Counterpoint expects full-year revenue for wafer fab equipment makers to grow at four percent compared to 2023, while the increase for 2025 is expected to be in double digits. Meanwhile, SEMI says that the foundry sector is projected to increase capacity by 11 percent in 2024 and 10 percent in 2025, reaching 12.7 million wafers per month by 2026. (r)
    






        





This article was downloaded by calibre from https://go.theregister.com/feed/www.theregister.com/2024/06/20/semiconductor_industry_counterpoint/



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next







    
        Original URL: https://www.theregister.com/2024/06/20/oracle_java_licence_teams/
    

    Oracle Java license teams set to begin targeting Oracle users who don't think they use Oracle

    
IP address of downloads offers crumb trail to orgs who should be ready for Big Red, says licensing expert    
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Organizations that do not consider themselves Oracle customers, but who use Java, can expect a call from the Big Red in the next three to nine months, according to a software licensing specialist.
House of Brick, which has spent years advising clients on how to manage their commercial arrangements with Oracle, said it had noticed an uptick in organizations seeking advice after being contacted by the tech giant about their Java use.
"Even if you are not an Oracle customer, they are tracking product downloads and matching the IP addresses to your organization. Oracle has deployed a whole team of people in India that are contacting organizations worldwide with claims of non-compliant Java SE usage," the company said in a blog, referring to the runtime environment.
Big Red first introduced two new licensing models for its commercial Java platform, Standard Edition (Java SE), in April 2019 when it began charging license fees for previously free Java.
In January, Oracle, which acquired Java with its buyout of Sun Microsystems in 2009, said it had introduced a new "simple, low-cost monthly" Java SE Universal Subscription in a phased-in replacement for its per user or per processor model.
Most organizations adapting to Oracle's new licensing terms for Java expect the per-employee subscription model to be two to five times more expensive than the legacy model, Gartner estimated last year.
While most Oracle and Java users have become aware of the changes, those who have never dealt with Oracle for their applications, database or middleware software might be new to the arrangement.
"They don't have a relationship with Oracle. But Oracle has tracked Java SE downloads to their company. And then Oracle approached them saying 'We see that you've been downloading our Java SE product, it requires a licence.' This might be an email coming from a person that has an audit or similar title in their signature," said Nathan Biggs, House of Brick CEO.
He said organizations that have never worked with Oracle might not understand its approach to commercial negotiations.
"They start to freak out and they start to worry... they don't want to be out of compliance. Every customer we work with, earnestly wants to be in compliance with all of their licenses, and so they'll overshare information," he said.
For example, Oracle is likely to ask for the installation date and ask whether the customer also deploys on VMware.
But Oracle will be leading towards an "offer" to overlook earlier unlicensed software if they agree to sign up to the new subscription model, Biggs said.
Organizations should be careful before they take up the offer, he said. Users with legacy Oracle agreements face more than 100 percent -- even 1,000 percent -- cost increases when moving to the new terms. Bills going from tens of thousands of dollars to more than a million have been confirmed by multiple licensing specialists.
Biggs said organizations were also quickly uninstalling Oracle Java and using open-source alternatives for their runtime and development environments.
He said Oracle is entitled to ask for backdated payments for people already using Java since the paid-for deal was announced. But whether they should be forced to adopted the 2023 per employee arrangement is a moot point.


	Oracle Java police start knocking on Fortune 200's doors for first time


	UK CMA early findings indicate Microsoft restricts cloud choice


	VMware by Broadcom has a licensing portability win with Microsoft


	Why RISC-V must get its messaging right on open standard vs open source


To start with, Oracle will limit the back-payment to three years. But it will also try to charge users under the Universal pricing arrangement introduced in January 2023.
"This is absurd because the universal pricing has only been around for a year. We always then push back on Oracle," he said.
Biggs said Oracle would usually reduce the fee to just one year of the universal model, or they will do one year of Universal plus pricing at the legacy pricing for the other two years.
The Register has offered Oracle the opportunity to respond. (r)
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    Russia's cyber spies still threatening French national security, democracy

    
Publishing right before a major election is apparently just a coincidence    
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A fresh report into the Nobelium offensive cyber crew published by France's computer emergency response team (CERT-FR) highlights the group's latest tricks as the country prepares for a major election and to host this year's Olympic and Paralympic Games.
Most infoseccers will know Nobelium/Midnight Blizzard as the Russian intelligence (SVR)-linked criminals responsible for the major supply chain attack on SolarWinds in 2021, but CERT-FR believes sharing information about the latest exploits may stifle the gang's threat to national security in the coming months.
Nobelium's activity is often also tied to the APT29 moniker, but the French cybersecurity agency (ANSSI) believes Nobelium is in fact a distinct intrusion set. It says the true APT29 was active between 2008-2019 and was responsible for the attack on the US DMC, while Dark Halo was the group that carried out the SolarWinds breach. To ANSSI, Nobelium is a separate entity but like the other two, is linked to the Russian intelligence service. ANSSI says it was spun up in October 2020.
It's targeting diplomats, ministry officials
The researchers say its main focus is espionage, and claim it often targets the email accounts of diplomatic staff, their institutions, embassies, and consulates using phishing emails sent from foreign institutions that have already been previously compromised by Nobelium.
CERT-FR's report states that the French public sector has been attacked several times by the group using this business email compromise (BEC) style of attack.
For example, "a variety of entities, including the French Ministry of Foreign Affairs" were targeted in the months of February-May 2021, which led to the attempted deployment of Cobalt Strike presumably to allow remote access. It was unsuccessful, but was just one of many serious attempts to breach and gather intelligence from the French government.
The following year, Nobelium again tried to get one over on the French foreign ministry, targeting dozens of email addresses with phishing emails themed around the closure of a Ukrainian embassy or an appointment with a Portuguese ambassador.
In May 2023, the French embassy was one of many embassies in Ukraine to be targeted by Nobelium - the group used lures themed around selling a diplomatic car. Its embassy in Romania was also targeted unsuccessfully in the same month.
"ANSSI and [national partners (C4)] members consider that the imputation of these activities against French diplomatic entities to Nobelium is consistent," the report [PDF] reads. 
"The tools and infrastructures employed by the attackers show similarities with other Nobelium-linked campaigns. The victims of these activities aiming to exfiltrate strategic intelligence are consistent with the usual targeting associated with Nobelium by other observers. The capabilities implemented to compromise such a vast number of email accounts, the persistence of the attacks, the efforts put into the forgery of lure documents indicate that Nobelium is almost certainly operated on behalf of a state actor."
While the report hasn't specifically been linked to increased detection of Russian aggression against the French government as its election period approaches, the timing of its publication is unlikely to be a mere coincidence.
CERT-FR concludes that Nobelium presents a genuine threat to both national security and the diplomatic interests of France and wider Europe. 
Despite not carrying out a major attack on the French government and its home ground since 2022, at least according to the timeline CERT-FR provided, there is clear concern about the Russians and what they might be hatching over the coming weeks.
No smoke without fire
France has a few good reasons to suspect a little Russian interference in the near future. In addition to the various attacks on its institutions, as recently as this year its European affairs minister Jean-Noel Barrot said Russia was responsible for a disinformation campaign to undermine president Emmanuel Macron.
Close followers of French current affairs will remember the hysteria surrounding the creepy crawly scare concerning a supposed bed bug infestation in Paris last year.
Barrot said the government believed Russian social media bots deliberately amplified the negative messaging around the incident and tried to pin the whole thing on the arrival of Ukrainian refugees to the French capital.
Going back to France's last presidential election, Macron was again the prime target of Russia's disinformation efforts after Russian intelligence breached the president's computer, leaking a trove of documents - padded out with some fakes to assist the messaging - in an attempt to stoke division in French society.


	Microsoft answered Congress' questions on security. Now the White House needs to act


	Microsoft bigwig says the Feds catching Chinese spies in Exchange Online is the cloud working as intended


	Pentagon 'doubling down' on Microsoft despite 'massive hack,' senators complain


	A tale of two Chinas: Our tech governance isn't perfect, but we still get to say no


The so-called Macron Leaks were a failure, however, and Russia wasn't able to achieve any success comparable to that which was allegedly seen with the Brexit referendum [PDF] and Donald Trump's election victory in 2016.
"The 2017 French presidential election remains the clearest failed attempt by a foreign entity to influence an electoral process in recent years," wrote Heather A Conley and Jean-Baptiste Jeangene Vilmer for the Center for Strategic and International Studies (CSIS).  
"Taking aim at presidential candidate Emmanuel Macron, Russian interference succeeded neither in interfering with the election nor in antagonizing French society."
Over in the private sector, Microsoft recently shone a light on Russia's ongoing efforts to spread disinformation around the upcoming Olympic and Paralympic Games from which its athletes are banned.
It has been using deepfake technology, along with the usual promotion of fake news stories to spread anti-Ukraine propaganda and claims about Macron's supposed indifference to France's socio-economic struggles, for example.
The attacks follow similar campaigns targeting both the Summer and Winter Games in recent years. Russia, researchers claimed, tried to frame North Korea for the malware attacks on its friendlier, southern neighbors when that nation hosted the 2018 Winter Games, for example, and also more recently the Tokyo Games in 2020. (r)
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    Battery electric vehicles lose their spark in Europe as hybrids steal the show

    
Germans cooling on proper EVs, according to auto industry group    


    
        By 
Richard Speed        
    

    
        Posted in Personal Tech,
        
            20th June 2024 11:37 GMT
        
    


    
The market share of battery electric vehicles (BEVs) is declining in Europe while hybrid electric cars are proving more popular.
According to figures from the European Automobile Manufacturers' Association (ACEA), BEVs accounted for 12.5 percent of the EU car market, a drop from 13.8 percent a year ago. Hybrid electrics, however, grew from 25 percent to nearly 30 percent.
The combined share of petrol and diesel cars dropped below half - falling from 52.1 percent to 48.5 percent.
The decline in Germany was marked, with a 30.6 percent fall in new BEV registrations, although France recorded modest growth at 5.4 percent.
Overall, new car registrations were down by 3 percent in May 2024, according to ACEA.
Several factors are behind the fall in market share. Electric vehicles in the EU tend to be more expensive than their traditionally powered siblings, and charging infrastructure in the region requires investment if the EU's CO2 reduction targets are to be met.
Another survey [PDF] found the top three challenges facing BEVs were price, a lack of availability of private recharging, and too few public recharging points.
A recent report found that at the end of 2023, the EU had 632,423 public charging points, serving around 3 million BEVs. An estimated 410,000 new points would be required annually to meet a target of 3.5 million charging points by 2030.


	China miffed over electric vehicle tariff tiff with EU


	Chinese electric car brands zapped by price surge as EU cranks tariffs


	Chinese car brands hit accelerator on road tests for level three autonomous driving tech


	Research finds electric cars are silent but violent for pedestrians


According to the UK's Society of Motor Manufacturers and Traders, the BEV market share in the UK for the year to May 2024 stood at 16.1 percent, slightly up from the same period last year, when the figure was 15.7 percent.
A survey with more than 19,000 respondents - of which just over 2,000 were BEV drivers - by the European Alternative Fuels Observatory found that just over half of non-electric car drivers (57 percent) were considering an electric car purchase, but nearly two-thirds of all respondents considered cost as a barrier.
Range was also a factor, with non-BEV drivers wanting at least 500 km of range, while more than 80 percent of BEV drivers were happy with 201-400 km and described their range as "usually or always enough."
However, those same BEV drivers expressed dissatisfaction with charging infrastructure and understanding what they would have to pay once they'd managed to find an operational charge point.
More than three-quarters preferred to charge their vehicles at home. (r)
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    Qilin: We knew our Synnovis attack would cause a healthcare crisis at London hospitals

    
Cybercriminals claim they used a zero-day to breach pathology provider's systems    
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Interview The ransomware gang responsible for the current healthcare crisis at London hospitals says it has no regrets about the attack, which was entirely deliberate, it told The Register in an interview.
[image: Guy's and St Thomas' NHS Foundation Trust sign]
London hospitals left in critical condition after ransomware attack

READ MORE
Qilin says Synnovis, a partnership between pathology services company SYNLAB and two London NHS Trusts, wasn't targeted by accident. Asked if it knew a healthcare crisis in the capital city would ensue, should they be successful, a spokesperson for the group said: "Yes, we knew that. That was our goal."
They went on to say the attack was politically motivated: "All our attacks are not accidental. We choose only those companies whose management is directly or indirectly affiliated with the political elites of a particular country. The politicians of these countries do not keep their word, they promise a lot, but are in no hurry to fulfill their promises."
Without naming any countries or events specifically, and in vaguely incoherent English, they alluded to politicians withholding "high-quality" medicines from other countries while keeping "a peaceful sky" above their own heads.
Experts have also questioned the political explanation, given the gang has been more opportunistic rather than idealistic in its targets. 
For example, SOCRadar said last week how Qilin is known for targeting the healthcare and education sectors not because of politics but because of the reliance they have on uptime and the sensitivity of the data they hold.
Louise Ferrett, senior threat intelligence analyst at Searchlight Cyber, questioned the alleged idealogy of the attack, suggesting it could have been fabricated given the media attention surrounding the incident.
"Qilin was considered a financially-motivated threat actor so political targeting doesn't align with their usual modus operandi," she said. "It is possible that, in this case, the gang decided to mix financial gain with proving a political point. 
"However, it is also possible that this wasn't deliberate targeting but - as the attack became big news due to its impact on hospitals - Qilin took the opportunity to bolster their reputation and play the role of the noble hacktivists."
Despite the deliberate intent of the attack, Qilin somewhat backhandedly said it was sympathetic to the people of London who are now suffering as a result.
"We sincerely sympathize with ordinary residents of London and other British cities who have become hostages of this situation," the spokesperson told The Register. "But we will never regret what we do, because this is a struggle. 
"We hope that no one was hurt and we urge ordinary people to think about the true problems that led to this situation."
But, of course, people are hurting in London right now. More than 1,500 operations and appointments have already been canceled, per the NHS' update on June 14 - a figure that's almost certainly rising by the day. 
Stories are already being told of elderly Londoners having crucial procedures canceled and subsequently seeing their condition become terminal if they are not swiftly rearranged.
$50 million ransom
The main question surrounding any attack carried out by a ransomware gang is the sum of money they demand in exchange for data not being published.
Qilin told us the ransom demand was set at $50 million, but the gang itself ultimately "stopped all conversations and cut off contact" after Synnovis allegedly stalled for too long.
"The company had enough time to make the right decision," the spokesperson said.
Asked about the claims made by the criminals, Synnovis refused to comment on specifics, only saying "our investigation is ongoing".
"Synnovis is aware of reports that an unauthorized third party has claimed responsibility for this recent cyberattack. Our investigation into the incident remains ongoing, including assessing the validity of the third party's claims and the nature and scope of the data that may be impacted. 
"We have notified relevant authorities, including The Information Commissioner's Office (ICO), and continue to work with the NCSC and third-party specialists who are assisting with our investigation. Once further information is known we will report in line with ICO requirements and prioritize the notification of any impacted individuals or partners as required."
Qilin said it believed $50 million was a "fair price" considering its claim to have stolen more than one terabyte of data, which it told us is all due to be leaked "in the coming days."
Since our interview with Qilin was held, Synnovis has appeared on the gang's leak blog in a post that states all the company's data will be leaked today on June 20.
Zero-day claim
Asked about how Qilin gained an initial foothold in Synnovis' systems, Qilin wouldn't reveal much in the way of details. 
"We cannot answer this question, especially for free."
Ransomware gangs often market themselves as penetration testing specialists that offer an expert service out of the goodness of their hearts, rather than admitting they're criminals.
This could explain the lack of answer, or simply the fact that revealing its tradecraft may impede future cyber assaults.
However, Qilin did claim it used a zero-day vulnerability, yet didn't specify in what product that vulnerability was found or how they acquired it. 
Again, we asked both Synnovis and the UK's NCSC about this but neither offered a confirmation or denial on the matter.
Ferrett, however, said it's entirely possible that Qilin is a sophisticated ransomware gang that was able to source its own zero-days.
"We have previously observed ransomware operators exploiting zero-day vulnerabilities to compromise their victims, especially larger and more established gangs," she said. "Qilin fits that profile so there is no specific reason to doubt their claims. 
"We have seen the group on hacking forums looking to recruit experienced 'pentesters' so it is possible that someone within the group or one of their affiliates identified a zero-day vulnerability that enabled this attack."


	Frontier Communications: 750k people's data stolen in April attack on systems


	Street newspaper appears to have Big Issue with Qilin ransomware gang


	Cyber sleuths reveal how they infiltrate the biggest ransomware gangs


	Ukrainian cops collar Kyiv programmer believed to be Conti, LockBit linchpin


However, it should also be noted that cybercrims are known for inflating their claims and have in the past labeled any vulnerability exploit as a so-called zero-day. So, as ever, with the accounts of criminals, it's advisable to take Qilin's words with a pinch of salt.
As with the details about the intrusion, Qilin was equally sheepish when asked about the organization itself, namely its composition and location: "We have hundreds of associates, but we cannot say anything specifically about any of them. This is a matter of our security."
Despite being named after a Chinese mythological creature, Qilin is widely believed to be an operation running out of Russia. It operates much like others in Russia have in the past and appears to target Western organizations and not those in countries allied to Russia, which would allow it to maintain its protected status at the Kremlin. (r)
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Researchers in computing and linguistics have devised a new way to detect errors in large language models, which relies on employing more LLMs.
Applying statistical machine learning to languages at an ever-increasing scale has become in vogue with tech vendors and investors alike, but it is well known that such language models are prone to errors. In the much-hyped world of LLMs, shortcomings that might be deemed malfunctions in other contexts are euphemistically called "hallucinations."
Generating content that is either inaccurate or nonsensical nonetheless troubles the industry, so the race is on to detect them with more accuracy and presumably try to eliminate them.
This week, in the UK science journal Nature, Oxford University and DeepMind researcher Sebastian Farquhar and colleagues proposed a method for quantifying the degree of hallucinations generated by an LLM while also showing how correct the generated content might be.
The study sought to address a subset of hallucinations known as confabulations, output that can be inaccurate and arbitrary, which the researchers say is down to a "lack of knowledge."
The researchers suggest their approach can find confabulations in LLM-generated biographies and in answers to questions on trivia, general knowledge, and life sciences.
In an accompanying article, Karin Verspoor, computing technologies professor at Australia's RMIT University said: "There is much debate about whether the models actually capture meaning or understand language in any epistemological or cognitive sense given that they lack any awareness of communicative intent or connection to real world objects and impacts.
"However, it is clear that these models perform well in a range of complex language-processing tasks that involve some comprehension."
The research team sought to exploit an LLM's performance on one of these tasks to detect hallucinations in another LLM. Textual entailment is a way of saying one statement can be inferred from another. So, saying "Pat purchased a car" also means "Pat owns a car" but not necessarily that "Pat rode in a car." The Oxford team's approach used LLMs' ability to recognize entailment as a way of spotting confabulations in another LLM.


	World's top AI chatbots have no problem parroting Russian disinformation


	From RAGs to riches: A practical guide to making your local AI chatbot smarter


	Meta won't train AI on Euro posts after all, as watchdogs put their paws down


	Mistral AI raises $644M, hits $6.2B in valuation


But they didn't stop there. They also employed a third LLM to validate the findings of the second.
"Our probabilistic approach, accounting for semantic equivalence, detects an important class of hallucinations: those that are caused by a lack of LLM knowledge," the paper says. "These are a substantial portion of the failures at present and will continue even as models grow in capabilities because situations and cases that humans cannot reliably supervise will persist. Confabulations are a particularly noteworthy failure mode for question answering but appear in other domains too."
The researchers suggest that the findings might help people improve LLM performance by tailoring prompts, the supposedly "natural" way users query or instruct an LLM.
"By detecting when a prompt is likely to produce a confabulation, our method helps users understand when they must take extra care with LLMs and opens up new possibilities for using LLMs that are otherwise prevented by their unreliability," the paper adds.
Verspoor agreed the approach might be useful for detecting hallucinations in LLMs and other nefarious output, such as misinformation or plagiarism. But she warned that overreliance on LLMs might lead to further challenges.
"Researchers will need to grapple with the issue of whether this approach is truly controlling the output of LLMs, or inadvertently fueling the fire by layering multiple systems that are prone to hallucinations and unpredictable error," she said. (r)
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Shiny new Surface 7 devices are starting to arrive, but a lack of recovery media is causing problems for some users.
A Register reader got in touch to complain about issues that cropped up when creating recovery media.
Gareth Hunter wrote: "I preordered the machine a few weeks ago and received it yesterday.
"I created the backup media using the recovery drive app in preparation for replacing the SSD and tested the recovery process using the original drive. The process failed and dumped me out halfway through. I've got no way of booting the machine now, the recovery media I created doesn't work and there is no way to download this from Microsoft."
Without working recovery media, Hunter faces a situation of having to return the device to Microsoft under warranty. He isn't alone.
Hunter is a serial Surface buyer and, thanks to Microsoft's enlightened approach to SSD replacement, has usually opted for switching out the storage unit for a more capacious one rather than pay the extra at configuration time. For example, going from the base 256 GB to 512 GB will add at least PS200 ($254) to the price.


	Microsoft resumes rollout of Windows 11 24H2 to Insiders


	Nearly 20% of running Microsoft SQL Servers have passed end of support


	Microsoft answered Congress' questions on security. Now the White House needs to act


	Microsoft cancels universal Recall release in favor of Windows Insider preview


Our reader admitted that cloning the drive might have been a good idea. Still, hindsight is a wonderful thing, and you can always get the recovery media from Microsoft's support site. Except when you can't.
Recovery images only go as far as the Surface Laptop 6, and Microsoft noted that for its Recovery Tool "Recovery images for Surface Pro (11th Edition) and Surface Laptop (7th Edition) will be available when commercial devices ship in September 2024," which could mean a lengthy wait for early adopters that manage to make their new devices unbootable.
The Register asked Microsoft if there was any way of getting hold of the media ahead of time and why it would release hardware before its recovery tool had been updated, but the company has yet to respond.
In the meantime, if you must have the latest and greatest from Microsoft's Surface line, go ahead. Just be aware that recovering might not be as straightforward as you expect if things go horribly wrong. (r)
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Analyst firm Gartner has published its annual hype cycles for cloud tech and enterprise networking, and both suggest cooling your jets rather than rushing towards AI-assisted tools to operate your tech.
Hype Cycles rate expectations for emerging technologies, as they pass from being created as a the result of an "innovation trigger" and then ascend a "peak of inflated expectations" before often settling into a "trough of disillusionment" as they are proven less amazing than predicted. Technologies that make it out of the trough climb a "slope of enlightenment" before reaching a "plateau of productivity" upon which they are mature, widely applicable, and comfortably adopted by mainstream orgs. Technologies do not always reach the plateau - plenty become obsolete instead.
Gartner's 2024 Hype Cycle for Enterprise Networking rates AI networking and network AI assistants as having reached peak hype.
The former are interactive digital assistants that offer a conversational interface to offer NetAdmins what Gartner describes as "actionable network insights and assist with network operational tasks." Gartner rates them as immature, tied to specific vendors and therefore not useful on diverse networks, and likely to be ignored by networking pros who tend to be risk-averse - an instinct that kicks in when AIs offer suggestions without explanation.
AI networking also offers insights into how Net Admins can run networks, and Gartner feels the same reasons that make them leery of network AI assistants will make adoption slow. "Overzealous marketing creates confusion and makes it more difficult to select an offering that adds demonstrable value," the Hype Cycle adds.
AI Ethernet fabrics - networking hardware designed specifically for AI workloads - is a new addition to the Hype Cycle and earned its place on grounds that most orgs' initial AI adventures aren't on-prem, making task-specific hardware moot. A lack of standards is another problem, as are existing alternatives.
Gartner's 2024 Hype Cycle for Cloud Computing features "a flurry of activity at the Peak of Inflated Expectations." The analyst firm suggests that's to be expected given cloud is relatively new.
Generative AI-Augmented CloudOps - use of generative AI and machine learning to automate and improve management and support of public cloud services - is the most recent innovation Gartner has included. The firm rates it as potentially powerful, but warns admins could be "too quick to trust the output of GenAI tools." That's bad, because the firm's analysts warned: "Automation assets from GenAI systems are rarely production-ready. They can contain hallucinations and bugs in AI-generated responses."
The document rates AI supercomputers as a fine thing - albeit with uncertain ROI. Gartner therefore suggests using cloud-based AI supercomputing "for scoping resources to derisk and rightsize your investments."
Buyers are also advised not to rush into GPUs or other accelerators. "The latest CPUs with embedded AI acceleration can help train and infer models that are below 7B parameters," Gartner advises.
Assorted hype oddities
Among other items in the Hype Cycles that caught our eye is "coffee shop networking" - a debutant in the networking document. The term describes networks that just work across multiple locations, on an org's premises or in public. Gartner worries that it is "difficult to justify the shift to coffee shop approach if there are existing investments in next-generation firewall, SD-WAN, etc., that work fine and aren't due for refresh."
Another new entrant is Satellite to Device Direct (SCS) - a tech that combines satellite and cellular comms. Already present in smartphones that allow emergency calls to be made by satellite, SCS has obvious applications for remote sites. But commercial voice services for everyday calls aren't yet available and regulators are yet to approve the tech.
Hype for Wi-Fi 8 is also on the rise, but as the standards behind it aren't ratified and products won't arrive until around 2028 there's no rush to wrap your head around it. Gartner advises similar caution when considering Open Roaming - a network technique that eases provision of and access to guest Wi-Fi. The technique is little known, and creates privacy and privacy concerns you may wish to avoid.


	GenAI more buzz than biz as tech barely dents jobs, says survey


	Infosec teams must be allowed to fail, argues Gartner


	HPE picks up OpsRamp to sprinkle some AIOps on Greenlake multi-cloud


	IBM meshes with Flexera to boost AIOps IT automation


On the cloudy side, a tech closing in on the peak of inflated expectations is "headless SaaS" - software accessed mostly through APIs instead of a user interface. Gartner worries that "Best practices for pricing and procurement of headless SaaS are not well-developed" and that the absence of a UI means buyers will have to build their own - which could be a slow and costly process.
Gartner has declared cloud repatriation - the practice of moving apps on-prem from the cloud - obsolete.
"Even though repatriation hype is persistent, actual repatriation at scale remains nearly nonexistent and is not increasing," the firm found, adding "Repatriation hype often creates distractions during a time when thoughtful analysis should be devoted to appropriate cloud initiatives." (r)
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Samsung has debuted Copilot+ PCs running on Qualcomm processors, but warned buyers in South Korea - and seemingly only that nation - that they won't run many common applications.
The term "Copilot+ PC" was dreamed up by Microsoft to denote a machine boasting a neural processing unit (NPU) capable of operating at 40 trillion operations per second (TOPS), and therefore fit to run all the shiny AI bells and whistles of Windows 11 at pleasing speed. Microsoft's first examples of Copilot+ PC employed Qualcomm's Snapdragon X Elite processors, which pack 45 TOPS and use the Arm processor architecture.
As most PCs use the x86 architecture, machines built around Arm raise the prospect of old software being orphaned - which would hardly encourage buyers. Microsoft, however, created an emulation layer called Prism that it claims will make "your apps run great, whether native or emulated" on Copilot+ PCs.
Samsung South Korea begs to differ.
In a compatibility notice, the Korean giant warns that many security applications, Adobe Illustrator and Google Drive won't run on its GalaxyBook Edge 4 Copilot+ PCs. Games including Fortnite, League of Legends and Microsoft's flagship shooter Halo Infinite are also unhappy under Windows 11 for Arm and Snapdragon silicon, evidently.
Websites for some South Korean financial services providers are also incompatible with the machines. The compatibility page also warns that certain printers may not work with the machines without new software.


	The definition of an AI PC is now even muddier, helping no-one - not even AIs


	Microsoft resumes rollout of Windows 11 24H2 to Insiders


	Intel, AMD take a back seat as Qualcomm takes center stage in Microsoft's AI PC push


	Microsoft's Recall should be celebrated as the savior of SMEs and scourge of CEOs


The Register has checked Samsung sites outside South Korea and was unable to find similar compatibility notices. We've also searched for the product codes listed alongside the laptops in Korea and can't find those elsewhere.
That could be an important clue. In around 2005 Microsoft lost an antitrust case in South Korea and was required to unbundle some Windows components - notably media players. The OS giant produced a Korea-only cut of Windows until at least Windows 10.
We've asked Microsoft and Samsung to explain the compatibility notice and will inform readers if we receive substantive replies. (r)
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Andrew Forrest has spent five years railing against promos that falsely claim he's found the route to crypto riches    
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Australian billionaire Andrew Forrest has won the right to sue Meta over ads it carried that falsely depict him endorsing cryptocurrencies and other financial services products.
Forrest has long railed against fake ads using his likeness, and requested Meta take them down and prevent further ads appearing. Those entreaties had little effect, and in 2019 he penned an open letter to Mark Zuckerberg in which he called for Facebook's founder to clean up his act.
That call was not made just to protect his reputation. Australian authorities counted [PDF] AUD$126 million ($84 million) lost to investment scams in 2019 - a sum that rose to AUD$1.3 billion ($867 million) in 2023 [PDF].
The mining magnate tried to initiate a criminal action against Meta in Australia, but the nation's Director of Public Prosecutions did not pursue it.
Forrest declared that decision placed Meta above Australia's laws. He was, however, also trying to use US law to pursue the issue - and that matter reached an important point on Monday when the US District Court for Northern California allowed some elements of his case to proceed.
The case saw Forrest allege Meta had misappropriated his name and likeness, negligently breached its duty to the general public by allowing scam ads to run, failed to warn users, unjustly enriched itself, and relied on the US Communications Decency Act as a defence - a law that doesn't apply in Australia.
Forrest has also argued that Facebook makes more money from ads that carry his likeness than would be possible if it excluded them.


	Atlassian CEO's bonkers scheme to pipe electricity from Australia to Singapore collapses


	Google sues app devs, claims they're Play Store crypto scammers with 100k+ victims


	Meta sued for 'aiding and abetting' crypto scammers


	Crypto-failure Terraform Labs to cough up $4.5B, liquidate self


The court dismissed the failure to warn, unjust enrichment, and Communications Decency Act arguments, but ruled that the misappropriation and breach of duty arguments were adequately pleaded.
Forrest has hailed the decision as "a crucial strategic victory in the battle to hold Facebook accountable." But the fight is far from over, because the matter is complex, and this week's ruling outlines many issues that can be argued anew.
One of those issues is the applicability of the Communications Decency Act - especially its Section 230 provisions that exempt online platforms from liability for material others post on their services.
If Forrest can show the law does not apply outside the US, Big Tech's advertising operations will have quite a challenge to consider. Forrest's net worth is around $16 billion, so he has resources to pursue the case and is determined to have Meta stop carrying scam ads.
He's not alone in doing so down under: antipodean television personalities and politicians have also complained about scam ads, and called upon Meta and other platforms to do better.
Your correspondent has reported many such ads to Facebook and Google over several years, but still sees them weekly. In my professional capacity I have asked the web giants' respective media offices why such ads are not detected and prevented from appearing, given Forrest denounced ads featuring his likeness five years ago.
Those inquiries are met with responses to the effect that "we try really hard but can't catch them all" - even as the same technology titans also tout their ability to work wonders with artificial intelligence. (r)
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OpenAI co-founder Ilya Sutskever - who last month quit the GPT creator - has unveiled his next gig: an outfit dubbed Safe Superintelligence Inc. that aims to produce a product of the same name - without the "Inc."
The startup currently appears to comprise not much more than three people, a static HTML web page, a social media presence, and a mission.
The web page reads: "Superintelligence is within reach. Building safe superintelligence (SSI) is the most important technical problem of our time."
"We have started the world's first straight-shot SSI lab, with one goal and one product: a safe superintelligence."
Building an SSI "is our mission, our name, and our entire product roadmap, because it is our sole focus. Our team, investors, and business model are all aligned to achieve SSI."
Who are those investors? The page doesn't indicate. Ditto the business model. The page is signed by Sutskever, Daniel Gross (Apple's former AI boss) and Daniel Levy, another alum of OpenAI.
So that's a team of three. SSI is also "assembling a lean, cracked [sic] team of the world's best engineers and researchers dedicated to focusing on SSI and nothing else." Members of the team will work in Palo Alto and Tel Aviv, Israel.


	OpenAI co-founder to depart ChatGPT


	OpenAI CEO Sam Altman is back on the company's board, along with three new members


	AI might be coming for your job, but Sam Altman can't go on dinner dates anymore


	Not a Genius move: Resurrecting war hero Alan Turing as your 'chief AI officer'


The web page also offers the following glimpse of the company's intentions:
We approach safety and capabilities in tandem, as technical problems to be solved through revolutionary engineering and scientific breakthroughs. We plan to advance capabilities as fast as possible while making sure our safety always remains ahead. This way, we can scale in peace. Our singular focus means no distraction by management overhead or product cycles, and our business model means safety, security, and progress are all insulated from short-term commercial pressures.
The mention of putting safety ahead of product cycles is notable, as OpenAI has attracted criticism for its approach to AI safety, leading it to create a Safety and Security Committee.
When Sutskever left Open AI, he wrote "I'm confident that OpenAI will build [artificial general intelligence] AGI that is both safe and beneficial." SSI's stated intent suggests that Sutskever isn't as confident in OpenAI's approach to the issue as he may at first have indicated and would like to try something else.
No details have been offered regarding what SSI will deliver, when it might arrive, or how it will ensure safety. Which rather makes this launch look like an exercise in what StartupLand likes to call URL: Ubiquity first, Revenue Later. (r)
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Often the scourge of tech execs in the US, Britain's competition regulator has a new potential target in its sights: HPE's proposed $14 billion purchase of Juniper Networks.
The $40 per share cash transaction was made public in January, and while many of Juniper's shareholders in April waved it through, some launched a lawsuit claiming Juniper withheld material information from investors.
Today the Competition and Markets Authority - which forced Meta to kill off the deal for Giphy, made life tough for Microsoft when it wanted to take over Activision Blizzard, and contributed to the demise of Nvidia's purchase of Arm - launched a merger inquiry into HPE's pending acquisition of Juniper.
The watchdog is inviting comments on the transaction from "any interested party" to ascertain the impact.
"The Competition and Markets Authority (CMA) is considering whether it is or may be the case that this transaction, if carried into effect, will result in the creation of a relevant merger situation under the merger provisions of the Enterprise Act 2002 and, if so, whether the creation of that situation may be expected to result in a substantial lessening of competition within any market or markets in the United Kingdom for goods or services," it said.
HPE previously said it expects the addition of Juniper to double its existing networking business and contribute to more than half of annual operating income. The CMA will likely want intelligent commentary from rivals or customers worried about the consequences.
This isn't the first time HPE has gone shopping in the networks sector, having spent $3 billion on Aruba in 2015, and $2.7 billion on switch biz 3Com in 2009. As we've pointed out previously, this will be the biggest deal for HPE since its disastrous purchase of Autonomy. There's seemingly little overlap between the network kit from HPE and Juniper, save for Aruba and Mist product lines.


	Watchdog calls for more plugs, less monopoly in EV charging network


	UK CMA early findings indicate Microsoft restricts cloud choice


	Brit watchdog thinks Google's tweaked Privacy Sandbox still isn't cricket


	Adobe has 'no plans' to invest in XD despite failed Figma buy


The Register has asked HPE - currently running its Discover conference in Las Vegas - and Juniper Networks to comment.
An HPE spokesperson said via email: "We can confirm the UK Competition and Markets Authority has accepted our filing as part of the standard process to review the proposed acquisition of Juniper Networks in several jurisdictions. We are working to complete all necessary reviews and secure clearance quickly and efficiently so that we can begin delivering value to our customers as soon as possible. We continue to expect to close by the end of calendar year 2024 or early 2025."
Juniper said via email: "The planned acquisition of Juniper Networks by HPE represents an exciting opportunity for networking customers, partners and employees around the world. By bringing together the complementary portfolios of the two companies, we look forward to changing the dynamics of the networking industry and working to drive AI-Native innovation for enterprise, service provider and cloud customers."
Readers may not be surprised that HPE CEO Antonio Neri said of the Juniper purchase when it was announced at the start of this year that AI would play a part.
He said the deal would "strengthen HPE's position at the nexus of accelerating macro-AI trends, expand our total addressable market, and drive further innovation for customers as we help bridge the AI-native and cloud-native worlds, while also generating significant value for shareholders."
The CMA has until August 14 to decide whether to refer the inquiry for a phase two investigation. HPE wanted to get the deal over the line before this calendar year is out or early next year. That soft date is now less than certain. (r)
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    Amtrak confirms crooks are breaking into accounts using creds swiped from other DBs

    
Railco goes full steam ahead with notification letters to Rewards users about spilled card details and more    
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            19th June 2024 13:00 GMT
        
    


    
US rail service Amtrak is writing to users of its Guest Rewards program to inform them that their data is potentially at risk following a derailment of their individual account security. 
The three-day attack took place between May 15-18. Miscreants were breaking into accounts using valid credentials that were sourced from "third-party sources," said Amtrak, which added there was no reason to believe its own systems were compromised.
In other words, credential stuffing: That's where scumbags get hold of people's usernames and passwords from one compromised database or system, and use them to unlock access to accounts at other places where netizens have reused the same credential combination. That's why everyone's encouraged to use unique passwords per account as well as multi-factor authentication.
In this case, some miscreant's used customer credentials stolen from a non-Amtrak site and tried them against Amtrak accounts, and got into at least some of them.
Amtrak Guest Rewards is a free program available to Americans who actually use the nation's rail system - the world's largest rail network of its kind - to get around the country, allowing them to accrue points that can be spent on things like travel upgrades, gift cards, and even Amtrak merch for the most dedicated train fans.
However, the only upgrade coming to affected users now is mandatory multi-factor authentication (MFA) on their accounts, which Amtrak has enabled without the accountholder's intervention.
It actually sounds more like two-factor authentication (2FA) rather than true MFA, but organizations often prefer to say "MFA" to make it sound more secure.
Amtrak said in a letter [PDF] to affected customers: "As a precaution to improve your account security and prevent unauthorized account access, Amtrak has enabled multifactor authentication on your Amtrak Guest Rewards account. Upon logging into your Amtrak Guest Rewards account, you will be offered a choice to receive a validation code either by email or text. After you receive the code, you enter it into the website or app to complete your login."
True MFA offers an additional layer of authentication beyond the basic password-and-code-entry system, such as the addition of number matching, biometrics, and location-based measures.
It's because the amount of data potentially accessed by the attackers includes:

	

Email addresses, which may have been changed by the attackers




	
Names




	
Contact information




	
Guest Rewards account numbers




	
Dates of birth




	
Payment details such as partial credit card numbers and expiration dates




	
Gift card information such as the card number and PIN




	
Information about the accountholder's previous Amtrak journeys




In addition to Amtrak forcibly enabling 2FA on affected accounts, it also forced password resets and changed the email address on the account, presumably because at least in some cases they were changed by the attackers, who haven't been identified.
"When you reset your Amtrak Guest Rewards account password, use a unique password that is not easy to guess or used for other accounts," the letter reads. 
"In addition to changing the password to your Amtrak Guest Rewards account, consider changing your credentials for other online accounts for which you use the same or a similar username and password and review those accounts for any suspicious activity."


	Amtrak back on track after server breakdown forces dozens of cancellations


	Feds sue Adobe and execs for stinging subscribers with 'hidden' cancellation fees


	Shoddy infosec costs PwC spinoff and NMA $11.3M in settlement with Uncle Sam


	Pure Storage pwned, claims data plundered by crims who broke into Snowflake workspace


Also included in the letter is detailed guidance about next steps and how customers can ensure no fraudulent activity has been taken using their data, with accountholders being offered one free credit report.
The Reg got in touch with Amtrak for further information, including details about how many customers were potentially affected, but it didn't immediately respond.
The incident marks the second time the rail company's rewards program has been breached by baddies. Back in 2020, it was forced to pen similar letters to users after accounts were broken into and personal data was accessed. Although, those particular breakins were detected quickly and no financial data was at risk - the only action taken was to block the attackers and reset passwords. (r)
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    Footage of Nigel Farage blowing up Rishi Sunak's Minecraft mansion 'not real'

    
Hats off to The Guardian for double checking, though    
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British democracy hangs in the balance after internet mischief makers published a deepfake of Reform UK leader Nigel Farage griefing prime minister Rishi Sunak's Minecraft server.

  Youtube Video

As above, Farage is presented as livestreaming Minecraft to an active chat, explaining that he's joined Sunak's server "while he was offline just to have a bit of fun and mess with him."
"I've actually stumbled upon his house so naturally I filled it to the brim with TNT and for everyone's information there were absolutely no traces of Sky TV services in or around the house."
He then finds a signpost outside that reads: "Nigel, if this is you do not grief my house." Griefing in online gaming is activity designed to intentionally irritate other players, much like how Reform behaves in meatspace.
"It's too late for that my friend," Farage says, then levels the structure with dynamite. "And just for good measure I'm going to blame it on Keir." That's Starmer, by the way, leader of the Labour Party and highly likely to be the next prime minister, for those fortunate enough not to live in Britain (which heads to the polls on July 4).
Ever the public servant, The Guardian went straight to Reform to confirm the veracity of the 40-second clip.


A mildly exasperated spokesperson for Farage confirmed that the video was "of course" not real and the Reform party leader had not been spending the campaign livestreaming Minecraft commentary.


"Quite funny though," the spokesperson added.


The newspaper even went as far as breaking down the video by frame, pointing to a moment where "the pixels around Nigel Farage's face appear warped."


	Man behind deepfake Biden robocall indicted on felony charges, faces $6M fine


	TikTok becomes first platform to require watermarking of AI content


	Microsoft teases deepfake AI that's too powerful to release


	Microsoft warns deepfake election subversion is disturbingly easy


Wow, now there we were thinking that the right-wing bampot and Sunak, a man who appears to have based his entire personality on Will from The Inbetweeners, know what Minecraft is, let alone have their own private servers.
While deepfakes are widely believed to pose a threat to democracy by influencing social media users with fabricated propaganda, with the internet being the internet, they are mostly the basis for humorous content - like this vid of US pres Joe Biden, Repub candidate Donald Trump, and former pres Barack Obama arguing during a Grand Theft Auto Online session. Again, although the audio is somewhat convincing, it's hard to believe that any of the statesmen game together on a regular basis.
Ciaran Martin, former head of the UK's National Cyber Security Centre, wrote last week that "it has proved remarkably hard to fool huge swathes of voters with deepfakes" due mainly to their poor quality and implausible context. Even so, Microsoft has been toying with one deepfake AI, VASA-1, which it believes to be too dangerous for public release.
The solution to the scourge of deepfakes is pretty simple - don't believe anything you see or hear on social media. Better yet, don't use it. (r)
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    GPU-accelerated VMs on Proxmox, XCP-ng? Here's what you need to know

    
Go ahead, toss that old gaming card in your box and boost your AI applications -- you know you want to    
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Hands on Broadcom's acquisition of VMware has sent many scrambling for alternatives.
Two of the biggest beneficiaries of Broadcom's price hikes, at least on the free and open source side of things, have been the Proxmox VE and XCP-ng hypervisors.
At the same time, interest in enterprise AI has taken off in earnest. With so many making the switch to these FOSS-friendly virtualization platforms, we figured at least some of you might be interested in passing a GPU or two through to your VMs to experiment with local AI workloads.
In this tutorial, we'll be looking at what it takes to pass a GPU through to VMs running on either platform, and go over some of the more common pitfalls you may run into.

Limitations and prerequisites


Before we make any config changes to our hypervisors, it's important to understand some of the limitations of these platforms. For one, this guide will be looking at PCIe passthrough. This means that you'll be limited to one GPU per virtual machine. 


Some Nvidia cards may support vGPU capabilities on Proxmox via their own proprietary driver, however this requires a virtual workstation license to use and is therefore beyond the scope of this tutorial.


At the time of writing, XCP-ng lacks support for vGPU style partitioning on Nvidia and only supports PCIe passthrough to the VM.


We'll be focusing primarily on Linux guests. It should work fine for other operating systems, including Windows Server, but your mileage may vary.


This guide assumes you are running either XCP-ng 8.2 with Xen Orchestra 5.92, or Proxmox VE 8.2, and have an Nvidia or AMD graphics card already installed in the system.


Enabling PCIe passthrough on XCP-ng
To kick things off, we'll start with XCP-ng - a descendant of the Citrix Xen Server project - as it's the easier of the two hypervisors to pass PCIe devices through, at least in this vulture's experience.
By default, graphics cards get assigned to Dom0 (the management VM) and are used for display output. However, with a couple of quick config changes, we can tell Dom0 to ignore the card so that we can use the hardware for acceleration in another VM -- you may want to set up a display via another GPU, via the CPU, or the motherboard's integrated graphics.
Before you get started, make sure that an IOMMU is enabled in BIOS. Short for I/O memory management unit, sometimes called Intel VT-d or AMD IOV, this is used by the hypervisor to strictly control which hardware resources each guest VM can directly access, ultimately allowing a given virtual machine to communicate directly with the GPU.
On server and workstation hardware, an IOMMU is usually enabled by default. But if you're using consumer hardware or running into issues, you may want to check your BIOS to ensure it's turned on. 

  
    [image: XCP-ng xsconsole interface]
  

Next connect to your XCP-ng host via KVM or SSH, as shown above, and drop to a command shell. From here we'll use lspci to locate our GPU:
lspci -v | grep VGA
lspci -v | grep audio

If VGA isn't working, try one of the following instead:
lspci -v | grep 3D
lspci -v | grep NVIDIA
lspci -v | grep AMD

You should be presented something like this:
03:00.0 3D controller: Nvidia Corporation GP104GL [Tesla P4] (rev a1)

Next, note down the ID assigned to the GPU's graphics compute and audio outputs. In this case it's 03:00.0. We'll use this to tell XCP-ng to hide it from Dom0 on subsequent boots. As you can see in the command below we've plugged in our GPU's ID after the 0000: to hide that specific device from the management VM:
/opt/xensource/libexec/xen-cmdline --set-dom0 "xen-pciback.hide=(0000:03:00.0)"

With that out of the way we just need to reboot the machine and our GPU will be ready to be passed through to our VM.
reboot

Passing a GPU to a VM in XCP-ng
With Dom0 no longer in control of the GPU, you can move on to attaching it to another VM. Begin by spinning up a new VM in Xen Orchestra as you normally would. For this tutorial we'll be using the latest release of Ubuntu Server 24.04.

  
    [image: Xen Orchestra web interface showing a GPU being passed through to a VM]
  

Once your OS is installed in the new virtual machine, shutdown the VM, and head over to the VM's "Advanced" tab in the Orchestra web interface, scroll down to GPUs, and click the + button to select it, as pictured above. It will appear as passthrough once added.
With that out of the way, you can go ahead and start up your VM. To test whether we passed through our GPU successfully, we can run lspci this time from inside the Linux guest VM.
lspci -v

If your GPU appears in the list, you're ready to install your drivers. Depending on your OS and hardware, this may require downloading driver packages from the manufacturer's website. If you happen to be running a Ubuntu 24.04 VM with an Nvidia card, you can simply run:
sudo apt update && sudo apt install nvidia-driver-550-server

And if you want the CUDA toolkit, you'd also run:
sudo apt install nvidia-cuda-toolkit

If you're running a different distro or operating system, you will want to check out the GPU vendor's website for drivers and instructions.
Now that you've got an accelerated VM up and running, we recommend checking out some of our hands-on guides linked at the bottom of this story.
If things haven't gone smoothly, check out XCP-ng's documentation on device passthrough here.
Enabling PCIe passthrough on Proxmox VE
Enabling PCIe passthrough on Proxmox VE is a little more involved.
Like with XCP-ng, this means we need to tell Proxmox not to initialize the graphics card we'd like to pass through to our VM. Unfortunately, it's a bit of an all-or-nothing situation with Proxmox, as the way we do this is by blacklisting the driver module for our specific brand of GPU.
To get started, install your GPU card in your server and boot into the Proxmox management console. But, before we go any further, make sure that Proxmox sees our GPU. For this we'll be using the lspci utility to list our installed peripherals.

  
    [image: Promox VE management interface]
  

From the Proxmox management console, select your node from the sidebar, open the shell, as pictured above, and then type in:
lscpi -v | grep VGA
lspci -v | grep audio

If nothing comes up, try one of the following:
lspci -v | grep 3D
lspci -v | grep NVIDIA
lspci -v | grep AMD

You should see a print out similar to this one showing your graphics card:
2e:00.0 VGA compatible controller: Nvidia Corporation AD102GL [L6000 / RTX 6000 Ada Generation] (rev a1) (prog-if 00 [VGA controller])
        Subsystem: NVIDIA Corporation AD102GL [RTX 6000 Ada Generation]
2e:00.1 Audio device: NVIDIA Corporation AD102 High Definition Audio Controller (rev a1)
        Subsystem: NVIDIA Corporation AD102 High Definition Audio Controller

Now that we've established that Proxmox can actually see the card, we can move on enabling the IOMMU and blacklisting the drivers. We'll be demonstrating this on an AMD system with a Nvidia GPU, but we'll also share steps for AMD cards, too.
Enabling IOMMU
Before we can pass through our PCIe device, we need to enable the IOMMU both in the BIOS and in the Proxmox bootloader. As we mentioned in the earlier section on XCP-ng, IOMMU is the mechanism which the hypervisor uses to make the GPU available to the VM guests running on the system. In our experience the IOMMU should be enabled by default on most server and workstation equipment, but is usually disabled on consumer boards.
Once you've got an IOMMU activated in BIOS, we need to tell Proxmox to use it. From the Proxmox management console, open the shell.
The next bit depends on how you configured your boot disk. Usually Proxmox will default to Grub for single disk installations and Systemd-boot for installations on mirrored disks.

  For Grub:

Start by opening your Grub config file. Feel free to use your preferred editor, if nano isn't your thing.
nano /etc/default/grub

Then modify the GRUB_CMDLINE_LINUX_DEFAULT= line to read for Intel CPUs:
GRUB_CMDLINE_LINUX_DEFAULT="quiet intel_iommu=on"

Meanwhile, for those with AMD CPUs, the line should look like this:
GRUB_CMDLINE_LINUX_DEFAULT="quiet amd_iommu=on"

The Proxmox team also recommends adding iommu=pt to boost performance on hardware that supports it, however it's not strictly required.
GRUB_CMDLINE_LINUX_DEFAULT="quiet intel_iommu=on iommu=pt"

Save and exit, then apply it by updating the bootloader:
update-grub


  For Systemd-boot:

The process looks a little different for Systemd-boot but is pretty much the same idea. Rather than the Grub config, we'll be editing the kernel cmdline file.
nano /etc/kernel/cmdline

Then add intel_iommu=on if you've got an intel CPU or amd_iommu=on if you've got an AMD one to the first line. You can also add iommu=pt if your hardware supports it. If you've got an Intel-based system it the file should look something like this:
root=ZFS=rpool/ROOT/pve-1 boot=zfs intel_iommu=on iommu=pt

Save and exit, then apply the change by executing:
proxmox-boot-tool refresh

Adding the VFIO kernel modules
Next we need to enable a few VFIO modules by opening the module config file using your editor of choice:
nano /etc/modules

And paste in the following:
vfio
vfio_iommu_type1
vfio_pci

If you're trying this on an earlier version of Proxmox - older than version 8.0 - you'll also need to add:
vfio_virqfd

Once you've updated the modules, force an update and then reboot your system:
update-initramfs -u -k all
reboot

After you reboot your system you can check that they've loaded successfully by running
lsmod | grep vfio

If everything worked properly, you should see the three VFIO modules we enabled earlier appear on screen. Check out our troubleshooting section if you run into any problems.
Blacklist the graphics drivers
Now that we've got an nIOMMU successfully configured we need to tell Proxmox that we don't want it to load our GPU drivers.
This can be done by creating a blacklist config file under /etc/modprobe.d/

  For Nvidia GPUs:

echo "blacklist nouveau" >> /etc/modprobe.d/blacklist.conf
echo "blacklist nvidia" >> /etc/modprobe.d/blacklist.conf


  For AMD GPUs:

echo "blacklist radeon" >> /etc/modprobe.d/blacklist.conf

Finally refresh the kernel modules and reboot by running:
update-initramfs -u
reboot

Passing through your graphics card to a VM
Okay, we've officially arrived at the fun part. At this point, we should be able to add our GPU to our VM and everything should just work. If it doesn't, head down to our troubleshooting section for a few tweaks to try as well as resources to check out.
To do that, start by creating a new VM. The process should be fairly straightforward but there are a couple of changes we need to make under the System and CPU sections of the Proxmox web-based VM creation wizard, as pictured below.

  
    [image: The system page of the Proxmox VM creation wizard]
  

Under the System section:

	Change Machine Type to q35


	Set OVMF (UEFI) as the BIOS type and add an EFI disk.


	And ensure the "Graphic card" is set to Default



  
    [image: The CPU page of the Proxmox VM creation wizard]
  

Next, under the CPU section, shown above, ensure that Type is set to Host to avoid compatibility issues that can crop up with some GPU drivers and runtimes.
Once your VM has been created, go ahead and start it and install your operating system of choice. In this case, we're using Ubuntu 24.04 Server edition.

  
    [image: Open the Hardware settings for your VM and add a PCIe device.]
  

After you have your OS installed, shutdown the VM and head over to its Hardware config page and click Add and select PCI Device, as shown above.

  
    [image: Select Raw Device and select your GPU from the drop down menu.]
  

Next select Raw Device and select the GPU you'd like to pass through to the VM from the drop down. Then, tick the Advanced checkbox and ensure that both ROM-Bar and PCI-Express are checked. If the latter is grayed out, you probably didn't set the machine type to q35 in the earlier step. Optionally, you can repeat these steps to pass through the GPU's audio device, if it has one.
With our PCIe device added, we can go ahead and start our VM up and use lspci to make sure the GPU has been passed through successfully:
lscpi -v | grep VGA

Again, if nothing comes up, try one of the following:
lspci -v | grep 3D
lspci -v | grep NVIDIA
lspci -v | grep AMD

From here, you can install your GPU drivers as you normally would on a bare metal system.
About that secure boot error when installing Nvidia drivers
During installation, you may run into an error, shown below, because UEFI Secure Boot was enabled for OVMF VMs in Proxmox.
You can either reboot and disable Secure Boot in the VM BIOS (press the Esc key during the initial boot splash) or you can set a password and enroll a signing key in your EFI firmware.

  
    [image: By default, secure boot is enabled on OVMF VMs. You will either need to disable secure boot in BIOS prior to installing drivers, or enroll them upon reboot.]
  



Still having trouble?

You may find these resources helpful:


	Proxmox PCIe passthrough documentation


	Proxmox bootloader documentation


	The Ultimate Beginner's Guide to GPU Passthrough (Proxmox, Windows 10)




Troubleshooting Proxmox GPU passthrough
If for some reason you're still having trouble passing your GPU through to a VM, you may need to make a few additional tweaks.

  Enabling unsafe interrupts

If for some reason you're having trouble getting the VFIO modules set up, you may have to enable unsafe interrupts by creating a new config file under /etc/modprobe.d/. According to the Proxmox docs, this can lead to instability, so we only recommend applying this if you run into trouble:
echo "options vfio_iommu_type1 allow_unsafe_interrupts=1" > /etc/modprobe.d/unsafe_interrupts.conf


  Configuring VFIO passthrough for troublesome cards

If you're still having trouble, you may need to more explicitly tell Proxmox to let the VM take control over the GPU.
Start by grabbing the vendor and device IDs for your GPU. They'll look a bit like this: 10de:26b1 and 10de:22ba. Note if you're using a server card, you may only have one set of IDs. To identify the IDs for our GPU we can use lspci:
lspci -nn | grep VGA
lspci -nn | grep Audio

Again, if VGA doesn't work try 3D, Nvidia, or AMD.
You should get something like this back:
2e:00.0 VGA compatible controller [0300]: Nvidia Corporation AD102GL [L6000 / RTX 6000 Ada Generation] [10de:26b1] (rev a1)
2e:00.1 Audio device [0403]: Nvidia Corporation AD102 High Definition Audio Controller [10de:22ba] (rev a1)

Now, we can add those IDs - in this case, 10de:26b1 and 10de:22ba - to a new kernel module config file using echo. Remember to change the ID numbers to your card's actual IDs.
echo "options vfio-pci ids=10de:26b1,10de:22ba" > /etc/modprobe.d/vfio.conf

We can now refresh our kernel modules and reboot:
update-initramfs -u

reboot

To check that the vfio-pci driver has been loaded we can execute the following and scroll up until you see your card.
lspci -nnk

If everything worked correctly, you should see something like this (note that vfio-pci is listed as the kernel driver) and you can head back up the previous section to configure your VM:
2e:00.0 VGA compatible controller [0300]: Nvidia Corporation AD102GL [L6000 / RTX 6000 Ada Generation] [10de:26b1] (rev a1)
        Subsystem: Nvidia Corporation AD102GL [RTX 6000 Ada Generation] [10de:16a1]
        Kernel driver in use: vfio-pci
        Kernel modules: nvidiafb, nouveau
2e:00.1 Audio device [0403]: Nvidia Corporation AD102 High Definition Audio Controller [10de:22ba] (rev a1)
        Subsystem: Nvidia Corporation AD102 High Definition Audio Controller [10de:16a1]
        Kernel driver in use: vfio-pci
        Kernel modules: snd_hda_intel

Putting your GPU accelerated VM to work
Now that you've got a GPU accelerated VM how about checking out one of our other AI themed tutorials for ways you can put it to work...


	How to run an LLM on your PC, not in the cloud, in less than 10 minutes


	From RAGs to riches: A practical guide to making your local AI chatbot smarter


We're already hard at work on more AI and large language model-related coverage, so be sure to sound off in the comments with any ideas or questions you might have. (r)

  
    Editor's Note: Nvidia provided The Register with an RTX A6000 Ada Generation graphics card to support this story and others like it. Nvidia had no input into the content of this article.
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    Dark-web kingpin puts 'stolen' internal AMD databases, source code up for sale

    
Chip designer really gonna need to channel some Zen right now    
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Updated AMD's IT team is no doubt going through its logs today after cyber-crooks put up for sale what is claimed to be internal data stolen from the US microprocessor designer.
The supposedly swiped information is being peddled on the recently revived the dark-web BreachForums souk. One or more criminals using the handle IntelBroker are offering, in exchange for cryptocurrency, what's claimed to be customer databases, upcoming product specifications and plans, internal financial figures and source code, firmware and ROMs, staff information - including names, user IDs, and phone numbers - and other sensitive info.
We've asked AMD what its next steps are. "We are aware of a cybercriminal organization claiming to be in possession of stolen AMD data," the Epyc and Ryzen design house told us. "We are working closely with law enforcement officials and a third-party hosting partner to investigate the claim and the significance of the data."


	NHS boss says Scottish trust wouldn't give cyberattackers what they wanted


	Cops cuff 22-year-old Brit suspected of being Scattered Spider leader


	Akira: Perhaps the next big thing in ransomware, says Tidal threat intelligence chief


	What is RansomHub? Looks like a Knight ransomware reboot


Intelbroker, a BreachForums moderator, has become notorious in data thievery circles after distributing information said to have been stolen during high-profile intrusions of big-name targets. Last month Europol admitted someone had broken into one of its user groups and exfiltrated files. In April, Home Depot confirmed a third-party slip-up led to staff data being leaked, and that same month the Pentagon said one of its partners had also been hit. Intelbroker put data obtained in all three incidents up for grabs on the dark web.
Of course, there's a big difference between claiming to have high-level information to sell and actually possessing it. And anyone interested in chip design would be out of their mind to look at the purportedly stolen AMD blueprints, so it's really not much use for engineers, though for phishers, fraudsters, unscrupulous investors, and others, it's perhaps valuable.
The clock is ticking for Intelbroker. Police around the world are gunning for BreachForums again and those who use it. With so many high-profile digital burglaries, the scumbag will have a target on their back - particularly since they also claim to have handled data stolen from the US Army Missile Command, and the Green Machine isn't known for forgiving and forgetting. (r)
Updated to add on June 20
AMD in a statement to the media has sought to downplay the theft, saying it believes "a limited amount of information related to specifications used to assemble certain AMD products was accessed on a third-party vendor site."
Meanwhile, Intelbroker is now peddling internal data supposedly stolen from Apple, which may or may not be a damp squib.
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