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      Latest Science News

      Breaking science news and articles on global warming, extrasolar planets, stem cells, bird flu, autism, nanotechnology, dinosaurs, evolution -- the latest discoveries in astronomy, anthropology, biology, chemistry, climate and environment, computers, engineering, health and medicine, math, physics, psychology, technology, and more -- from the world's leading universities and research organizations.


      
        New gene therapy approach shows promise for Duchenne muscular dystrophy
        Researchers have made a significant breakthrough in developing a new gene therapy approach that restores full-length dystrophin protein, which could lead to new treatments for people with Duchenne muscular dystrophy (DMD).

      

      
        Researchers discover faster, more energy-efficient way to manufacture an industrially important chemical
        The reactivity of zirconium on silicon nitride enhances the conversion of propane into propylene, a key commodity chemical needed to make polypropylene. This finding hints at the reactivity researchers might achieve with other nontraditional catalysts.

      

      
        Could wearable devices adversely affect health?
        For patients with Afib, using a wearable device can lead to higher rates of anxiety about their Afib symptoms and treatment, doctor visits, and use of informal healthcare resources, according to a new study.

      

      
        Researchers develop innovative battery recycling method
        A research team is tackling the environmental issue of efficiently recycling lithium ion batteries amid their increasing use.

      

      
        Nationwide flood models poorly capture risks to households and properties, study finds
        Government agencies, insurance companies and disaster planners rely on national flood risk models from the private sector that aren't reliable at smaller levels such as neighborhoods and individual properties, according to researchers.

      

      
        It's got praying mantis eyes
        The praying mantis is one of the few insects with compound eyes and the ability to perceive 3D space. Engineers are replicating their visual systems to make machines see better.

      

      
        Stroke recovery: It's in the genes
        New research has found that specific genes may be related to the trajectory of recovery for stroke survivors, providing doctors insights useful for developing targeted therapies.

      

      
        Foam fluidics showcase lab's creative approach to circuit design
        Engineers have shown that something as simple as the flow of air through open-cell foam can be used to perform digital computation, analog sensing and combined digital-analog control in soft textile-based wearable systems.

      

      
        New groups of methane-producing organisms in Yellowstone
        The team verified that microbes found in Yellowstone National Park hot springs produce methane to grow.

      

      
        Does your body composition affect your risk of dementia or Parkinson's?
        People with high levels of body fat stored in their belly or arms may be more likely to develop diseases like Alzheimer's and Parkinson's than people with low levels of fat in these areas, according to new research. The study also found that people with a high level of muscle strength were less likely to develop these diseases than people with low muscle strength.

      

      
        Daily rhythms depend on receptor density in biological clock
        Tweaking the numbers of receptors in a key brain area changes the daily rhythms of rest and wake in mice.

      

      
        Increasing Prediabetes remission for type 2 diabetes
        In mice with heart failure with preserved ejection fraction (HFpEF), increasing ketone supply to the heart allowed their hearts to utilize more ketones and produce more energy.

      

      
        Prediabetes remission for type 2 diabetes prevention
        Current medical guidelines recommend that people in a preliminary stage of type 2 diabetes lose at least 7 percent of their body weight in order to prevent manifest diabetes. Diabetes experts advocate glycemic remission (normalization of blood sugar regulation) as a prevention goal for people with prediabetes or a high risk of type 2 diabetes. The article's claim is supported by numerous international scientists as well as by the DZD's Prevention Academy.Current medical guidelines recommend that ...

      

      
        Waters along Bar Harbor, Acadia home to billions of microplastics
        Researchers reveal there are an estimated 400 billion microplastic fibers on the surface of Frenchman Bay, which borders Bar Harbor and Acadia National Park in Maine, and several connected rivers and estuaries where freshwater from rivers meet salty seawater. The watershed contains an average of 1.8 fibers per liter of water. The team also investigated how microplastics traveled throughout the watershed by sampling water from nine sites on Mount Desert Island, particularly within Bar Harbor.

      

      
        Preventing brain damage in preterm babies
        An interdisciplinary team of physicians and scientists show for the first time that a blood protein called fibrin blocks an essential biological process that drives brain development in early life. They identified a root cause of developmental delays that result from brain bleeds in premature infants, opening a path for new therapeutic strategies to counter long-term health risks.

      

      
        Dark matter flies ahead of normal matter in mega galaxy cluster collision
        Astronomers have untangled a messy collision between two massive clusters of galaxies in which the clusters' vast clouds of dark matter have decoupled from the so-called normal matter.

      

      
        AI model identifies certain breast tumor stages likely to progress to invasive cancer
        A new machine-learning model can identify the stage of disease in ductal carcinoma in situ, a type of preinvasive tumor that can sometimes progress to a deadly form of breast cancer. This could help clinicians avoid overtreating patients whose disease is unlikely to progress.

      

      
        Researchers are closing in on a mouse model for late-onset Alzheimer's
        Researchers are working to create the first strain of mice that's genetically susceptible to late-onset Alzheimer's, with potentially transformative implications for dementia research.

      

      
        Targeted Alzheimer's research and drug discovery
        Researchers offer the first comprehensive ranking of the relative role and significance of every known gene and protein in the development of Alzheimer's Disease.

      

      
        Hens blush when they are scared or excited, study finds
        Hens fluff their head feathers and blush to express different emotions and levels of excitement, according to a new study.

      

      
        How Saharan dust regulates hurricane rainfall
        New research underscores the close relationship between dust plumes transported from the Sahara Desert in Africa, and rainfall from tropical cyclones along the U.S. Gulf Coast and Florida.

      

      
        COVID-19 pandemic slowed progress towards health-related Sustainable Development Goals and increased inequalities
        The COVID-19 pandemic significantly widened existing economic and health disparities between wealthy and low-income countries and slowed progress toward health-related Sustainable Development Goals (SDGs), according to a new study.

      

      
        Southern Ocean absorbing more carbon dioxide than previously thought, study finds
        New research has found that the Southern Ocean absorbs more carbon dioxide (CO2) than previously thought. Using direct measurements of CO2 exchange, or fluxes, between the air and sea, the scientists found the ocean around Antarctica absorbs 25% more CO2 than previous indirect estimates based on shipboard data have suggested.

      

      
        Proof-of-concept study to find functional cure for HIV
        Researchers conducted a breakthrough proof-of-concept study that found an HIV-like virus particle that could cease the need for lifelong medications.

      

      
        Fighting leukemia by targeting its stem cells
        Acute myeloid leukemia is one of the deadliest cancers. Leukemic stem cells responsible for the disease are highly resistant to treatment. A team has made a breakthrough by identifying some of the genetic and energetic characteristics of these stem cells, notably a specific iron utilization process. This process could be blocked, leading to the death or weakening of these stem cells without affecting healthy cells. These results pave the way for new therapeutic strategies.

      

      
        'Gene misbehavior' widespread in healthy people
        New insights into the prevalence and mechanisms of gene misexpression in a healthy population could help in diagnosing and developing treatments for complex diseases.

      

      
        Neuroscientists discover brain circuitry of placebo effect for pain relief
        Researchers have discovered a novel pain control pathway that links the cingulate cortex in the front of the brain, through the pons region of the brainstem, to cerebellum in the back of the brain.

      

      
        Study of urban moss raises concerns about lead levels in older Portland neighborhoods
        Lead levels in moss are as much as 600 times higher in older Portland, Oregon, neighborhoods where lead-sheathed telecommunications cables were once used compared to lead levels in nearby rural areas, a new study of urban moss has found.

      

      
        Staying hip to orthopedic advances: Comparing traditional and new hip replacement stems
        Surgeons compared traditional and new fully hydroxyapatite-coated hip replacement stems. They found the new stems offer larger contact areas, while traditional ones preserve bone density long-term. This insight aims to improve patient outcomes and reduce revision surgeries.

      

      
        At what age do Olympic athletes peak?
        There's a lot that goes into an Olympic athlete's quest for gold -- years of training and rigor -- but also, an athlete's age. A team used statistics to figure out when an Olympic track-and-field athletes' peak performance will be.

      

      
        The ocean is becoming too loud for oysters, research finds
        Baby oysters rely on natural acoustic cues to settle in specific environments, but new research reveals that noise from human activity is interfering with this critical process.

      

      
        See less to move better: Dynamic schooling of fish by visual selection and focus
        Sometimes less is more. Researchers accurately modeled dynamic fish schooling by incorporating the tendency of fish to focus on a single visual target instead of the whole school, as well as other visual cues.

      

      
        Researchers record images and data of a shark experiencing a boat strike
        Researchers have captured what they believe is the first ever video of a shark or any large marine animal being struck by a boat.

      

      
        Warehousing industry increases health-harming pollutants, research shows
        A new study shows an average 20-percent spike of nitrogen dioxide polluting the air for communities located near huge warehouses. And people of color are harder hit.

      

      
        How well does tree planting work in climate change fight? It depends
        Using trees as a cost-effective tool against climate change is more complicated than simply planting large numbers of them, an international collaboration has shown.

      

      
        Komodo dragons have iron-coated teeth to rip apart their prey
        Scientists have discovered that the serrated edges of Komodo dragons' teeth are tipped with iron. The study gives new insight into how Komodo dragons keep their teeth razor-sharp and may provide clues to how dinosaurs like Tyrannosaurus rex killed and ate their prey.

      

      
        Nanoscale device simultaneously steers and shifts frequency of optical light, pointing the way to future wireless communication channels
        A tunable metasurface can control optical light in space and time, offering a path toward new ways of wirelessly and securely transmitting large amounts of data both on Earth and in space.

      

      
        Large genetic study on severe COVID-19
        Whether or not a person becomes seriously ill with COVID-19 depends, among other things, on genetic factors. With this in mind, researchers investigated a particularly large group of affected individuals. They confirmed the central and already known role of the TLR7 gene in severe courses of the disease in men, but were also able to find evidence for a contribution of the gene in women. In addition, they were able to show that genetic changes in three other genes of the innate immune system contr...

      

      
        BePRECISE consortium unveils guidelines to enhance reporting in precision medicine research
        The inaugural reporting guidelines for precision medicine research have just been published.

      

      
        Traffic-related ultrafine particles hinder mitochondrial functions in olfactory mucosa
        Ultrafine particles, UFPs, the smallest contributors to air pollution, hinder the function of mitochondria in human olfactory mucosa cells, a new study shows. The study showed that traffic-related UFPs impair mitochondrial functions in primary human olfactory mucosa cells by hampering oxidative phosphorylation and redox balance.

      

      
        Language affects how quickly we perceive shades of color
        People who speak a language that has multiple words for different shades of colour perceive the shades more quickly.

      

      
        How Rembrandt combined special pigments for golden details of The Night Watch
        Chemists have for the first time established how Rembrandt applied special arsenic sulfide pigments to create a 'golden' paint.

      

      
        A single-molecule-based organic porous material with great potential for efficient ammonia storage
        Novel porous crystalline solid shows promise as an efficient and durable material for ammonia (NH3) capture and storage, report scientists. Made through a simple reprecipitation process, the proposed organic compound can reversibly adsorb and release NH3 via simple pressurization and decompression at room temperature. Its stability and cost-effectiveness make this material a promising energy carrier for future hydrogen economies.

      

      
        Scientists assess how large dinosaurs could really get
        A study looks at the maximum possible sizes of dinosaurs, using the carnivore, Tyrannosaurus rex, as an example. Using computer modelling, experts produced estimates that T. Rex might have been 70% heavier than what the fossil evidence suggests.

      

      
        Whale shark tracked for record-breaking four years
        Researchers have been tracking a 26-foot endangered whale shark -- named 'Rio Lady' -- with a satellite transmitter for more than four years -- a record for whale sharks and one of the longest tracking endeavors for any species of shark.

      

      
        Blood test may guide use of multiple myeloma immunotherapy
        A simple blood test that measures the number of lymphocytes, a type of white blood cell in the body, may predict whether people who have relapsed multiple myeloma are going to respond well to CAR-T immunotherapy, according to new research.

      

      
        Research sheds light on the role of PTPRK in tissue repair and cancer
        New research has advanced our knowledge of multiple roles for PTPRK, a receptor tyrosine phosphatase linked to the regulation of cell-cell adhesion, growth factor signalling and tumor suppression. Through a characterization of the function of PTPRK in human cell lines and mice, the team distinguished catalytic and non-catalytic functions of PTPRK. The findings extend what is known about the signalling mechanisms involving PTPRK as a phosphatase and its role in colorectal health but also shed new ...

      

      
        New study supports stable mantle chemistry dating back to Earth's early geologic history and over its prodigious evolution
        A new analysis of rocks thought to be at least 2.5 billion years old helps clarify the chemical history of Earth's mantle -- the geologic layer beneath the planet's crust. The findings hone scientists' understanding of Earth's earliest geologic processes, and they provide new evidence in a decades-long scientific debate about the geologic history of Earth. Specifically, the results provide evidence that the oxidation state of the vast majority of Earth's mantle has remained stable through geologi...

      

      
        Study across multiple brain regions discerns Alzheimer's vulnerability and resilience factors
        Genomics and lab studies reveal numerous findings, including a key role for Reelin amid neuronal vulnerability, and for choline and antioxidants in sustaining cognition.

      

      
        Research finds no difference in myalgic encephalomyelitis/chronic fatigue syndrome prevalence caused by COVID-19 and other acute illnesses
        Rates of subsequent myalgic encephalomyelitis/chronic fatigue syndrome (ME/CFS) following an acute illness were roughly the same between people whose acute illness was due to COVID-19 and those who did not have COVID-19, a new study finds.
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New gene therapy approach shows promise for Duchenne muscular dystrophy | ScienceDaily
Indiana University School of Medicine researchers have made a significant breakthrough in developing a new gene therapy approach that restores full-length dystrophin protein, which could lead to new treatments for people with Duchenne muscular dystrophy (DMD).


						
The study, recently published in Nature Communications, demonstrates the effectiveness of their novel gene therapy technology in improving muscle tissue and overall strength in mice models with Duchenne muscular dystrophy.

Duchenne muscular dystrophy is a genetic disorder caused by mutations in the DMD gene, resulting in a lack of the protein dystrophin. This deficiency leads to progressive muscle weakness and loss of muscle tissue over time. Patients with the disease experience impaired mobility, heart and lung problems, and ultimately a shortened life expectancy.

"Current gene therapy for Duchenne muscular dystrophy utilizes a truncated version of dystrophin," said Renzhi Han, PhD, senior author of the study and professor of pediatrics at the IU School of Medicine. "Unfortunately, this option doesn't fully protect the muscles because it lacks many important functional domains of full-length dystrophin."

While the U.S. Food and Drug Administration recently approved a micro-dystrophin gene therapy for Duchenne muscular dystrophy, Han said the therapeutic outcomes have been less satisfactory than expected.

Building on their experience using adeno-associated virus methods to deliver extra-large therapeutic genes into cells, Han and his team at the Herman B Wells Center for Pediatric Research developed a triple-adeno-associated virus vector system to deliver a complete version of the dystrophin protein into the muscles.

"We optimized and tested our new three-vector system to make sure it produced and assembled the full-length dystrophin protein effectively," Han said. "Our data confirmed we successfully restored full-length dystrophin in both the skeletal and heart muscles of mice with DMD, leading to significant improvements in their muscle health, strength and function."

Han has filed a provisional patent application for his triple-adeno-associated virus vector system and is collaborating with the IU Innovation and Commercialization Office to advance the treatment toward market availability. He is also seeking additional funding so patients with Duchenne muscular dystrophy have access to promising new treatment options.

"I believe this new gene therapy approach offers significant advantages to patients compared to what they currently have available, and I'm eager to get it into further clinical development," he said.

Other IU School of Medicine study authors include Yuan Zhou, Chen Zhang, Weidong Xiao and Roland W. Herzog.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240724191230.htm
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Researchers discover faster, more energy-efficient way to manufacture an industrially important chemical | ScienceDaily
Polypropylene is a common type of plastic found in many essential products used today, such as food containers and medical devices. Because polypropylene is so popular, demand is surging for a chemical used to make it. That chemical, propylene, can be produced from propane. Propane is a natural gas commonly used in barbeque grills.


						
Scientists from the U.S. Department of Energy's (DOE) Argonne National Laboratory and Ames National Laboratory report a faster, more energy-efficient way to manufacture propylene than the process currently used.

Converting propane into propylene typically involves a metal catalyst like chromium or platinum on a support material, such as aluminum oxide or silicon dioxide. The catalyst speeds up the reaction. However, it also necessitates high operating temperatures and energy use.

In a collaborative project, scientists from Argonne and Ames found that zirconium combined with silicon nitride enhances the catalytic conversion of propane gas to propylene. It does so in a way that is faster-reacting and less toxic and uses less energy than other nonprecious metals, like chromium. It is also less expensive than precious metal catalysts like platinum.

This discovery also reveals a way to reduce the temperature of the catalytic process. In turn, this reduces the amount of carbon dioxide released. Carbon dioxide accounts for almost 80% of greenhouse gas emissions in the United States.

Additionally, this research gives a glimpse into the reactivity achievable with other low-cost metals in the catalytic conversion of propane into propylene.

For some time, Argonne chemists David Kaphan and Max Delferro have been systematically studying how nontraditional surfaces influence and promote catalysis.




As lead researchers on this study, they wanted to understand how a nontraditional metal catalyst on a nontraditional type of support compares with traditionally used materials during the catalytic conversion of propane.

Catalyst support materials typically have high surface areas and help to distribute catalysts. They can also play an important role in promoting catalysis, as shown in this study.

The research team found that a zirconium catalyst on a silicon nitride support yielded significantly more active catalysis for the conversion of propane into propylene. Conversely, this was not the case with the silica support.

They also found that the silicon nitride support enabled catalysis in a way that's faster and more energy efficient than with traditional metals on silica. As a catalyst support, silicon nitride can enhance chemical reactions on the surface of metals relative to more traditionally used oxides.

The scientists achieved catalytic conversion of propane at a temperature of 842 degrees F. This is slightly lower than the 1,022 degrees F typically required for catalysis using traditional materials.

Furthermore, when run at the same temperature as traditional catalysts for this transformation, the reaction rates were significantly faster than similar materials with oxide supports.




This discovery also offers proof that this concept can be generalized for other important reactions.

"This provides a window into nitride-supported metal reactivity. We see promise with the use of other transition metals where we can leverage this difference in the local environment of the nitride surface to enhance catalysis," Kaphan said.

This research benefited from Argonne's Advanced Photon Source (APS), a DOE Office of Science user facility. At beamline 10-BM, researchers used X-ray absorption spectroscopy to understand how the zirconium catalyst interaction with the nitride material differs from the oxide material.

Argonne researchers also collaborated with Frederic Perras, a scientist at Ames National Laboratory, to gain a better understanding of the structure of the zirconium/silicon nitride catalyst. He used a dynamic nuclear polarization-enhanced nuclear magnetic resonance technique to analyze how silicon nitride reacts with metal sites.

"The composition on the surface of silicon nitride is largely unknown, which is what I found most exciting about this work," said Perras, who is also an adjunct associate professor at Iowa State University.

The combination of material characterization techniques available at Argonne and Ames and the expertise of the people who worked on this paper is what contributed to the success of this experiment, according to Delferro.

"One person cannot do everything. This is really a team effort, and everyone brought their expertise to the table to achieve this goal," he said.

A paper on the study was published in the Journal of the American Chemical Society. In addition to Delferro, Kaphan and Perras, authors include Joshua DeMuth, Yu Lim Kim, Jacklyn Hall, Zoha Syed, Kaixi Deng, Magali Ferrandon, A. Jeremy Kropf and Liu Cong.

Support for the research came from DOE's Office of Basic Energy Sciences, Division of Chemical Sciences, Geosciences and Biosciences, Catalysis Science program.
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Could wearable devices adversely affect health? | ScienceDaily
Using a wearable device, such as a smart watch, to track health data and symptoms, is supposed to help people monitor their health and address symptoms as quickly as possible to spur positive health outcomes. But for people with atrial fibrillation, also known as Afib, using a wearable device to monitor the heart rate and to alert wearers of an irregular heartbeat might not be as helpful as wearers think.


						
A new study in the Journal of the American Heart Association, led by Lindsay Rosman, PhD,assistant professor of medicine in the division of cardiology at the University of North Carolina School of Medicine, is the first to show that wearable devices, such as smart watches, can significantly amplify anxiety and increase healthcare use in patients with Afib.

The study included 172 patients from UNC Health with a prior diagnosis of Afib who completed a survey and had their information linked to electronic health records. About half of the study sample had a wearable device and their data was compared to individuals without a wearable device. Rosman and her team found that patients with Afib who use wearables are more likely to be preoccupied with their heart symptoms, report concerns about their AFib treatment, and use healthcare resources compared to Afib patients without these devices. Providers and healthcare clinics were also impacted, as wearable users were more likely to call the clinic and send messages to their healthcare providers than individuals who did not have a device.

Also, 1 in 5 AFib patients who used wearables in this study experienced intense fear and anxiety in response to irregular rhythm notifications from their device. And a similar proportion (20%) routinely contacted their doctors when ECG results were abnormal or indicative of possible AFib. But it's unclear if they actually needed to see a doctor, due to the alerts from their devices. It's also unclear if the reported anxiety contributed to the worsening of symptoms, although anxiety has been a well-documented contributing factor to various conditions, including AFib.

"Given the significant increase in use of wearable devices in this patient group (and the population in general)," said Rosman, "we believe prospective studies and randomized trials are needed to understand the net effects of wearables -- including their alerts -- on patients' healthcare use and psychological well-being, as well as the downstream effects on providers, hospitals, and health systems."
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Researchers develop innovative battery recycling method | ScienceDaily
A research team at Rice University led by James Tour, the T.T. and W.F. Chao Professor of Chemistry and professor of materials science and nanoengineering, is tackling the environmental issue of efficiently recycling lithium ion batteries amid their increasing use.


						
The team has pioneered a new method to extract purified active materials from battery waste as detailed in the journal  Nature Communications  on July 24. Their findings have the potential to facilitate the effective separation and recycling of valuable battery materials at a minimal fee, contributing to a greener production of electric vehicles (EVs).

"With the surge in battery use, particularly in EVs, the need for developing sustainable recycling methods is pressing," Tour said.

Conventional recycling techniques typically involve breaking down battery materials into their elemental forms through energy-intensive thermal or chemical processes that are costly and have significant environmental impacts.

The team proposed that magnetic properties could facilitate the separation and purification of spent battery materials.

Their innovation uses a method known as solvent-free flash Joule heating (FJH). This technique devised by Tour involves passing a current through a moderately resistive material to rapidly heat and transform it into other substances.

Using FJH, the researchers heated battery waste to 2,500 Kelvin within seconds, creating unique features with magnetic shells and stable core structures. The magnetic separation allowed for efficient purification.




During the process, the cobalt-based battery cathodes -- typically used in EVs and associated with high financial, environmental and social costs -- unexpectedly showed magnetism in the outer spinel cobalt oxide layers, allowing for easy separation.

The researchers' approach resulted in a high battery metal recovery yield of 98% with the value of battery structure maintained.

"Notably, the metal impurities were significantly reduced after separation while preserving the structure and functionality of the materials," Tour said. "The bulk structure of battery materials remains stable and is ready to be reconstituted into new cathodes."

Rice graduate students Weiyin Chen and Jinhang Chen as well as postdoctoral researcher and Rice Academy Junior Fellow Yi Cheng are the co-lead authors of the study.

The co-authors include research administrator of materials science and nanoengineering Ksenia Bets; former postdoctoral researcher and now academic visitor in the Tour lab Rodrigo Salvatierra; postdoctoral researcher Bing Deng; applied physics graduate students Chang Ge, Duy Luong and Emily McHugh; Rice alumni John Li and Zicheng Wang; chemistry research scientist Carter Kittrell; research scientist of materials science and nanoengineering Guanhui Gao; assistant professor of materials science and nanoengineering Yimo Han; and the Karl F. Hasselmann Professor of Engineering and professor of materials science and nanoengineering Boris Yakobson.

The study was supported by the Air Force Office of Scientific Research, U.S. Army Corps of Engineers ERDC and Rice Academy Fellowship.
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Nationwide flood models poorly capture risks to households and properties, study finds | ScienceDaily
Government agencies, insurance companies and disaster planners rely on national flood risk models from the private sector that aren't reliable at smaller levels such as neighborhoods and individual properties, according to researchers at the University of California, Irvine.


						
In a paper published recently in the American Geophysical Union journal Earth's Future, experts in UC Irvine's Department of Civil and Environmental Engineering caution that relatively new, nation-scale flood data provides an inadequate representation of local topography and infrastructure, factors known to control the spread of floods in urban areas.

"In our analysis of Los Angeles County, which has a population greater than 40 U.S. states and includes over 80 separate municipalities, we found that estimates of countywide flood exposure from the nationwide data are actually similar to what we find with our more detailed models. However, predictions of which communities and properties are at risk are markedly different," said lead author Brett Sanders, UC Irvine Chancellor's Professor of civil and environmental engineering and professor of urban planning and public policy.

"In addition, these differences between models imply a disparity in exposure inequality across social groups, including Black, white and disadvantaged sectors of society," he said. "Exposure hot spots and social inequalities are key factors that inform urban flood risk planning, and overreliance on this data could lead to maladaptation of protective measures."

Sanders and colleagues at UC Irvine and the University of Miami developed a more detailed model named PRIMo-Drain that, they said, improves the accuracy of flood inundation predictions by including fine-resolution topographic data; information about levees and channel conditions; and particulars about stormwater infrastructure such as culverts, subsurface pipes and street drains.

"Comparing exposure assessments with nationwide data models versus PRIMo-Drain, we found that city-by-city estimates differed by a factor of 10," Sanders said. "Additionally, we found that there is only a 1-in-4 chance that the nationwide data and UC Irvine data agree on which properties are at risk of more than a foot of flooding from an extreme event."

Federal programs to map flood hazards across the U.S. have been unable to keep up with changes in land use and climate, he said, while governments at all levels and the insurance industry urgently need this information to manage risks.




"New, nationwide data sources have emerged from the private sector to meet this demand, but unfortunately, these models are missing the level of detail required to map flood risks accurately in urban areas," Sanders said. "New models would benefit from the inclusion of more complete representations of drainage infrastructure such as levees, flood channels, culverts and storm drains, as well as bathymetric and hydrologic data."

He and colleagues also point to a new strategy for better nationwide data.

"Collaborative flood modeling, with scientists and engineers using cutting-edge regional models in coordination with stakeholders, could create an economy of scale that lowers the overhead necessary to cover less wealthy and smaller communities while increasing flood awareness and preparedness across impacted populations," Sanders said. "Flood risk awareness is critical for participation in flood insurance programs; more accurate data will help insurance companies identify insurable properties; and property owners will be better informed about the cost-effectiveness of flood-proofing."

Joining Sanders on this project were Jochen Schubert, a UC Irvine research specialist in civil and environmental engineering, and Katharine Mach of the University of Miami. The team received data assistance from First Street Foundation and high-performance computing support from the NCAR-Wyoming Supercomputing Center, which receives funding from the National Science Foundation.
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It's got praying mantis eyes | ScienceDaily
Self-driving cars occasionally crash because their visual systems can't always process static or slow-moving objects in 3D space. In that regard, they're like the monocular vision of many insects, whose compound eyes provide great motion-tracking and a wide field of view but poor depth perception.


						
Except for the praying mantis.

A praying mantis' field of view also overlaps between its left and right eyes, creating binocular vision with depth perception in 3D space.

Combining this insight with some nifty optoelectrical engineering and innovative "edge" computing -- processing data in or near the sensors that capture it -- researchers at the University of Virginia School of Engineering and Applied Science have developed artificial compound eyes that overcome vexing limitations in the way machines currently collect and process real-world visual data. These limitations include accuracy issues, data processing lag times and the need for substantial computational power.

"After studying how praying mantis eyes work, we realized a biomimetic system that replicates their biological capabilities required developing new technologies," said Byungjoon Bae, a Ph.D. candidate in the Charles L. Brown Department of Electrical and Computer Engineering.

About Those Biomimetic Peepers

The team's meticulously designed "eyes" mimic nature by integrating microlenses and multiple photodiodes, which produce an electrical current when exposed to light. The team used flexible semiconductor materials to emulate the convex shapes and faceted positions within mantis eyes.




"Making the sensor in hemispherical geometry while maintaining its functionality is a state-of-the-art achievement, providing a wide field of view and superior depth perception," Bae said.

"The system delivers precise spatial awareness in real time, which is essential for applications that interact with dynamic surroundings."

Such uses include low-power vehicles and drones, self-driving vehicles, robotic assembly, surveillance and security systems, and smart home devices.

Bae, whose adviser is Kyusang Lee, an associate professor in the department with a secondary appointment in materials science and engineering, is first author of the team's recent paper in Science Robotics.

Among the team's important findings on the lab's prototype system was a potential reduction in power consumption by more than 400 times compared to traditional visual systems.

Benefits of Computing on the Edge

Rather than using cloud computing, Lee's system can process visual information in real time, nearly eliminating the time and resource costs of data transfer and external computation, while minimizing energy usage.




"The technological breakthrough of this work lies in the integration of flexible semiconductor materials, conformal devices that preserve the exact angles within the device, an in-sensor memory component, and unique post-processing algorithms," Bae said.

The key is that the sensor array continuously monitors changes in the scene, identifying which pixels have changed and encoding this information into smaller data sets for processing.

The approach mirrors how insects perceive the world through visual cues, differentiating pixels between scenes to understand motion and spatial data. For example, like other insects -- and humans, too -- the praying mantis can process visual data rapidly by using the phenomenon of motion parallax, in which nearer objects appear to move faster than distant objects. Only one eye is needed to achieve the effect, but motion parallax alone isn't sufficient for accurate depth perception.

Praying mantis eyes are special because, like us, they use stereopsis -- seeing with both eyes to perceive depth -- in addition to their hemispherical compound eye geometries and motion parallax to understand their surroundings.

"The seamless fusion of these advanced materials and algorithms enables real-time, efficient and accurate 3D spatiotemporal perception," said Lee, a prolific early-career researcher in thin-film semiconductors and smart sensors.

"Our team's work represents a significant scientific insight that could inspire other engineers and scientists by demonstrating a clever, biomimetic solution to complex visual processing challenges," he said.

This work was supported by National Science Foundation and U.S. Air Force Office of Scientific Research.
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Stroke recovery: It's in the genes | ScienceDaily
New research led by UCLA Health has found that specific genes may be related to the trajectory of recovery for stroke survivors, providing doctors insights useful for developing targeted therapies.


						
Published in the journal Stroke this month, the findings were part of an exploratory study that sought to find if candidate genes could predict a higher likelihood of stroke outcomes related to depression, post-traumatic stress disorder and cognitive decline.

Dr. Steven C. Cramer, MD, the study's lead author and a professor of neurology at UCLA, said while there are some predictors physicians can use to anticipate stroke recovery, such as a patient's age or baseline health, they only tell part of the story.

"In the big picture, the issue that we face is that, when somebody has a stroke, it's hard to anticipate what's going to come next," said Cramer. "People look up to us from the gurney in the ER and say, 'What's next? What's going to happen to me?' People want to understand what their trajectory will be, people want to have a sense of how well going to be, or not, and what treatments are available to them."

Similarly, clinicians who treat patients with stroke need improved methods to understand how a patient will fare in order to develop a personalized medicine approach for each individual, Cramer said.

Past studies have provided evidence that genetic differences are related the process of stroke recovery, but there has been limited study on the specific outcomes with which these genes are associated. For example, most previous genetic studies related to stroke have relied on the modified Rankin scale, which is a measure of global disability that combines recovery data across all behaviors into one single-digit score.

However, Cramer said this scoring system does not account for the granular differences in stroke outcomes for patients, such as a patient having improved movement but continued severe depression, or having persistent anxiety but showing good recovering of arm movement. As a result, Dr. Cramer, in collaboration with Dr. E. Alison Holman at UC Irvine, sought to determine whether there was a method to more precisely measure the various behavioral outcomes among stroke survivors.




To do this, Cramer and his team measured details for a group of candidate genes to examine in more than 700 patients enrolled throughout the U.S. Additionally, researchers conducted detailed behavioral assessments of the participants' cognitive health, depression, post-traumatic stress disorder symptoms, and other deficits for one year after the stroke.

The study found significant associations between certain genes and these behavioral health outcomes. Specifically, the rs6265 gene variant was associated with poorer cognition. This gene variant is related to brain-derived neurotrophic factor, or BDNF, which is the most common growth factor in the brain and is strongly associated with learning. About 20-30% of people are estimated to have this genetic variant, which slows the release of BDNF.

"Your brain gushes out BDNF when you're learning new things," Cramer said. "Hopefully your brain is gushing out BDNF at this very moment. People who have this gene variant had poorer cognitive status at one year."

Environmental factors, such as stressors, also played a role in genetic expression among stroke patients. Patients with the gene variants rs4291 and rs324420 were at higher risk for developing more severe depression and PTSD symptoms after one-year post-stroke.

"The more stress they reported, the more the gene variant was associated with poorer outcomes," Cramer said.

Another variant, rs4680 was linked to lower depression and PTSD symptoms.

While the results still require independent verification, Cramer said these insights could help physicians and other allied health professionals tailor treatment options for patients based on a simple genetic test.

"If these discoveries are validated as accurate, you could look at someone on the day they have their stroke and say, 'I know that on average you are at higher risk of a poorer outcome regarding cognitive function a year from now,'" Cramer said. "Maybe those are the people that need extra cognitive rehab or maybe one day we'll have a drug that targets certain gene receptors. The idea is that you could divide people into different groups and use that knowledge not just for prediction but hopefully one day for improved, individualized treatment."
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Foam fluidics showcase lab's creative approach to circuit design | ScienceDaily
When picturing next-generation wearables and robotics, the foam filling in your couch cushions is likely not the first thing that comes to mind.


						
However, Rice University engineers have shown that something as simple as the flow of air through the airy, meshlike structure of open-cell foam can be used to perform digital computation, analog sensing and combined digital-analog control in soft textile-based wearable systems.

"In this work, we integrated material intelligence -- the ability of materials to sense and respond to their environment -- with circuit-driven logic using a surprisingly simple approach based on the flow of fluid through soft foams," said Daniel Preston, assistant professor of mechanical engineering and corresponding author on a study about the research published in Advanced Functional Materials.

Pneumatic logic circuits in soft-bodied robots and wearables have been traditionally designed in ways that mirror electronic circuits, i.e. by linking together individual components such as resistors, capacitors, diodes and gates via connecting elements. Such conventional architectures rely on interconnected logic gates -- basic building blocks in digital systems that turn one or more than one input into a single output.

In previous work, the Preston Innovation Laboratory developed a method for electronics-free control of textile wearables using pneumatic logic circuits. However, this initial approach did not rely on the properties intrinsic to soft materials in order to maximize circuit design efficiency.

"The more complex a task or operation, the greater the number of logic gates typically required," Preston explained.

In applications, this could translate into devices that are heavier, more expensive and difficult to make and more susceptible to failure. To bypass the issue, the researchers figured out how to use pressure differences created by air flowing through the microscopic pores in foam sheets in order to perform complex pneumatic computations and control tasks with a greater economy of circuit design.




"Here, we show that the properties of soft materials themselves -- such as the sponginess or porosity of foam sheets -- can be leveraged to achieve fluidic control tasks such as sensing the amount of force applied by a user or converting digital pressure signals to analog signals, thereby reducing the reliance on fluidic logic gates and simplifying operation," said Anoop Rajappan, lead author on the study and a research scientist at Rice during the course of the project.

Unlike liquids, the density of air changes with pressure, which makes the modeling of airflow through foam sheets more complex. Nonetheless, the researchers tackled the challenge head-on.

"We developed a theoretical framework for analyzing gas flow through porous materials, created new experimental techniques to measure the fluidic properties of foam and finally generated a model for the change in fluidic resistance of foam with applied force," Rajappan said.

The researchers designed foam-based fluidic resistors -- devices that restrict airflow in pneumatic circuits, much like how electronic resistors limit current flow in electronic circuits. The resistors can be used to create two-dimensional pneumatic logic circuits that can be embedded in textile-based wearable devices.

"By redesigning circuit components such as resistors to leverage the fluidic properties of soft materials such as foam, we can build reliable and streamlined soft robots and wearable devices powered by pneumatics that are less dependent on heavy, bulky or rigid components such as motors and batteries," Rajappan said. "Wearable robotic devices could, for instance, provide assistance to users with mobility limitations, and building wearables out of textiles and powering them using compressed air can make them comfortable, lightweight, low-cost and unobtrusive for the user."

In addition to Preston and Rajappan, other authors on the study include Zhen Liu, Faye Yap and Rawand Rasheed. Rajappan, Liu and Yap have accepted offers to tenure-track assistant professor positions at Tulane University, the University of Texas at Dallas and the University of Hawaii, respectively. Rasheed is CEO of Helix Earth Technologies, a startup spun out of Preston's lab.

"Our work at Rice is making real contributions across multiple fields, and I am glad so many of our students continue to do so, in academia, industry and even their own companies, after training in our program," Preston said.

The research was supported by the Rice Academy of Fellows, the U.S. Department of Energy (DE-SC0014664), the Shared Equipment Authority at Rice and the National Science Foundation (CMMI-2144809).
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New groups of methane-producing organisms in Yellowstone | ScienceDaily
A team of scientists from Montana State University has provided the first experimental evidence that two new groups of microbes thriving in thermal features in Yellowstone National Park produce methane -- a discovery that could one day contribute to the development of methods to mitigate climate change and provide insight into potential life elsewhere in our solar system.


						
The journal Nature this week published the findings from the laboratory of Roland Hatzenpichler, associate professor in MSU's Department of Chemistry and Biochemistry in the College of Letters and Science and associate director of the university's Thermal Biology Institute. The two scientific papers describe the MSU researchers' verification of the first known examples of single-celled organisms that produce methane to exist outside the lineage Euryarchaeota, which is part of the larger branch of the tree of life called Archaea.

Alison Harmon, MSU's vice president for research and economic development, said she is excited that the findings with such far-reaching potential impact are receiving the attention they deserve.

"It's a significant achievement for Montana State University to have not one but two papers published in one of the world's leading scientific journals," Harmon said.

The methane-producing single-celled organisms are called methanogens. While humans and other animals eat food, breathe oxygen and exhale carbon dioxide to survive, methanogens eat small molecules like carbon dioxide or methanol and exhale methane. Most methanogens are strict anaerobes, meaning they cannot survive in the presence of oxygen.

Scientists have known since the 1930s that many anaerobic organisms within the archaea are methanogens, and for decades they believed that all methanogens were in a single phylum: the Euryarchaeota.

But about 10 years ago, microbes with genes for methanogenesis began to be discovered in other phyla, including one called Thermoproteota. That phylum contains two microbial groups called Methanomethylicia and Methanodesulfokora.




"All we knew about these organisms was their DNA," Hatzenpichler said. "No one had ever seen a cell of these supposed methanogens; no one knew if they actually used their methanogenesis genes or if they were growing by some other means.

Hatzenpichler and his researchers set out to test whether the organisms were living by methanogenesis, basing their work on the results of a study published last year by one of his former graduate students at MSU, Mackenzie Lynes.

Samples were harvested from sediments in Yellowstone National Park hot springs ranging in temperature from 141 to 161 degrees Fahrenheit (61-72 degrees Celsius).

Through what Hatzenpichler described as "painstaking work," MSU doctoral student Anthony Kohtz and postdoctoral researcher Viola Krukenberg grew the Yellowstone microbes in the lab. The microbes not only survived but thrived -- and they produced methane. The team then worked to characterize the biology of the new microbes, involving staff scientist Zackary Jay and others at ETH Zurich.

At the same time, a research group led by Lei Cheng from China's Biogas Institute of the Ministry of Agriculture and Rural Affairs and Diana Sousa from Wageningen University in the Netherlands successfully grew another one of these novel methanogens, a project they had worked on for six years.

"Until our studies, no experimental work had been done on these microbes, aside from DNA sequencing," said Hatzenpichler.




He said Cheng and Sousa offered to submit the studies together for publication, and Cheng's paper reporting the isolation of another member of Methanomethylicia was published jointly with the two Hatzenpichler lab studies.

While one of the newly identified group of methanogens, Methanodesulfokora, seems to be confined to hot springs and deep-sea hydrothermal vents, Methanomethylicia, are widespread, Hatzenpichler said. They are sometimes found in wastewater treatment plants and the digestive tracts of ruminant animals, and in marine sediments, soils and wetlands. Hatzenpichler said that's significant because methanogens produce 70% of the world's methane, a gas 28 times more potent than carbon dioxide in trapping heat in the atmosphere, according to the U.S. Environmental Protection Agency.

"Methane levels are increasing at a much higher rate than carbon dioxide, and humans are pumping methane at a higher rate into the atmosphere than ever before," he said.

Hatzenpichler said that while the experiments answered an important question, they generated many more that will fuel future work. For example, scientists don't yet know whether Methanomethylicia that live in non-extreme environments rely on methanogenesis to grow or if they grow by other means.

"My best bet is that they sometimes grow by making methane, and sometimes they do something else entirely, but we don't know when they grow, or how, or why." Hatzenpichler said. "We now need to find out when they contribute to methane cycling and when not."

Whereas most methanogens within the Euryarchaeota use CO2 or acetate to make methane, Methanomethylicia and Methanodesulfokora use compounds such as methanol. This property could help scientists learn how to alter conditions in the different environments where they are found so that less methane is emitted into the atmosphere, Hatzenpichler said.

His lab will begin collaborating this fall with MSU's Bozeman Agricultural Research and Teaching Farm, which will provide samples for further research into the methanogens found in cattle. In addition, new graduate students joining Hatzenpichler's lab in the fall will determine whether the newly found archaea produce methane in wastewater, soils and wetlands.

Methanomethylicia also have a fascinating cell architecture, Hatzenpichler said. He collaborated with two scientists at ETH Zurich, Martin Pilhofer and graduate student Nickolai Petrosian, to show that the microbe forms previously unknown cell-to-cell tubes that connect two or three cells with each other.

"We have no idea why they are forming them. Structures like these have rarely been seen in microbes. Maybe they exchange DNA; maybe they exchange chemicals. We don't know yet," said Hatzenpichler.

The newly published research was funded by NASA's exobiology program. NASA is interested in methanogens because they may give insights into life on Earth more than 3 billion years ago and the potential for life on other planets and moons where methane has been detected, he said.
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Does your body composition affect your risk of dementia or Parkinson's? | ScienceDaily
People with high levels of body fat stored in their belly or arms may be more likely to develop diseases like Alzheimer's and Parkinson's than people with low levels of fat in these areas, according to a study published in the July 24, 2024, online issue of Neurology(r), the medical journal of the American Academy of Neurology. The study also found that people with a high level of muscle strength were less likely to develop these diseases than people with low muscle strength.


						
"These neurodegenerative diseases like Alzheimer's and Parkinson's affect over 60 million people worldwide, and that number is expected to grow as the population ages, so it's crucial that we identify ways to modify risk factors to develop some preventive tools," said study author Huan Song, MD, PhD, of Sichuan University in Chengdu, China. "This study highlights the potential to lessen people's risk of developing these diseases by improving their body composition. Targeted interventions to reduce trunk and arm fat while promoting healthy muscle development may be more effective for protection against these diseases than general weight control."

The study involved 412,691 people with an average age of 56 who were followed for an average of nine years. At the beginning of the study, measurements were taken for body composition, such as waist and hip measurements, grip strength, bone density and fat and lean mass.

During the study, 8,224 people developed neurodegenerative diseases -- mainly Alzheimer's disease, other forms of dementia, and Parkinson's disease.

Male participants with high levels of body fat in their bellies developed the neurodegenerative diseases at a rate of 3.38 per 1,000 person-years, compared to 1.82 cases per 1,000 person-years for those with low levels of body fat in their bellies. For female participants, the rates were 2.55 for high levels and 1.39 for low levels. Person-years represent both the number of people in the study and the amount of time each person spends in the study.

After adjusting for other factors that could affect the rate of disease, such as high blood pressure, smoking and drinking status and diabetes, researchers found that overall people with high levels of belly fat were 13% more likely to develop these diseases than people with low levels of belly fat.

People with high levels of arm fat were 18% more likely to develop the diseases than those with low levels of arm fat.




Those with high muscle strength were 26% less likely to develop the diseases than those with low levels of strength.

The relationship between these body compositions and the neurodegenerative diseases was partly explained by the occurrence after the start of the study of cardiovascular diseases such as heart disease and stroke.

"This underscores the importance of managing these cardiovascular diseases right away to help prevent or delay the development of Alzheimer's, Parkinson's, or other degenerative diseases," Song said.

A limitation of the study is that participants were mainly white people from the United Kingdom of Great Britain and Northern Ireland, so the results may not apply to other populations.

The study was supported by Sichuan University, Sichuan Provincial Science and Technology Department and the Swedish Research Council.
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Daily rhythms depend on receptor density in biological clock | ScienceDaily
In humans and other animals, signals from a central circadian clock in the brain generate the seasonal and daily rhythms of life. They help the body to prepare for expected changes in the environment and also optimize when to sleep, eat and do other daily activities.


						
Scientists at Washington University in St. Louis are working out the particulars of how our internal biological clocks keep time. Their new research, published July 24 in the Proceedings of the National Academy of Sciences, helps answer longstanding questions about how circadian rhythms are generated and maintained.

In all mammals, the signals for circadian rhythms come from a small part of the brain called the suprachiasmatic nucleus, or SCN. Several previous studies from WashU and other institutions have attempted to determine if a neurotransmitter called GABA plays a role in synchronizing circadian rhythms among individual SCN neurons. However, the role of GABA in the SCN had remained unclear.

"In the past, we have published data on pharmacological blocking of the GABA system and found only modest increases in synchrony among SCN cells," said Daniel Granados-Fuentes, a research scientist in Arts & Sciences and first author of the new study.

The chemical interventions that he and other scientists introduced didn't seem to change the way that neurons in the SCN fired that much, or to affect circadian regulation of actual behavior in mice, either.

So Granados-Fuentes and his team members took a different approach. The researchers changed the expression of two kinds of GABA receptors to figure out if receptor density had any impact on synchrony or behavior.

"Tuning the number of receptors is considered to be important to regulate physiological processes like learning and memory, but not circadian rhythms," Granados-Fuentes said. But in this case, changing the density of either g2 or d GABA receptors had a dramatic effect.




Reducing or mutating these receptors in the SCN of mice decreased the amplitude of their circadian rhythms to one-third. The mice in this study increased their daytime wheel-running and reduced their normal nocturnal running.

The researchers also found that reduction or mutation of either g2 or d GABA receptors halved the synchrony among, and amplitude of, circadian SCN cells as measured by firing rate or protein expression in vitro.

Overexpression of either of two GABA receptor types compensated for the loss of the other, suggesting that these two receptors can function in a similar way in the SCN, even though they have been described to mediate different physiological processes, Granados-Fuentes said.

Understanding circadian rhythms is important because people can suffer many negative consequences if these rhythms get disrupted. They can experience daytime fatigue, changes in hormone profiles, gastrointestinal issues, changes in mood and more.

"These findings open a possibility to understand if changes in the density of GABA receptors are important to regulate seasonal responses, for example how animals in nature respond to summer when days are long or winter when days are short," Granados-Fuentes said.

Granados-Fuentes works in the laboratory of biologist Erik Herzog, the Viktor Hamburger Distinguished Professor in Arts & Sciences and a co-author of this study. Steven Mennerick, the John P. Feighner Professor of Neuropsychopharmacology at Washington University School of Medicine and a professor of psychiatry and of neuroscience, is a collaborator and co-author.

This research helped lead to a new grant from the National Institute of Neurological Disorders and Stroke, part of the National Institutes of Health (NIH), for the Herzog laboratory with collaborators in WashU's McKelvey School of Engineering and at Saint Louis University.

Research reported in this publication was supported by a grant from the NINDS (RO1NS121161). The study authors also thank the Taylor Family Institute for Innovative Psychiatric Research for support.
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Increasing Prediabetes remission for type 2 diabetes | ScienceDaily
Increasing ketone supply to the heart in mice with heart failure with preserved ejection fraction (HFpEF) allowed their hearts to utilize more ketones and produce more energy, according to preliminary research presented today at the American Heart Association's Basic Cardiovascular Sciences Scientific Sessions 2024.


						
Heart failure with preserved ejection fraction, a common type of heart failure, occurs when there are signs and symptoms of heart failure with a high left ventricle filling pressure despite normal or a near-normal left ventricle ejection fraction of 50% or higher. Heart failure with reduced ejection fraction is when the heart's pumping power is 40% or less. A normal ejection fraction reading is between 50 to 70%. Heart failure with reduced ejection fraction (HFrEF) is well-studied and has established management plans and therapeutic strategies; in contrast, there is no current evidence-based treatment for HFpEF.

Healthy hearts require a high rate of adenosine triphosphate (ATP) production (provides the energy to drive and support the heart) to maintain their continuous pumping action. This energy comes from a balanced use of glucose and fats to support the heart's contractile function.

"Ketones are a special energy resource," said study author Qiuyu (Violet) Sun, B.Sc., a Ph.D. candidate at the University of Alberta in Canada. "Humans normally rely on carbohydrates and fat for energy. However, when blood glucose levels fall, such as after prolonged fasting or strenuous exercise, it poses a risk to our brain, which depends on glucose and cannot utilize fats for energy. To address this, our body has a built-in mechanism to produce this special energy substrate called ketones."

"This process is known as ketogenesis and involves breaking down fats from fat storage. The liver then converts these fats into ketone bodies, which enter the bloodstream to fuel the brain," Sun explained. "Ketones can convert the chemical energy in the form of ATP to improve the heart's pumping ability in a continuous fashion."

According to the researchers, relying on fatty acids to produce ATP could be problematic. Fatty acids are a less efficient fuel source compared to glucose because fats require more oxygen to produce the same amount of ATP as glucose.

In this study, researchers assessed mice hearts' metabolism and found that hearts with HFpEF reconstructed their metabolic profiles. Specifically, the researchers found in HFpEF hearts, ketone use was impaired, as well was also an impaired glucose oxidation rate coupled with an increase in fatty acid oxidation. These two changes balance each other, leading to overall preserved energy production.




When HFpEF hearts were given more ketones, this resulted in an increase in overall ATP production coming from ketones and glucose oxidation to ATP from 15% to 28% with preserved pumping ability. So, increasing ketone supply to the heart in HFpEF mice led to higher ATP production.

"This is crucial because this increase in ketone use by the heart did not cause any interference with glucose or fat use. In other words, ketones were not competing with glucose or fats as the energy source. As such, elevated ketone oxidation does not further aggravate the disrupted metabolic profile of the heart in HFpEF," Sun said.

According to the American Heart Association's 2024 Heart Disease and Stroke Statistics, an estimated 56.2 million people were living with heart failure across 204 countries globally in 2019. However, this estimate likely underrepresents the true rate of heart failure because of data and diagnostic gaps in low-resource regions and countries.

"The prevalence of heart failure with preserved ejection fraction is rising, driven by an aging population and increasing obesity rates. Unfortunately, there is still a lack of clinically effective treatment for this condition," Sun said. "We hope our study can help us better understand this condition. Identifying key proteins involved in cardiac energy metabolism could potentially lead to identification of druggable targets for future development of medications to treat HFpEF."

Sun said the next steps are to investigate the precise role of ketone use by the heart in HFpEF and to assess whether increasing the ketone supply to the heart could potentially optimize heart energy production and lead to improved cardiac function.

The AHA/ACC/HFSA 2022 joint guideline for the management of heart failure calls for increased focus on preventing heart failure in people who are showing early signs of "pre-heart failure," and updated treatment strategies for people with symptomatic heart failure to include SGLT-2 inhibitor (SGLT2i) medicines. SGLT-2 inhibitors are a class of prescription medicines that are FDA-approved for use with diet and exercise to lower blood sugar in adults with Type 2 diabetes.

Study background:
    	In a lab setting, two groups of mice were used. The first experimental group of mice received a 60% high-fat diet and L-NAME (an inhibitor of nitric oxide synthesis) every day for 6 weeks to induce HFpEF. The second control group (HFpEF was not induced) were fed a low-fat diet and regular drinking water.
    	The mouse hearts were removed and treated with two different levels of b-hydroxybutyrate and studied for how quickly the hearts used the major energy sources, such as glucose, fatty acids and ketones.

Study limitations were that it focused on the metabolic phenotype of HFpEF. However, there are different subgroups of HFpEF that possess varied clinical presentation, such as the fibrotic type or the diastolic dysfunction phenotypes of HFpEF. Both subgroups of HFpEF are of equal importance and should be investigated further. Additionally, because mice have different physiology and metabolic profiles than humans, future research should better characterize cardiac energy metabolism in HFpEF using experimental models that more closely align and translate to humans.
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Prediabetes remission for type 2 diabetes prevention | ScienceDaily
Current medical guidelines recommend that people in a preliminary stage of type 2 diabetes lose at least 7 percent of their body weight in order to prevent manifest diabetes. In an article in Nature Reviews Endocrinology, diabetes experts Prof. Andreas Birkenfeld and Prof. Viswanathan Mohan advocate glycemic remission (normalization of blood sugar regulation) as a prevention goal for people with prediabetes or a high risk of type 2 diabetes. The article's claim is supported by numerous international scientists as well as by the DZD's Prevention Academy.


						
Prediabetes is the greatest risk factor for the development of type 2 diabetes (T2D). In the preliminary stage of diabetes, fasting blood sugar is already elevated and glucose tolerance is impaired (see Box 1). To prevent the development of T2D and damage to blood vessels, lifestyle changes, such as diet and more exercise, are usually used to combat prediabetes. The US guidelines from the American Diabetes Association (ADA) recommend reducing body weight by at least 7%. Nevertheless, the number of diabetes mellitus cases has almost quadrupled since 1980 and the incidence continues to rise -- especially in low-income countries. In low- and middle-income countries, the global age-standardized mortality rate for diabetes has also risen by 13% over the past 15 years. According to the two authors, improved strategies are needed to reduce the massive increase in the incidence and prevalence of T2D worldwide and to address the disparities in rates of diabetes mellitus. In addition to weight reduction, they also advocate for incorporating the normalization of blood sugar regulation (prediabetes remission, see Box 1) into diabetes prevention.

Normalizing Blood Sugar Regulation

The concept of "prediabetes remission" was established in analyses of the Prediabetes Lifestyle Intervention Study (PLIS) of the German Center for Diabetes Research (DZD) and the US Diabetes Prevention Program (DPP). The studies showed that in some patients with prediabetes (~40%), weight loss ([?]5% of original body weight) led to prediabetes remission. Fasting blood sugar, glucose tolerance and HbA1c levels normalized in this group (see Box 2). Participants who had achieved remission showed a 73% reduced risk of developing T2D even two years after the end of the lifestyle intervention. They also showed reduced markers of kidney damage and better condition of their blood vessels. Some of the participants did not achieve remission despite losing weight and still had prediabetes.

Mechanisms of Prediabetes Remission

Studies have shown that a greater reduction in visceral abdominal fat and improved insulin sensitivity are crucial in achieving prediabetes remission. The authors' hypothesis is that improving insulin resistance promotes remission from prediabetes to normal glucose regulation. This could indicate that prediabetes remission targets a point in time at which the beta cells are not yet permanently damaged to a clinically relevant extent. This could make prediabetes a window of opportunity to preserve beta cell function in the long term.

Does Prediabetes Remission Reduce the Risk of T2D?

Researchers investigated whether weight loss-induced prediabetes remission is more effective than the currently recommended strategies for preventing type 2 diabetes. They analyzed the data of 480 participants in the Diabetes Prevention Program (DPP) who had prediabetes and had lost at least 7% of their weight through a one-year lifestyle intervention. Blood sugar levels normalized in 114 people (prediabetes remission), while the majority of the 366 participants did not improve their blood glucose regulation. Preliminary results indicate that individuals who achieved prediabetes remission in combination with weight loss of [?]7% reduced their relative risk of diabetes mellitus by 76% over six years compared to weight loss of [?]7% alone.

The authors suggest that remission to normal glucose regulation should be considered in prevention strategies for people with prediabetes. Weight loss plays a decisive role in this regard. The results suggest that people with prediabetes who do not achieve remission after losing at least 7% of their body weight should continue to lose weight until they reach their individual threshold or take other measures.

"We believe that prediabetes remission should be considered in future studies and guidelines as it has the potential to protect beta cell function from the development of type 2 diabetes and possibly reduce the rising incidence and prevalence of type 2 diabetes worldwide," says Prof. Andreas Birkenfeld. Future studies should clarify whether prediabetes remission can also lead to reduced complication rates.
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Waters along Bar Harbor, Acadia home to billions of microplastics | ScienceDaily
Along the shores of Acadia National Park, Bar Harbor and the Schoodic Peninsula are the vast, briny waters of Frenchman Bay. With 98 square miles of water and 39 islands, the bay is vital to shorebirds, fish, lobstermen and outdoor recreationists. University of Maine researchers, however, have discovered that Frenchman Bay and its tributaries are also home to a significant amount of microplastic pollution.


						
In a new study published in Environmental Engineering Science, researchers reveal there are an estimated 400 billion microplastic fibers on the surface of Frenchman Bay and several connected rivers and estuaries where freshwater from rivers meet salty seawater. The watershed contains an average of 1.8 fibers per liter of water.

"Imagine the 32-ounce water bottle you use every day. If you were to fill your water bottle with water from Frenchman Bay, you would find about two microplastics. Now imagine how many water bottles would fit in the massive volume of Frenchman Bay; that is a lot of microplastics," said Grace Johnson, lead author and master's student in civil and environmental engineering. Johnson collaborated with other UMaine students and faculty and researchers from the University of Notre Dame and Valparaiso University, both in Indiana.

Microplastics are smaller than five millimeters in length, tiny enough for humans and animals to ingest with ease, but trillions of them have been found in rivers, lakes and oceans worldwide. Examples include small pieces broken down from larger debris and minuscule beads manufactured for health and beauty products, according to the National Oceanic and Atmospheric Administration (NOAA). Microplastics can impair digestion and reproduction in animals, and some of their additives are associated with endocrine disruption and cancer in humans, according to the U.S. Geological Survey. They can also absorb and transport other harmful toxicants that pollute waterways, including a group of chemicals known as PFAS.

Researchers conducted two water sampling campaigns for the study in 2022 and 2023. Using glass mason jars, they collected 129 samples in the bay, river and estuaries off the side of a boat in 17 weeks. Using microscopes, the fibers were pinpointed in the samples and their properties were analyzed by measuring their light signatures -- the color and wavelengths of the light that cells reflect or absorb.

Concentrations of microplastics were, on average, highest in the bay itself, followed by the connected rivers and then the estuaries. Among the rivers, Egypt Stream in Franklin had the highest average concentration of microplastic fibers, followed by Kilkenny Stream in Hancock, then Union River, which passes through Ellsworth. Among the estuaries, the one between Stave Island and Gouldsboro had the highest average concentration, followed by the Sullivan Estuary that leaves Egypt Bay, then Jordan River between Lamoine and Trenton.

"What is striking to me is that we collected water samples in the open ocean and we were still able to find one-to-two microplastic fibers in pretty much every liter we sampled," said Onur Apul, study co-author, Johnson's advisor and assistant professor of environmental engineering. "The quantities we are seeing in the natural environment are variable, but it is indicating that we created a new environmental domain -- the 'microplastisphere' -- during the extremely short timespan that we occupied the planet."

The team also investigated how microplastics traveled throughout the watershed by sampling water from nine sites on Mount Desert Island, particularly within the town of Bar Harbor. In 2023, they collected water samples from the culvert at Grant Park, right across from Bubble Rock; a couple sites at Kebo Stream; and several sites at or near Cromwell Brook, including the wastewater treatment plant and a culvert for the transfer station. They sampled on clear days and during rain events, as culverts release stormwater.




The Grant Park culvert possessed the highest concentrations of microplastics by a wide margin at 15 fibers per liter, followed by the wastewater treatment plant, the transfer station and the other spots along Cromwell Brook and Kebo Stream. Average concentrations of microplastic fibers in all locations, however, were higher than those in the estuaries, rivers and Frenchman Bay.

Study findings indicate that microplastics were transported from the land through the rivers and estuaries into Frenchman Bay. According to researchers, weaker currents allow fibers to remain in the bay for longer periods. The research team recommends additional studies into contamination in the bay and surrounding watershed to support possible techniques for mitigating the spread of microplastics.

"Once the microplastics are dispersed in Frenchman Bay there is no removing them, and they pose a threat to both marine life and humans. In the Bay, fish and other marine species can ingest the microplastics, and when people eat the fish, they can also ingest microplastics. Therefore, it is important as a society that we create less plastic waste capable of ending up in the ocean," Johnson said.

In addition to Johnson and Apul, other researchers involved in the project include UMaine graduate students Taylor Bailey, Dilara Hatinoglu and Bea Van Dam; UMaine faculty Lauren Ross and Sean Smith; Ph.D. student Ozioma Nwachukwu and associate professor Kyle Doudrick of Notre Dame; and professor Julie Peller from Valparaiso University.

"We find microplastics in fish tissue, in guano, in our beaches, in our drinking water, in the human brain and even in the human placenta," Apul said. "Our recommendation is 'mindful use,' because plastics are very helpful in a lot of cases, such as medical use or food packaging, but some plastics are carelessly used and discarded. A plastic coffee stirrer, for example, has a use time of a few seconds. The second suggestion I have for people is preventing pollution by sustainability- and safety-focused policy making."
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Preventing brain damage in preterm babies | ScienceDaily
Mark Petersen, MD, has seen firsthand the devastating effects of brain bleeds in premature babies. It's an exceedingly common condition that affects up to 20 percent of infants born before 28 weeks of gestation, bringing an increased risk for developmental delays and autism.


						
"As a neonatologist and neuroscientist, it's frustrating that we don't have any treatments to counteract the harmful effects of bleeding in the developing brain, even though we know it often leads to lasting problems," says Petersen, director of the Neuro-Intensive Care Nursery at UC San Francisco (UCSF), associate professor of pediatrics at UCSF, and a visiting scientist at Gladstone Institutes. "Adding to this frustration, we've had very little understanding -- until now -- of why and how this bleeding is so closely tied to the long-term neurological issues these babies often face."

In a study that appears in Proceedings of the National Academy of Sciences (PNAS), Petersen and an interdisciplinary team of physicians and scientists from Gladstone and UCSF shed light on this vexing medical condition, showing for the first time that a blood protein called fibrin blocks an essential biological process that drives brain development in early life.

When babies are born extremely prematurely, the tiny and fragile blood vessels in their brain can break, causing a hemorrhage; the younger the baby, the higher the risk. Why this happens is not fully known, but poor neurological outcomes from brain bleeding are well established, explains Petersen, who leads his research laboratory at the UCSF Newborn Brain Research Institute.

In the new study, scientists demonstrated in mouse models that fibrin, which normally works to enable blood clotting, interferes with a cell-signaling pathway that plays a vital role in neuron creation -- particularly in the cerebellum. They also confirmed their findings using brain scans from nearly 60 preterm infants.No other blood protein had the same inhibitory effect on this pathway, Petersen says, which allowed the team to pinpoint fibrin as a clear therapeutic target for treating babies who experience brain bleeds.

A Druggable Target 

The study's findings hold great significance for neonatal care, but also expand into other realms of medicine, as the signaling pathway (known as the "sonic hedgehog" pathway, or SHH) at the center of the study plays other important roles in human development and is implicated in a wide range of diseases.




At Gladstone, Petersen worked closely with the lab of Senior Investigator Katerina Akassoglou, PhD, who has long investigated how blood that leaks into the brain triggers neurologic diseases, essentially by hijacking the brain's immune system and setting off a cascade of harmful, often-irreversible effects leading to problems with cognition and motor functions.

"Toxic effects of blood in the developing brain point to potential new causes for neurodevelopmental disorders associated with preterm births," says Akassoglou, who also serves as director of the Gladstone-UCSF Center for Neurovascular Brain Immunology. "Neutralizing the toxic effects of fibrin in the brain presents a promising therapeutic approach for many neurological diseases -- and now, we believe may also be an approach for treating the youngest patients of all."

Akassoglou's lab previously developed a drug, a therapeutic monoclonal antibody, that acts only on fibrin's harmful properties without affecting its beneficial role in blood clotting. This fibrin-targeting immunotherapy protects from multiple sclerosis and Alzheimer's disease in mice. A humanized version of this first-in-class fibrin immunotherapy is already in Phase 1 safety clinical trials by Therini Bio.

"We're encouraged that we've been able to confirm the cause of lasting neurological issues in preterm babies with brain bleeding, and that we have a druggable target to potentially address this unmet need," Petersen says. "Our new study establishes the groundwork to test our therapeutic approach in developmental brain injury and other disease models with neurovascular disruption or abnormal SHH signaling."

Changing Life's Trajectory

Petersen has been leading the study for the past three years, starting with observations that premature babies often have a smaller cerebellum over time. By working with MRI experts and neurologists at UCSF to follow a cohort of 59 preterm infants, the team was able to show that the smaller cerebellum was linked to brain bleeding rather than infections or other possible causes.




"During this stage of early development, the cerebellum is going through a rapid change and is very sensitive to injury," Petersen says. "Anything that blocks the SHH pathway would have major implications on the brain, and it led us to investigate whether fibrin could be at play."

In addition to the MRI analyses -- led by UCSF pediatric neurologist Dawn Gano, MD -- the team conducted experiments in experimental models to fully understand how fibrin impacts the SHH pathway and neuron growth.

Lennart Mucke, MD, director of the Gladstone Institute of Neurological Disease, noted that the research addresses a fundamental biomedical question and has the potential to prevent persistent neurological problems stemming from a person's earliest days of life.

"The team made a really interesting discovery that may one day change the whole life trajectory of young patients with brain bleeds," Mucke says. "The focus now is on bringing this work to the clinic as quicky as possible."
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Dark matter flies ahead of normal matter in mega galaxy cluster collision | ScienceDaily
Astronomers have untangled a messy collision between two massive clusters of galaxies in which the clusters' vast clouds of dark matter have decoupled from the so-called normal matter. The two clusters each contain thousands of galaxies and are located billions of light-years away from Earth. As they plowed through each other, the dark matter -- an invisible substance that feels the force of gravity but emits no light -- sped ahead of the normal matter. The new observations are the first to directly probe the decoupling of the dark and normal matter velocities.


						
Galaxy clusters are among the largest structures in the universe, glued together by the force of gravity. Only 15 percent of the mass in such clusters is normal matter, the same matter that makes up planets, people, and everything you see around you. Of this normal matter, the vast majority is hot gas, while the rest is stars and planets. The remaining 85 percent of the cluster mass is dark matter.

During the tussle that took place between the clusters, known collectivity as MACS J0018.5+1626, the individual galaxies themselves largely went unscathed because so much space exists between them. But when the enormous stores of gas between the galaxies (the normal matter) collided, the gas became turbulent and superheated. While all matter, including both normal matter and dark matter, interacts via gravity, the normal matter also interacts via electromagnetism, which slows it down during a collision. So, while the normal matter became bogged down, the pools of dark matter within each cluster sailed on through.

Think of a massive collision between multiple dump trucks carrying sand, suggests Emily Silich, lead author of a new study describing the findings in The Astrophysical Journal. "The dark matter is like the sand and flies ahead." Silich is a graduate student working with Jack Sayers, research professor of physics at Caltech and principal investigator of the study.

The discovery was made using data from the Caltech Submillimeter Observatory (which was recently removed from its site on Maunakea in Hawai'i and will be relocated to Chile), the W.M. Keck Observatory on Maunakea, NASA's Chandra X-ray Observatory, NASA's Hubble Space Telescope, the European Space Agency's now-retired Herschel Space Observatory and Planck observatory (whose affiliated NASA science centers were based at Caltech's IPAC), and the Atacama Submillimeter Telescope Experiment in Chile. Some of the observations were made decades ago, while the full analysis using all the datasets took place over the past couple of years.

Such decoupling of dark and normal matter has been seen before, most famously in the Bullet Cluster. In that collision, the hot gas can be seen clearly lagging behind the dark matter after the two galaxy clusters shot through each other. The situation that took place in MACS J0018.5+1626 (referred to subsequently as MACS J0018.5) is similar, but the orientation of the merger is rotated, roughly 90 degrees relative to that of the Bullet Cluster. In other words, one of the massive clusters in MACS J0018.5 is flying nearly straight toward Earth while the other one is rushing away. That orientation gave researchers a unique vantagepoint from which to, for the first time, map out the velocity of both the dark matter and normal matter and elucidate how they decouple from each other during a galaxy cluster collision.

"With the Bullet Cluster, it's like we are sitting in a grandstand watching a car race and are able to capture beautiful snapshots of the cars moving from left to right on the straightaway," says Sayers. "In our case, it's more like we are on the straightaway with a radar gun, standing in front of a car as it comes at us and are able to obtain its speed."

To measure the speed of the normal matter, or gas, in the cluster, researchers used an observational method known as the kinetic Sunyaev-Zel'dovich (SZ) effect. Sayers and his colleagues made the first observational detection of the kinetic SZ effect on an individual cosmic object, a galaxy cluster named MACS J0717, back in 2013, using data from CSO (the first SZ effect observations taken of MACS J0018.5 date back to 2006).




The kinetic SZ effect occurs when photons from the early universe, the cosmic microwave background (CMB), scatter off electrons in hot gas on their way toward us on Earth. The photons undergo a shift, called a Doppler shift, due to the motions of the electrons in the gas clouds along our line of sight. By measuring the change in brightness of the CMB due to this shift, researchers can determine the speed of gas clouds within galaxy clusters.

"The Sunyaev-Zeldovich effects were still a very new observational tool when Jack and I first turned a new camera at the CSO on galaxy clusters in 2006, and we had no idea there would be discoveries like this," says Sunil Golwala, professor of physics and Silich's faculty PhD advisor. "We look forward to a slew of new surprises when we put next-generation instruments on the telescope at its new home in Chile."

By 2019, the researchers had made these kinetic SZ measurements in several galaxy clusters, which told them the speed of the gas, or normal matter. They had also used Keck to learn the speed of the galaxies in the cluster, which told them by proxy the speed of the dark matter (because the dark matter and galaxies behave similarly during the collision). But at this stage in the research, the team had a limited understanding of the orientations of the clusters. They only knew that one of them, MACS J0018.5, showed signs of something strange going on -- the hot gas, or normal matter, was traveling in the opposite direction to the dark matter.

"We had this complete oddball with velocities in opposite directions, and at first we thought it could be a problem with our data. Even our colleagues who simulate galaxy clusters didn't know what was going on," Sayers says. "And then Emily got involved and untangled everything."

For part of her PhD thesis, Silich tackled the conundrum of MACS J0018.5. She turned to data from the Chandra X-ray Observatory to reveal the temperature and location of the gas in the clusters as well as the degree to which the gas was being shocked. "These cluster collisions are the most energetic phenomena since the Big Bang," Silich says. "Chandra measures the extreme temperatures of the gas and tells us about the age of the merger and how recently the clusters collided." The team also worked with Adi Zitrin of the Ben-Gurion University of the Negev in Israel to use Hubble data to map the dark matter using a method known as gravitational lensing.

Additionally, John ZuHone of the Center for Astrophysics at Harvard & Smithsonian helped the team simulate the cluster smashup. These simulations were used in combination with data from the various telescopes to ultimately determine the geometry and evolutionary stage of the cluster encounter. The scientists found that, prior to colliding, the clusters were moving toward each other at approximately 3000 kilometers/second, equal to roughly one percent of the speed of light. With a more complete picture of what was going on, the researchers were able to figure out why the dark matter and normal matter appeared to be traveling in opposite directions. Though the scientists say it's hard to visualize, the orientation of the collision, coupled with the fact that dark matter and normal matter had separated from each other, explains the oddball velocity measurements.




In the future, the researchers hope that more studies like this one will lead to new clues about the mysterious nature of dark matter. "This study is a starting point to more detailed studies into the nature of dark matter," Silich says. "We have a new type of direct probe that shows how dark matter behaves differently from normal matter."

Sayers, who recalls first collecting the CSO data on this object almost 20 years ago, says, "It took us a long time to put all the puzzle pieces together, but now we finally know what's going on. We hope this leads to a whole new way to study dark matter in clusters."

The study titled "ICM-SHOX. Paper I: Methodology overview and discovery of a gas-dark matter velocity decoupling in the MACS J0018.5+1626 merger," was funded by the National Science Foundation, the Wallace L. W. Sargent Graduate Fellowship at Caltech, the Chandra X-ray Center, the United States-Israel Binational Science Foundation, the Ministry of Science & Technology in Israel, the AtLAST (Atacama Large Aperture Submillimeter Telescope) project, and the Consejo Nacional de Humanidades Ciencias y Technologias.
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AI model identifies certain breast tumor stages likely to progress to invasive cancer | ScienceDaily
Ductal carcinoma in situ (DCIS) is a type of preinvasive tumor that sometimes progresses to a highly deadly form of breast cancer. It accounts for about 25 percent of all breast cancer diagnoses.


						
Because it is difficult for clinicians to determine the type and stage of DCIS, patients with DCIS are often overtreated. To address this, an interdisciplinary team of researchers from MIT and ETH Zurich developed an AI model that can identify the different stages of DCIS from a cheap and easy-to-obtain breast tissue image. Their model shows that both the state and arrangement of cells in a tissue sample are important for determining the stage of DCIS.

Because such tissue images are so easy to obtain, the researchers were able to build one of the largest datasets of its kind, which they used to train and test their model. When they compared its predictions to conclusions of a pathologist, they found clear agreement in many instances.

In the future, the model could be used as a tool to help clinicians streamline the diagnosis of simpler cases without the need for labor-intensive tests, giving them more time to evaluate cases where it is less clear if DCIS will become invasive.

"We took the first step in understanding that we should be looking at the spatial organization of cells when diagnosing DCIS, and now we have developed a technique that is scalable. From here, we really need a prospective study. Working with a hospital and getting this all the way to the clinic will be an important step forward," says Caroline Uhler, a professor in the Department of Electrical Engineering and Computer Science (EECS) and the Institute for Data, Systems, and Society (IDSS), who is also director of the Eric and Wendy Schmidt Center at the Broad Institute of MIT and Harvard and a researcher at MIT's Laboratory for Information and Decision Systems (LIDS).

Uhler, co-corresponding author of a paper on this research, is joined by lead author Xinyi Zhang, a graduate student in EECS and the Eric and Wendy Schmidt Center; co-corresponding author GV Shivashankar, professor of mechogenomics at ETH Zurich jointly with the Paul Scherrer Institute; and others at MIT, ETH Zurich, and the University of Palermo in Italy. The open-access research was published in Nature Communications.

Combining imaging with AI

Between 30 and 50 percent of patients with DCIS develop a highly invasive stage of cancer, but researchers don't know the biomarkers that could tell a clinician which tumors will progress.




Researchers can use techniques like multiplexed staining or single-cell RNA sequencing to determine the stage of DCIS in tissue samples. However, these tests are too expensive to be performed widely, Shivashankar explains.

In previous work, these researchers showed that a cheap imagining technique known as chromatin staining could be as informative as the much costlier single-cell RNA sequencing.

For this research, they hypothesized that combining this single stain with a carefully designed machine-learning model could provide the same information about cancer stage as costlier techniques.

First, they created a dataset containing 560 tissue sample images from 122 patients at three different stages of disease. They used this dataset to train an AI model that learns a representation of the state of each cell in a tissue sample image, which it uses to infer the stage of a patient's cancer.

However, not every cell is indicative of cancer, so the researchers had to aggregate them in a meaningful way.

They designed the model to create clusters of cells in similar states, identifying eight states that are important markers of DCIS. Some cell states are more indicative of invasive cancer than others. The model determines the proportion of cells in each state in a tissue sample.




Organization matters

"But in cancer, the organization of cells also changes. We found that just having the proportions of cells in every state is not enough. You also need to understand how the cells are organized," says Shivashankar.

With this insight, they designed the model to consider proportion and arrangement of cell states, which significantly boosted its accuracy.

"The interesting thing for us was seeing how much spatial organization matters. Previous studies had shown that cells which are close to the breast duct are important. But it is also important to consider which cells are close to which other cells," says Zhang.

When they compared the results of their model with samples evaluated by a pathologist, it had clear agreement in many instances. In cases that were not as clear-cut, the model could provide information about features in a tissue sample, like the organization of cells, that a pathologist could use in decision-making.

This versatile model could also be adapted for use in other types of cancer, or even neurodegenerative conditions, which is one area the researchers are also currently exploring.

"We have shown that, with the right AI techniques, this simple stain can be very powerful. There is still much more research to do, but we need to take the organization of cells into account in more of our studies," Uhler says.

This research was funded, in part, by the Eric and Wendy Schmidt Center at the Broad Institute, ETH Zurich, the Paul Scherrer Institute, the Swiss National Science Foundation, the U.S. National Institutes of Health, the U.S. Office of Naval Research, the MIT Jameel Clinic for Machine Learning and Health, the MIT-IBM Watson AI Lab, and a Simons Investigator Award.
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Researchers are closing in on a mouse model for late-onset Alzheimer's | ScienceDaily
Mice don't get Alzheimer's -- and while that's good news for mice, it's a big problem for biomedical researchers seeking to understand the disease and test new treatments. Now, researchers at The Jackson Laboratory are working to create the first strain of mice that's genetically susceptible to late-onset Alzheimer's, with potentially transformative implications for dementia research.


						
In humans, two of the defining traits of Alzheimer's disease are amyloid plaques between brain cells, and tangles of tau proteins within neurons. In mice, however, intercellular plaques don't give rise to intracellular protein tangles, so mice don't develop significant cognitive impairments. "It's easy enough to create mouse models for studying amyloid plaques," said Greg Carter, the Bernard and Lusia Milch Endowed Chair at JAX who also leads the Model Organism Development and Evaluation for Late-onset Alzheimer's Disease (MODEL-AD) consortium with JAX colleagues Gareth Howell, Ph.D. and Mike Sasner, Ph.D. "But that replicates only a very limited aspect of Alzheimer's -- and if we could cure the disease with those models, we'd have done it 20 years ago."

To develop new mouse strains that accurately reflect the full complexity of Alzheimer's disease, Carter's team drew on recent genome-wide studies that have identified over 70 genes associated with the illness. Using CRISPR gene editing, they collaborated with Sasner and Howell at JAX to introduce different genetic factors associated with Alzheimer's into 11 separate strains of mice, and raised the mice to maturity to explore how the genetic variants affected their brain health.

That presented a separate challenge: how can you tell when a mouse is developing Alzheimer's? "Mice aren't very smart, so it's really hard to check whether a disease is impacting their cognitive abilities," Carter explained, whose work appears in the July issue of Alzheimer's & Dementia, the journal of the Alzheimer's Association. "Any behavioral metric can be easily confounded by other factors like hyperactivity or sensory impairment, so focusing on mouse cognition has really led the field astray."

To get around that problem, the JAX team used transcriptomics -- a technique that reveals the way genes are transcribed and "activated" within cells -- to compare the biological signatures present in mouse brains to those of deceased human Alzheimer's patients. "By comparing the molecular biology of mouse and human brains, we can see where the two overlap, and what part of the Alzheimer's disease biology a particular gene is driving," Carter said. "It's a way to very systematically map out the disease-relevant contributions of all 11 different genetic variants."

Using transcriptomics also creates a clearer benchmark for testing new therapeutics: if a treatment aims to prevent inflammation associated with Alzheimer's, for instance, it's possible to evaluate its impact on the transcriptome signature specifically associated with inflammation. "This approach can assess whether a treatment is working at the molecular level, without worrying so much about behavioral changes that are hard to spot in mice," said Carter. "For pre-clinical studies, it's much more precise and efficient."

First, however, Carter and team need to map the contributions of each individual genetic factor, then figure out how to combine them into a single mouse strain that shows all the key biological hallmarks of Alzheimer's. In a separate project, Carter's team tested about a dozen additional genes; now, they are working to find the most effective way to combine the genes into a single mouse model. "We've used machine learning to figure out how to combine the genes we've studied," Carter said. "Now, we're setting up studies that will combine three or four genes at a time, and hopefully give us mice with much more complete Alzheimer's."

That's an important step forward, given that most mouse-model research into dementia focuses on the impact of single genes. "While different genes may increase your risk of dementia, no single gene causes Alzheimer's -- that's not how complex genetics works," Carter explained. Working at JAX made it possible to raise multiple strains and study dozens of genes in parallel, and ultimately to home in on the best possible model for studying Alzheimer's Disease," Carter said

"We know how valuable it would be to have a mouse model for Alzheimer's disease," he added. "This research is bringing that goal within reach."
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Targeted Alzheimer's research and drug discovery | ScienceDaily
Researchers at The Jackson Laboratory offer the first comprehensive ranking of the relative role and significance of every known gene and protein in the development of Alzheimer's Disease in advance of the Alzheimer's Association International Conference, July 28.


						
From studying the human genome, to analyzing the way proteins are encoded, or monitoring RNA expression, researchers are rapidly gaining a far richer understanding of the complex genetic and cellular mechanisms that underpin dementia. But there's a catch: While new technologies are revealing myriad avenues for Alzheimer's research, it's impossible to know in advance which research pathways will lead to effective treatments.

"We have countless potential targets, but we don't know which ones to aim at," said Greg Carter, the Bernard and Lusia Milch Endowed Chair at the Jackson Laboratory (JAX), who led the study. "Drug development is slow and costly, so to make use of these new insights, we need a way to prioritize them effectively."

Now, Carter and his colleagues at JAX -- in collaboration with partners from Stanford University School of Medicine, Emory University, and Sage Bionetworks -- are doing just that, offering the first comprehensive ranking of the relative role and significance of every gene and protein in the disease's development. The work is reported in the July issue of Alzheimer's & Dementia in advance of the Alzheimer's Association International Conference on July 28, where the work will be presented.

"This is the most comprehensive study to date of Alzheimer's patients' brains," Carter said. "We're integrating research from multiple fields, including genetics and -omics, across the patient's lifespan, and at a much larger scale than has previously been possible."

The team used machine learning to draw together and overlay findings from more than two dozen large-scale genetic studies, along with multi-omic analyses of almost 2,900 brains, to identify thousands of potential targets for therapeutic interventions. The targets were then sorted into 19 separate "biodomains" reflecting biological mechanisms believed to contribute to Alzheimer's disease.

Carter and his colleagues didn't just want a long list of undifferentiated gene and protein targets. Instead, each target is associated with a specific therapeutic hypothesis -- making it easier to understand how it works, and to identify candidates for experimental validation.

The team was also able to flag targets likely to play a role in the early stages of Alzheimer's, supporting the development of new diagnostic and therapeutic tools for pre-symptomatic interventions. "This is incredibly important, but also very challenging: most of our data come from post-mortem brains, so our job was like trying to deduce where a forest fire began after everything has been incinerated," said Carter. "Our computer modeling effectively rewinds the progression of the disease to identify early markers that correspond to late-stage pathology."

That approach is already generating important insights, including new evidence that mitochondria -- the powerhouse of the cell -- could play a significant role in the early stages of Alzheimer's disease. The team found a number of promising targets in this biodomain, suggesting that mitochondrial function could be a very strong early indicator of Alzheimer's -- and a key driver of the disease's progression.

The findings and their full dataset are being made publicly available through the Emory-Sage-Structural Genomics Consortium-JAX TREAT-AD Center, part of an NIH-funded consortium dedicated to de-risking Alzheimer's research, giving researchers and biotech innovators a foundational tool to support smarter and more targeted future research. "We're taking an aggressively open approach," said Carter. "If any biotech or pharmaceutical company wants to pick this up and run with it, they can -- and we hope they will."
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Hens blush when they are scared or excited, study finds | ScienceDaily
Hens fluff their head feathers and blush to express different emotions and levels of excitement, according to a study publishing July 24, 2024, in the open-access journal PLOS ONE by Cecile Arnould and colleagues from INRAE and CNRS, France.


						
Facial expressions are an important part of human communication that allow us to convey our emotions. Scientists have found similar signals of emotion in other mammals such as dogs, pigs and mice. Although birds can produce facial expressions by moving their head feathers and flushing their skin, it is unclear whether they express emotions in this way. To investigate, researchers filmed 18 female domestic chickens (Gallus gallus domesticus) from two breeds, as they performed routine behaviors on a French farm. They also filmed the birds while being captured and held by a human, and while being rewarded with an appealing food.

The researchers analyzed the position of their facial feathers and the color of the exposed skin on their faces in seven contexts that differed in their emotional valence and level of excitement. For example, birds preen their feathers when they are relaxed and content, whereas receiving a rewarding food generally causes excitement and happiness, and being captured is an exciting but fearful experience.

The results suggested that the position of the head feathers and the color of the skin varied between contexts. Fluffed head feathers were mainly associated with a state of contentment, whereas blushing indicated that the birds were positively excited or fearful. Hens tended to have redder skin in contexts associated with excitement, and in those that caused negative emotions. In situations that caused both excitement and a positive emotion, the birds displayed an intermediate skin redness, indicating a continuum of blushing that can convey subtle emotional changes.

The study was the first to investigate facial displays of emotion in chickens, and suggests that domestic hens use facial expressions to show their emotions, much like humans and other mammals do. These findings offer a window into the emotional experiences of domestic birds, which could be used to improve the welfare of farmed poultry, the authors say.

The authors add: "The skin blushing on the face of the domestic fowl is a window into their emotions. The intensity of the blushing varies within a few seconds depending on the emotional situations they experience."
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How Saharan dust regulates hurricane rainfall | ScienceDaily
Giant plumes of Sahara Desert dust that gust across the Atlantic can suppress hurricane formation over the ocean and affect weather in North America.


						
But thick dust plumes can also lead to heavier rainfall -- and potentially more destruction -- from landfalling storms, according to a July 24 study in Science Advances. The research shows a previously unknown relationship between hurricane rainfall and Saharan dust plumes.

"Surprisingly, the leading factor controlling hurricane precipitation is not, as traditionally thought, sea surface temperature or humidity in the atmosphere. Instead, it's Sahara dust," said the corresponding author Yuan Wang, an assistant professor of Earth system science at the Stanford Doerr School of Sustainability.

Previous studies have found that Saharan dust transport may decline dramatically in the coming decades and hurricane rainfall will likely increase due to human-caused climate change.

However, uncertainty remains around the questions of how climate change will affect outflows of dust from the Sahara and how much more rainfall we should expect from future hurricanes. Additional questions surround the complex relationships among Saharan dust, ocean temperatures, and hurricane formation, intensity, and precipitation. Filling in the gaps will be critical to anticipating and mitigating the impacts of climate change.

"Hurricanes are among the most destructive weather phenomena on Earth," said Wang. Even relatively weak hurricanes can produce heavy rains and flooding hundreds of miles inland. "For conventional weather predictions, especially hurricane predictions, I don't think dust has received sufficient attention to this point."

Competing effects

Dust can have competing effects on tropical cyclones, which are classified as hurricanes in the North Atlantic, central North Pacific, and eastern North Pacific when maximum sustained wind speeds reach 74 miles per hour or higher.




"A dust particle can make ice clouds form more efficiently in the core of the hurricane, which can produce more precipitation," Wang explained, referring to this effect as microphysical enhancement. Dust can also block solar radiation and cool sea surface temperatures around a storm's core, which weakens the tropical cyclone.

Wang and colleagues set out to first develop a machine learning model capable of predicting hurricane rainfall, and then identify the underlying mathematical and physical relationships.

The researchers used 19 years of meteorological data and hourly satellite precipitation observations to predict rainfall from individual hurricanes.

The results show a key predictor of rainfall is dust optical depth, a measure of how much light filters through a dusty plume. They revealed a boomerang-shaped relationship in which rainfall increases with dust optical depths between 0.03 and 0.06, and sharply decreases thereafter. In other words, at high concentrations, dust shifts from boosting to suppressing rainfall.

"Normally, when dust loading is low, the microphysical enhancement effect is more pronounced. If dust loading is high, it can more efficiently shield [the ocean] surface from sunlight, and what we call the 'radiative suppression effect' will be dominant," Wang said.

Additional authors are affiliated with Western Michigan University, Purdue University, University of Utah, and California Institute of Technology.
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COVID-19 pandemic slowed progress towards health-related Sustainable Development Goals and increased inequalities | ScienceDaily
The COVID-19 pandemic significantly widened existing economic and health disparities between wealthy and low-income countries and slowed progress toward health-related Sustainable Development Goals (SDGs), according to a new study published July 24, 2024, in the open-access journal PLOS ONE by Wanessa Miranda of Federal University of Minas Gerais, Brazil, and colleagues.


						
The global SDGs were established in 2015 as a wide and integrated agenda with themes ranging from eradicating poverty and promoting well-being to addressing socioeconomic inequalities. However, the COVID-19 pandemic is known to have delivered a devastating blow to global health, with large economic repercussions.

The new study investigated the potential impact of these economic disruptions on progress toward health-related SDGs. The research team used data from the official United Nations SDG database and analyzed the associations between well-being, income levels, and other key socioeconomic health determinants. A yearly model was extrapolated to predict trends between 2020 and 2030 using a baseline projection as well as a post-COVID-19 scenario.

The study estimated average economic growth losses in the wake of the COVID-19 pandemic as 42% and 28% for low and lower middle-income countries and 15% and 7% in high- and upper middle-income countries. These economic disparities are projected to drive global health inequalities in the themes of infectious disease, injuries and violence, maternal and reproductive health, health systems coverage and neonatal and infant health. Overall, low-income countries can expect an average progress loss of 16.5% across all health indicators, whereas high-income countries can expect losses as low as 3%. Individual countries, such as Turkmenistan and Myanmar, have estimated a loss of progress which is as much as nine times worse than the average loss of 8%. The most significant losses are seen in Africa, the Middle East, Southern Asia, and Latin America.

The authors conclude that the impact of the pandemic has been highly uneven across global economies and led to heightened inequalities globally, particularly impacting the health-related targets of the 2030 SDG Agenda.

The authors add: "The COVID-19 pandemic significantly widened existing economic and health disparities between wealthy and low-income countries and slowed progress toward health-related Sustainable Development Goals (SDGs). Overall, low-income countries can expect an average progress loss of 16.5% across all health indicators, whereas high-income countries can expect losses as low as 3%."
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Southern Ocean absorbing more carbon dioxide than previously thought, study finds | ScienceDaily
New research led by the University of East Anglia (UEA) and Plymouth Marine Laboratory (PML) has found that the Southern Ocean absorbs more carbon dioxide (CO2) than previously thought.


						
Using direct measurements of CO2 exchange, or fluxes, between the air and sea, the scientists found the ocean around Antarctica absorbs 25% more CO2 than previous indirect estimates based on shipboard data have suggested.

The Southern Ocean plays a major role in absorbing CO2 emitted by human activities, a process vital for controlling the Earth's climate. However, there are big uncertainties in the magnitude and variability in this flux.

Until now it has been estimated using shipboard measurements, such as those collected for the Surface Ocean CO2 Atlas (SOCAT) from research ships and sail drones, data from profiling floats deployed in the ocean, and global ocean biogeochemistry models. These different approaches have produced large variations in estimates.

This new study used a novel technique called eddy covariance -- with flux systems mounted on ships' foremasts -- to directly measure air-sea CO2 fluxes during seven research cruises in the region.

The results -- published in the journal Science Advances - show the summer Southern Ocean is likely to be a strong CO2 sink, challenging the much weaker estimates based on float data and model simulations, which the authors say "substantially underestimate" the observed CO2 uptake.

The authors argue this difference can be explained by considering temperature variations in the upper ocean and a limited resolution, for example averaging over a too-long time scale or sampling over a too-large interval, adding that current models and float data do not account for small, intense CO2 uptake events.




Lead author Dr Yuanxu Dong, of UEA's Centre for Ocean and Atmospheric Sciences (COAS) and PML, is currently at the GEOMAR Helmholtz Centre for Ocean Research Kiel, funded by a Humboldt Foundation fellowship. He said: "This is the first time a large number of direct air-sea CO2 flux observations have been used to assess existing flux products in the Southern Ocean. Our findings provide direct observational evidence that this ocean may take up more CO2 than previously recognized.

"Accurate quantification of the Southern Ocean CO2 sink is essential for the assessment of the Earth's climate. However, it is the most uncertain region regarding the estimate of its CO2 sink capacity.

"Our study reduces this uncertainty and improves the understanding of Southern Ocean CO2 uptake, and we recommend that future estimates should include temperature adjustments and higher resolution reconstruction and modelling."

The team, which also included scientists at the Alfred Wegener and Max Planck Institutes in Germany, the Flanders Marine Institute in Belgium and University of Hawai'i in the US, investigated inconsistencies in the existing CO2 flux estimates, then used the eddy covariance flux observations to assess the different data sets.

The cruise data covered approximately 3300 hours -- about 175 days -- of measurements in the Antarctic summer of 2019 and 2020, defined as November to April in the study, over an area of highly dynamic frontal zones. Measurements were taken hourly compared, for example, to approximately every 10 days for those from floats.

Dr Mingxi Yang, study co-author and Chemical Oceanographer at PML, said: "The Southern Ocean is a key sink of CO2, but the magnitudes and the locations of this ocean uptake are uncertain. PML's autonomous and high frequency eddy covariance system has significantly increased the number of direct air-sea CO2 flux measurements in this region.




"This paper offers the first comparison between direct CO2 flux measurements and estimates from coarse data products and global models on a large spatial/temporal scale. It has helped validate these and shed light on ways to improve them."

Lack of winter data is a general problem with ships because of the difficulty accessing the region at that time, which the floats partially address. Acknowledging that their cruise data only covers some parts of the Southern Ocean in summer, the authors say continued efforts towards high-quality observations are essential to improve estimates of air-sea CO2 fluxes.

This might include an expansion of measurements to more ships, and the further deployment of buoys and sail drones, particularly in the winter season. Additional observations in winter by unattended platforms could also help fill the seasonal data gap.

Prof Tom Bell, co-author and PML Ocean-Atmosphere Biogeochemist, added: "We have recently moved our flux system onto the new ice breaker, the RRS Sir David Attenborough, and collected the first set of flux measurements during a research cruise in the Weddell Sea earlier this year. We aim to continue this valuable work over the coming years, which is essential for monitoring the current climate and forecasting future changes."

The researchers also warn that the amount of shipboard surface ocean CO2 measurements has drastically declined in recent years, partly due to the COVID pandemic, but also to less funding. The number of annual datasets in SOCAT, for example, decreased by 35% from 2017 to 2021 -- and 40% for the Southern Ocean.

Dr Dorothee Bakker, of UEA's COAS and chair of SOCAT, said: "There is a real need for sustained and expanded funding of surface ocean CO2 measurements and their SOCAT synthesis, in order to constrain Southern Ocean CO2 uptake, to support the World Meteorological Organization's Global Greenhouse Gas Watch monitoring initiative and to inform climate policy."

The work was supported by funding from the China Scholarship Council, the UK's Natural Environment Research Council (NERC) and the European Space Agency.
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Proof-of-concept study to find functional cure for HIV | ScienceDaily
Researchers in George Mason University's Center for Infectious Disease Research (CIDR) and Tulane National Primate Research Center conducted a breakthrough proof-of-concept study in Nature's Gene Therapy that found an HIV-like virus particle that could cease the need for lifelong medications. Scientists have made great strides in the treatment of HIV (human immunodeficiency virus) over the past few decades, yet those with the virus must still take antiretroviral therapy (ART) for life as the disease is difficult to eradicate.


						
Researchers at CIDR, led by Yuntao Wu, professor in George Mason's School of Systems Biology and the principal investigator of the NIH-funded study, developed a special HIV-like virus particle, called HIV Rev-dependent lentiviral vector, that uses an HIV protein, Rev, as a trigger to selectively target and activate therapeutic genes in HIV-infected cells. The Mason team, including Brian Hetrick, Mark Spear, Jia Guo, Huizhi Liang, Yajing Fu, Zhijun Yang, and Ali Andalibi, has been developing the HIV Rev-dependent vector technology since 2002.

According to Wu, patients need to take medications for the rest of their lives because of the persistence of HIV reservoirs, which are infected immune cells harboring the virus. Currently, ART used by patients can effectively block the virus, but cannot eliminate the viral reservoirs. Experimental approaches such as "shock and kill" and "block and lock" of the reservoirs have been in development to either eliminate or silence viral reservoirs. Wu said the HIV Rev-dependent lentiviral vector technology, that his team has been developing, uses a different approach, which relies on the HIV Rev protein to selectively target reservoirs for killing or for inactivation.

"Our approach shows signs of not only reducing viral reservoirs but also boosting the immune system to produce antiviral neutralizing antibodies," said Wu. "Think about turning a bad guy into a good one."

The reservoir cells can be targeted by the Rev-dependent vector and be turned into releasing defective viruses that can act as a vaccine to stimulate neutralizing antibodies. Wu's team named this new approach "rehab and redeem" of the HIV reservoirs.

Scientists at Tulane National Primate Research Center, including Summer Siddiqui, Lara Doyle-Meyers, Bapi Pahar, Ronald S. Veazey, Jason Dufour, and Binhua Ling, collaborated with Wu's team to test this technology on monkeys infected with SIVmac239 (a virus similar to HIV), finding in one monkey that the virus levels in the blood and brain have been reduced to undetectable most of the time for over two years after ceasing to administer ART.

According to Hetrick, this approach shows promise in controlling viremia and opens new avenues for developing effective treatments for HIV without relying on daily antiretrovirals.

"Our proof-of-concept animal studies demonstrate a step forward in the fight against this virus, bringing us closer to innovative and potentially transformative therapies for HIV patients," said Hetrick.

This proof-of-concept study signals what technologies could come for the 1.2 million people in the United States and 39 million worldwide (as of 2022) with HIV who depend on medications to keep the virus under control. Additional funded studies are needed to expand and optimize the animal studies, followed by human clinical trials serving as the next pivotal steps for the development of the new treatment. Wu thanked the NYCDC AIDS Ride organized by Marty Rosen that raised funding to keep his team going in early years, leading to the more recent NIH-supported animal trial.

"It took us 20 years to walk the first step, we will certainly keep going," Wu said.
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Fighting leukemia by targeting its stem cells | ScienceDaily
Acute myeloid leukaemia is one of the deadliest cancers. Leukaemic stem cells responsible for the disease are highly resistant to treatment. A team from the University of Geneva (UNIGE), University Hospital of Geneva (HUG), and Inserm has made a breakthrough by identifying some of the genetic and energetic characteristics of these stem cells, notably a specific iron utilisation process. This process could be blocked, leading to the death or weakening of these stem cells without affecting healthy cells. These results, published in Science Translational Medicine, pave the way for new therapeutic strategies.


						
Acute myeloid leukaemia (AML) is the most common blood and bone marrow cancer in adults. Caused by an increase in immature cells that rapidly destroy and replace healthy blood cells (red and white blood cells and platelets), AML is lethal in half of those affected under the age of 60, and in 85% of those over that age.

This unfavorable prognosis may be due to the presence of so-called ''dormant'' or ''quiescent'' leukaemic stem cells (LSCs), which evade chemotherapy. Often invisible, these cells can ''wake up'' and reactivate the disease after an apparently successful course of treatment. Developing therapies that target these cells is therefore a major research challenge. However, the mechanisms controlling them are poorly understood.

By identifying genetic and metabolic characteristics specific to LSCs, a team from the UNIGE, HUG, and Inserm is providing new insights, as well as ways of combating the disease. These results, published in Science Translational Medicine, pave the way for a new therapeutic target and its clinical application.

A distinctive genetic signature

''Using advanced bioinformatics techniques and in collaboration with the team of Dr Petros Tsantoulis from the Department of Oncology and Precision Oncology at the HUG, we first established that these quiescent cells contain a unique genetic signature consisting of 35 genes. When we used this signature in large clinical databases of patients with AML, we were able to show that this signature was strongly linked to the prognosis of the disease,'' explains Jerome Tamburini, associate professor in the Department of Medicine and the Centre for Translational Research in Onco-haematology (CRTOH) in the UNIGE Faculty of Medicine and at the Swiss Cancer Center Leman (SCCL), staff physician in the Division of Oncology at HUG, who led this research.

Blocking a specific nutrient

The study also highlights a metabolic difference between dormant and active leukaemic stem cells. In general, to survive, cells trigger chemical reactions that enable them to break down nutrients and thus produce energy. This also involves ''autophagy'', a process that allows cells to recycle cellular components to generate new ones and to provide energy in case of a lack of external nutrients. Scientists have discovered that dormant leukaemic stem cells depend on ''ferritinophagy'', a specific form of autophagy targeting ferritin, the main iron storage molecule.




''This process is mediated by a protein called NCOA4. It controls the availability of iron in cells. By inhibiting it, either genetically or chemically, we observed that leukaemia cells, especially dormant stem cells, are more likely to die, whereas healthy blood stem cells remain intact,'' reveals Inserm researcher Clement Larrue, a former post-doctoral researcher in Jerome Tamburini's group, currently a post-doctoral researcher at the Toulouse Cancer Research Center, and first author of the study.

Towards clinical trials

Experiments conducted with mouse models have confirmed that blocking the NCOA4 protein reduces tumour growth, viability and self-renewal of leukaemic stem cells. Targeting ferritinophagy through this inhibition pathway could therefore be a promising therapeutic strategy. The compound used to block NCOA4 is in the early stages of development for future clinical trials, under the direction of one of the study's co-authors, Jun Xu, a professor at Sun Yat-Sen University in China.

The next step for the UNIGE team will be to explore further the mechanisms of ferritinophagy and its association with mitophagy, another key mechanism in the regulation of LSCs. This new stage of research is supported by the Swiss Cancer League.
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'Gene misbehavior' widespread in healthy people | ScienceDaily
Scientists have uncovered that 'gene misbehaviour' -- where genes are active when they were expected to be switched off -- is a surprisingly common phenomenon in the healthy human population.


						
The team also identify several mechanisms behind these gene activity errors. This may help inform precision medicine approaches and enable the development of targeted therapies to correct expression.

Researchers from the Wellcome Sanger Institute, the University of Cambridge and AstraZeneca studied the activity of inactive genes in a large, healthy population for the first time. While rare at the individual gene level, they revealed misexpression is widespread across samples and involved more than half of the genes that should be inactive.

The findings, published today (24 July) in the American Journal of Human Genetics, shed new light on how our genetic code operates. The approach could be used in future research to investigate various complex diseases.

The human genome contains about 19,900 genes. These genes form part of the instruction manual for our bodies, encoding proteins needed to carry out cell functions. Proper gene regulation involves turning these gene instructions on and off as needed, depending on a cell's specific role or environmental factors. When this regulation fails and a typically inactive gene is activated, or 'expressed', it can disrupt normal cell function1.

While gene misexpression has previously been linked to several rare diseases, such as congenital limb syndromes2, it is not known how often or why this may happen in the general population.

In this new study, researchers analysed blood samples from 4,568 healthy individuals from the INTERVAL study3. They used advanced RNA sequencing techniques to measure gene activity and whole genome sequencing to identify genetic changes behind irregular gene activity.




The team found that while misexpression events were rare at the individual gene level -occurring in only 0.07 per cent of genes -- nearly all samples -- 96 per cent -- had some misexpression, with over half of the normally inactive genes showing misexpression. They also found these events can be caused by rare structural changes in the DNA4.

While these findings show that gene misbehaviour is common, it may not always lead to health issues. This new understanding of the prevalence and mechanisms of gene misexpression provides a valuable tool for further investigation into the complexities of human genetics and disease. This could help in diagnosing and developing treatments for conditions caused by misexpression.

Thomas Vanderstichele, first author of the study at the Wellcome Sanger Institute, said: "Until now, we have been looking at disease risk through the lens of highly active genes. Our study reveals 'unusual' gene activity is far more usual than previously thought and we need to consider the full picture, including genes that shouldn't be active but sometimes are. This is a big step towards more personalised healthcare, enabling a more comprehensive understanding of all the ways our genes impact our health."

Dr Katie Burnham, author of the study at the Wellcome Sanger Institute, said: "Interestingly, while over half of genes occasionally misexpress, we find certain critical genes, particularly those governing development, rarely make such mistakes. This suggests that when these essential genes do misexpress, the consequences for health and disease are likely to be more severe."

Dr Emma Davenport, senior author of the study at the Wellcome Sanger Institute, said: "The work of this pioneering large-scale study is testament to the incredible 'genomics ecosystem' in Cambridge that brought together experts from the Sanger Institute, the University of Cambridge and AstraZeneca. The findings open avenues for research into gene misexpression across different tissues, to understand its role in various diseases and potential treatments."
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Neuroscientists discover brain circuitry of placebo effect for pain relief | ScienceDaily
The placebo effect is very real. This we've known for decades, as seen in real-life observations and the best double-blinded randomized clinical trials researchers have devised for many diseases and conditions, especially pain. And yet, how and why the placebo effect occurs has remained a mystery. Now, neuroscientists have discovered a key piece of the placebo effect puzzle.


						
Publishing in Nature, researchers at the University of North Carolina School of Medicine- with colleagues from Stanford, the Howard Hughes Medical Institute, and the Allen Institute for Brain Science -- discovered a pain control pathway that links the cingulate cortex in the front of the brain, through the pons region of the brainstem, to cerebellum in the back of the brain.

The researchers, led by Greg Scherrer, PharmD, PhD, associate professor in the UNC Department of Cell Biology and Physiology, the UNC Neuroscience Center, and the UNC Department of Pharmacology, then showed that certain neurons and synapses along this pathway are highly activated when mice expect pain relief and experience pain relief, even when there is no medication involved.

"That neurons in our cerebral cortex communicate with the pons and cerebellum to adjust pain thresholds based on our expectations is both completely unexpected, given our previous understanding of the pain circuitry, and incredibly exciting," said Scherrer. "Our results do open the possibility of activating this pathway through other therapeutic means, such as drugs or neurostimulation methods to treat pain."

Scherrer and colleagues said research provides a new framework for investigating the brain pathways underlying other mind-body interactions and placebo effects beyond the ones involved in pain.

The Placebo Paradox

It is the human experience, in the face of pain, to want to feel better. As a result -- and in conjunction with millennia of evolution -- our brains can search for ways to help us feel better. It releases chemicals, which can be measured. Positive thinking and even prayer have been shown to benefit some patients. And the placebo effect -- feeling better even though there was no "real" treatment -- has been documented as a very real phenomenon for decades.




In clinical research, the placebo effect is often seen in what we call the "sham" treatment group. That is, individuals in this group receive a fake pill or intervention that is supposed to be inert; no one in the control group is supposed to see a benefit. Except that the brain is so powerful and individuals so desire to feel better that some experience a marked improvement in their symptoms. Some placebo effects are so strong that individuals are convinced they received a real treatment meant to help them.

In fact, it's thought that some individuals in the "actual" treatment group also derive benefit from the placebo effect. This is one of the reasons why clinical research of therapeutics is so difficult and demands as many volunteers as possible so scientists can parse the treatment benefit from the sham. One way to help scientists do this is to first understand what precisely is happening in the brain of someone experiencing the placebo effect.

Enter the Scherrer lab

The authors of the Nature paper knew that the scientific community's understanding of the biological underpinnings of pain relief through placebo analgesia -- when the positive expectation of pain relief is sufficient for patients to feel better -- came from human brain imaging studies, which showed activity in certain brain regions. Those imaging studies did not have enough precision to show what was actually happening in those brain regions. So Scherrer's team designed a set of meticulous, complementary, and time-consuming experiments to learn in more detail, with single nerve cell precision, what was happening in those regions.

First, the researchers created an assay that generates in mice the expectation of pain relief and then very real placebo effect of pain relief. Then the researchers used a series of experimental methods to study the intricacies of the anterior cingulate cortex (ACC), which had been previously associated with the pain placebo effect. While mice were experiencing the effect, the scientists used genetic tagging of neurons in the ACC, imaging of calcium in neurons of freely behaving mice, single-cell RNA sequencing techniques, electrophysiological recordings, and optogenetics -- the use of light and fluorescent-tagged genes to manipulate cells.

These experiments helped them see and study the intricate neurobiology of the placebo effect down to the brain circuits, neurons, and synapses throughout the brain.




The scientists found that when mice expected pain relief, the rostral anterior cingulate cortex neurons projected their signals to the pontine nucleus, which had no previously established function in pain or pain relief. And they found that expectation of pain relief boosted signals along this pathway.

"There is an extraordinary abundance of opioid receptors here, supporting a role in pain modulation," Scherrer said. "When we inhibited activity in this pathway, we realized we were disrupting placebo analgesia and decreasing pain thresholds. And then, in the absence of placebo conditioning, when we activated this pathway, we caused pain relief.

Lastly, the scientists found that Purkinje cells -- a distinct class of large branch-like cells of the cerebellum -- showed activity patterns similar to those of the ACC neurons during pain relief expectation. Scherrer and first author Chong Chen, MD, PhD, a postdoctoral research associate in the Scherrer lab, said that this is cellular-level evidence for the cerebellum's role in cognitive pain modulation.

"We all know we need better ways to treat chronic pain, particularly treatments without harmful side effects and addictive properties," Scherrer said. "We think our findings open the door to targeting this novel neural pain pathway to treat people in a different but potentially more effective way."

This project was supported by the National Institutes of Health grants R01NS106301 and R01DA05483, the New York Stem Cell Foundation, the Stanford School of Medicine Dean's Fellowship, seed funds from Biogen, the Stanford Mind, Brain, Computation and Technology Program, and the Vannevar Bush Faculty Fellowship 

Other authors of this paper at the time of this research are Jesse Niehaus, Karen Huang, Alexander Barnette, Adrien Tassou, Kimberly Ritola, and Adam Hantman at the UNC School of Medicine; Fatih Dinc, and Mark Schnitzer at Stanford/Howard Hughes Medical Institute; Andrew Shuster at Harvard; Lihua Wang and Andrew Lemire of the Howard Hughes Medical Institute Janelia Research Campus: Vilas Menon at Columbia; and Hongkui Zeng at the Allen Institute for Brain Science.
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Study of urban moss raises concerns about lead levels in older Portland neighborhoods | ScienceDaily
Lead levels in moss are as much as 600 times higher in older Portland, Oregon, neighborhoods where lead-sheathed telecommunications cables were once used compared to lead levels in nearby rural areas, a new study of urban moss has found.


						
The findings raise concerns about lead exposure in pre-1960 neighborhoods where the cables were common and in some cases are still in place even though they are no longer in use, said Alyssa Shiel, an environmental geochemist at Oregon State University, and the study's lead author.

Lead is a highly toxic metal. Children are particularly vulnerable to lead exposure, which can lead to developmental delays, difficulty learning and behavioral issues.

"The results were pretty surprising. The vast majority of the samples with high lead levels were in areas with these old telecom cables," said Shiel, an associate professor in OSU's College of Earth, Ocean, and Atmospheric Sciences.

"Based on these findings, we've already started research to understand if and how the lead is getting into the environment. By doing that, we can learn if people are being exposed to the lead, and if so, by how much."

The study was just published in Nature Communications Earth & Environment. Co-authors are Sarah Jovan of the U.S. Forest Service and Christina Murphy of Oregon State.

Shiel began studying lead in urban moss in Portland several years ago, following research by Jovan that identified high levels of cadmium in Portland ultimately traced to local glass manufacturing businesses that used cadmium-based pigments to make colored glass.




Moss growing on trees in urban areas is an effective air monitoring system because it has a wide surface area to collect contaminants that settle out of the air around it.

"These mosses are letting us know what is being picked up in the air we breathe," said Shiel, who is also a member of the Pacific Northwest Center for Translational Environmental Health Research at OSU.

The researchers' goal for the new study was to better understand urban lead levels and learn more about their potential sources. Samples of Orthotrichum lyelli, a type of moss typically found growing on trees, were collected from across Portland in 2013, and in nearby rural areas in 2017.

The findings showed nearly 12 times higher lead levels in urban Portland than found in rural areas nearby. Chemical analysis indicates that much of the lead in the environment is due to leaded gasoline, which continues to persist in the environment nearly three decades after it was banned in the United States.

"The lead introduced into the environment by leaded gas just hasn't gone away. We have to live with it," Shiel said.

But some older neighborhoods showed much higher concentrations of lead, which left the researchers puzzled and looking for more answers. An investigation published in 2023 by the Wall Street Journal connecting lead in older cities to telecommunications cables spurred a new line of inquiry for Shiel and her colleagues.




In summer 2023, the researchers collected additional moss samples, this time focusing on older neighborhoods where lead-sheathed telecommunication cables are still in place or had been removed in the recent past.

"We wanted to see if the impact of lead cables was consistent across neighborhoods where the cables were present," Shiel said.

They found that neighborhoods with lead cables had more than two times the lead levels of those without lead cables, and more than 38 times higher than the samples from rural areas. The highest concentrations of lead were found in samples collected within one meter of a lead cable.

The researchers hypothesize that lead from the cables is being leached by rain slowly over time, accumulating in the soil and vegetation including moss below. Contaminated soil can also become airborne, transporting lead to areas not directly under the cables.

"We do see that the lead is migrating," Shiel said. "The moss samples are showing that lead is not just dormant in soil near the telecom cables but is being mobilized in the air."

More research is needed to understand how far lead from the cables may be spreading, Shiel noted, and the researchers plan to conduct soil testing in these areas next to determine how much lead is in the soil.

There is enough evidence of high levels to raise concerns about potential health impacts, she said.

"We were not expecting this result. But whether or not these higher levels of lead result in people being exposed depends in part on what people are doing in those places," Shiel noted. "Right now, we are recommending people avoid interacting with or disturbing soil in those areas where these cables are or were present in the recent past."

Shiel has developed a website with a map that shows the age of different neighborhoods across the city, as well as pictures of old telecom cables, so residents can determine if their neighborhood has these cables or my have had them in the past. The site (https://ehsc.oregonstate.edu/our-research/research-highlights/lead-sheathed-telephone-cables) includes additional information about the potential lead contamination and how to reduce risk of exposure.

Shiel emphasized that other sources of lead should not be overlooked. The most common source of lead poisoning in the U.S. is household dust and soil containing lead from lead-based paints, she noted.

The federal Centers for Disease Control and Prevention recommend all children who are at risk for lead exposure be tested for lead poisoning.

"I would encourage parents to discuss lead testing with their child's health provider," Shiel said. "Seeking a test would be a reasonable course of action for concerned families."
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Staying hip to orthopedic advances: Comparing traditional and new hip replacement stems | ScienceDaily
Needing a hip replacement is unfortunate, but even more unfortunate is to need to do it again.


						
Surgeons at Osaka Metropolitan University have provided new insights into the performance of two types of stems used in total hip replacement surgery. Their findings are expected to contribute to the enhancement of long-term outcomes, improving patients' quality of life and reducing the need for revision surgeries.

Their paper was published in The Bone & Joint Journal on June 1.

The hip joint, which connects the femur, or thighbone, to the pelvis, plays a crucial role in supporting body weight and facilitating movement. Total hip replacement, or total hip arthroplasty, involves replacing a damaged hip joint with an implant to alleviate pain and stiffness caused by disease or aging.

"After surgery, a decrease in bone density around the femur can increase the risk of fractures and loosening of the artificial joint, necessitating hip revision surgery," said Yohei Ohyama, lead author, surgeon, and PhD candidate at the Osaka Metropolitan University Graduate School of Medicine.

The team therefore conducted a detailed analysis of bone density changes and stem-femur contact between two types of stems used in total hip replacement: traditional fully hydroxyapatite (HA)-coated stems and newly introduced fully HA-coated stems. Hydroxyapatite is a naturally occurring mineral form of calcium apatite and a major component in bone. The traditional HA stems are renowned for their excellent long-term results while the new HA stems -- which are shorter -- are designed for minimally invasive surgery.

The study included 66 patients, with 36 receiving the traditional HA stems and 30 receiving the new HA stems. Bone density around the implants was measured using dual-energy x-ray absorptiometry one year and two years post-surgery. A 3D density mapping system assessed stem contact with femoral cortical bone.




Results indicated significantly larger contact areas in certain femur regions with the new HA stems. Conversely, the traditional HA stems showed increased bone density around the upper inner femur (proximal-medial femur) at the two-year mark, compared to a decrease in the new HA stems.

The study highlights the distinct fixation patterns and bone density preservation capabilities of the two stem types. The new HA stems have larger adequate contact areas, however, the traditional HA stems demonstrated superior long-term preservation of bone density.

These findings are critical for surgeons when selecting stems for total hip replacement, aiming to optimize patient outcomes and ensure implant longevity.

"Total hip arthroplasty is a life-enhancing procedure that extends patients' healthy lifespans and improves their quality of life," Ohyama said. "We hope our findings will contribute to treatment strategies that make artificial joints a lifetime solution."
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At what age do Olympic athletes peak? | ScienceDaily
There's a lot that goes into an Olympic athlete's quest for gold -- years of training and rigour -- but also, an athlete's age. A team of University of Waterloo students used statistics to figure out when an Olympic track-and-field athletes' peak performance will be.


						
Track-and-field encompasses running, jumping, throwing, and combined event disciplines. Most athletes' career performance progressions can typically be visualized as a bell curve, in which they train over several years to reach their best performance, or "peak," at a certain age and then gradually decline.

"Unlike other Olympic sports such as soccer and tennis that have their own high-profile competitions outside of the Games, the Olympics is the largest stage upon which track-and-field athletes compete," said David Awosoga, a master's student in data science and the lead author on the research.

"Because the Olympics occur only once every four years, track-and-field athletes must carefully consider when and how they should train to maximize their probability of qualifying for the Olympics while at their personal peak."

The researchers curated a data set of year-by-year career performance data from every track and field athlete who has competed in an individual event at an Olympics since the 1996 Games in Atlanta. They analyzed the data that considered five factors: gender, nationality, event type, how long the athlete had been training at an elite level, and whether or not it was an Olympic year.

They found that the average age of participation of Olympic track-and-field athletes has remained remarkably consistent for both men and women over the past three decades: just under 27 years old. "Interestingly enough, our analysis also demonstrated that the median peak age for these athletes was 27," Awosoga said.

After the age of 27, there is only a 44 per cent probability that an athlete's peak is still ahead of them, and this number drops every subsequent year.




"Age, however, isn't the only factor in an athlete's peak," said Matthew Chow, an undergraduate economics student and co-author of the research. "What's really exciting is that we also found that knowing it's an Olympic year actually helps predict an athlete's performance."

While the researchers emphasize that their analysis is mainly theoretical, they hope that the findings can be helpful for both athletes and fans.

"Our main takeaway is that we have established a list of variables that help predict when your peak will be," Awosoga said. "You can't change the year of the Olympics, your genetics, or your nationality, but you might modify your training regimes to better align with these biological and external factors."

This kind of research really helps us appreciate how hard it is to make it to the Olympics in the first place, Chow noted.

"When we watch track-and-field athletes compete, we are witnessing a statistical anomaly: someone who is both at the peak of their physical performance, while also benefiting from extremely fortuitous timing," he said.
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The ocean is becoming too loud for oysters, research finds | ScienceDaily
Baby oysters rely on natural acoustic cues to settle in specific environments, but new research from the University of Adelaide reveals that noise from human activity is interfering with this critical process.


						
"The ocean's natural sound is gradually hushing due to habitat loss, leading to a quieter natural environment increasingly drowned out by the crescendo of man-made noise pollution," explained lead author Dr Brittany Williams, from the University's Southern Seas Ecology Laboratories.

"Numerous marine larvae rely on natural sounds to navigate and select their dwellings, so this interference poses a problem for conservationists aiming to attract oysters to restored reefs using natural sounds.

"Noises from shipping, machinery and construction, for example, are pervasive and pose serious environmental change that affects both terrestrial and marine animals."

According to the research, published in Proceedings of the Royal Society B, marine organisms appear particularly vulnerable to the intensification of anthropogenic noise because they use sound for a range of activities, including to sense their surroundings, navigate, communicate, avoid predators, and find mates and food.

"Our previous work demonstrated that novel acoustic technology can bolster oyster recruitment in habitat restoration projects, but this new research indicates potential limitations of this speaker technology," said the University of Adelaide's Dr Dominic McAfee, who was part of the research team.

In environments where there is a lot of human noise pollution, the speakers did not increase larval recruitment.

"This suggests that noise pollution might cloak the intrinsic sounds of the ocean, potentially exerting profound ramifications on marine ecosystem vitality and resilience," said co-author Professor Sean Connell, from the University of Adelaide and the Environment Institute.

While acoustic enrichment may be less effective along noisy metropolitan coastlines and urbanised waterways, the researchers are still optimistic about the application of the technique in less trafficked areas.

"Where there is little anthropogenic noise, acoustic enrichment appears to enhance the process of recruitment which is key to restoration success," said Dr Williams.
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See less to move better: Dynamic schooling of fish by visual selection and focus | ScienceDaily
Schools of fish are able to pull off complex, co-ordinated manoeuvres without ever colliding with one another. They move in unison but don't follow a leader. To try and understand the intricacies of collective animal behaviour, researchers from Tohoku University have developed a model that simulates the group motion of fish based on visual cues. Incorporating the tendency that fish focus on nearby quickly moving fish, the model uncovers the mechanism behind dynamic fish schooling.


						
"Fish have a wide angle of view and can detect many other fish in a school," explains Susumu Ito, "However, a recent experimental finding shows that each fish selects a single fish from a few targets and traces its motion. It is a spectacular example of selective decision making."

Attending to every single fish in the school would require an immense amount of information to be processed. Similar to how we can focus on just the words we are reading amongst a page of text, fish can focus on the most salient target that determines their next move. While the fish swimming directly in front may seem like the best option, it's actually fish who are slightly on the sides that tend to draw attention.

Ito and his team constructed a model that takes visual attention into account to elucidate the role of selective visual interaction in a large group of fish. It incorporates the feature of retinal ganglion cells that fire preferentially for targets that are closer and moving more quickly. Visual attention is then guided in the direction of the strongest signal. Only fish that fall within that spotlight of visual attention can influence the motion of the individual fish.

Using numerical simulations, the team of researchers found that when a fish is following three targets swimming in a row, it tends to be attracted to the leftward or rightward target, as they have a larger apparent size. A slender fish facing straight ahead viewed directly from behind will look much smaller than a fish exposing its longer profile view. These results replicate the selective tracking motion seen in previous experiments.

Furthermore, the model reproduced various collective patterns of fish schools: a rotating vortex, straight, random and turning. In the turning pattern, fish repeatedly alternate between straight and rotating motion, so that the school dynamically reshapes itself.

"The selective tracking behavior is observed also in locust and fly," adds Ito. "We expect to extend the model to the group motion of various organisms in the future. A three-dimensional version of the model may also be able to explain the formation of a huge fish school known as the bait-ball."
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Researchers record images and data of a shark experiencing a boat strike | ScienceDaily
Hours after tagging an endangered basking shark off the coast of Ireland in April, researchers captured what they believe is the first ever video of a shark or any large marine animal being struck by a boat.


						
The data, collected by an activity measurement device similar to a FitBit and a connected camera, provided scientists a unique opportunity to learn more about the impact of vessel strikes on large marine animals, which is a rising concern around the globe, said Taylor Chapple, a shark researcher at Oregon State University's Hatfield Marine Science Center and lead author of the study.

"This is the first ever direct observation of a ship strike on any marine megafauna that we're aware of," Chapple said. "The shark was struck while feeding on the surface of the water and it immediately swam to the seafloor into deeper, offshore waters, a stark contrast to its behavior prior to the strike."

"Our findings demonstrate the risk and impact of vessel strikes and the need for measures to reduce this risk."

Researchers do not know whether the shark, a female about 7 meters long, eventually recovered from the strike. The tag was designed to release itself from the animal at a pre-determined time. About seven hours after the strike, the tag was released and later retrieved by researchers. The data showed the shark never resumed feeding or other normal behavior while it was being monitored, Chapple said.

The findings were just published in the journal Frontiers in Marine Science.

Basking sharks are the second largest known fish, frequently reaching more than 8 meters in length. They are listed as globally endangered by the International Union for Conservation of Nature, and Ireland is one of the only known locations worldwide where basking sharks continue to aggregate in large numbers.




They filter feed at the water's surface, similar to some whales, which makes them more susceptible to boat strikes. But unlike the whales, basking sharks often sink when killed, making it hard to gauge mortality rates, said Chapple, assistant professor in the Coastal Oregon Marine Experiment Station and Department of Fisheries, Wildlife, and Conservation Sciences in OSU's College of Agricultural Sciences.

Basking sharks in Ireland were protected under the country's Wildlife Act in 2022. Earlier this year, the Irish government announced the establishment of the nation's first National Marine Park, protecting 70,000 acres of land and sea on the coast of County Kerry where basking sharks frequent seasonally for feeding and potentially mating.

Shortly after the park's establishment, the researchers were conducting a previously planned study in the park boundaries to learn more about basking shark foraging behavior and how such behavior corresponds to environmental factors. As part of their research, they tagged the basking shark with a camera and activity monitor system while it was feeding.

After following the shark at a safe distance for a few hours, the researchers departed the area for the day. The tag was designed to record autonomously until its scheduled release, at which time the researchers located it and recovered the data.

Data from the tag revealed that for several hours following the tagging and tracking, the shark spent most of its time on the surface, continuing its normal feeding behavior, with an occasional dive. Then the shark attempted to make a quick, evasive movement, which was followed by the keel of a boat cutting across its back, just behind its dorsal fin. The shark tumbled through the water and immediately increased the frequency of its tailbeat as it headed to the seafloor.

Video from the camera showed visible damage to the shark's skin, paint marks and a red abrasion but no apparent bleeding or open wound. Vessel strikes are not always immediately lethal, but even non-lethal injuries can have short- and long-term consequences for the affected animal, the researchers noted.




"The fact that a shark we fitted our 'Fitbit' to was struck in this area within a few hours underlines just how vulnerable these animals are to boats and highlights the need for greater education in how to mitigate against such strikes," said co-author Nicholas Payne, an assistant professor at Trinity College Dublin's School of Natural Sciences. "Basking sharks filter feed at the surface, like some whales, and this behavior makes them similarly susceptible to strikes."

The incident highlights the need for additional research on the interactions between water users and basking sharks in the National Marine Park and other hotspots along the Irish coastline, said co-author Alexandra McInturf, a research associate in Chapple's Big Fish Lab at OSU and co-coordinator of the Irish Basking Shark Group.

"This research raises additional questions about whether and how often the sharks are actually occupying such habitats when they are not clearly visible at the surface," McInturf said. "Given that Ireland is one of the only locations globally where basking sharks are still observed persistently, addressing such questions will be critical to informing not only our ecological understanding of the basking shark, but also the conservation of this globally endangered species."

Additional coauthors are David Cade and Jeremy Goldbogen of the Hopkins Marine Station at Stanford University; and Nick Massett of the Irish Whale and Dolphin Group in County Kerry, Ireland.
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Warehousing industry increases health-harming pollutants, research shows | ScienceDaily
America's demand for products delivered to the doorstep has led to a dramatic increase in e-commerce and the warehousing industry.


						
A first-of-a-kind study now shows that people living in communities located next to these large warehouses are exposed to 20% more of a traffic-related air pollutant that can lead to asthma and other life-threatening health conditions.

"Increased truck traffic to and from these recently built large warehouses means people living downwind are inhaling an increased amount of harmful nitrogen dioxide pollution," said Gaige Kerr, lead author of the study and an assistant research professor of environmental and occupational health at the George Washington University Milken Institute School of Public Health. "Communities of color are disproportionately affected because they often live in close proximity to warehouses, especially dense clusters of warehouses."

Kerr and his colleagues measured a traffic-related pollutant called nitrogen dioxide by using a satellite instrument from the European Space Agency to zero in from space on the nearly 150,000 large warehouses located across the United States. Trucks and other vehicles traveling to and from these large warehouses spew out nitrogen dioxide, particulates, and other harmful pollutants.

The researchers also looked at traffic information from the Federal Highway Administration and demographic data from the US Census Bureau.

Additional key findings of the study:
    	Although the average spike of nitrogen dioxide associated with warehouses was 20%, nitrogen dioxide levels near warehouses were even larger when there was greater heavy duty vehicle activity near these facilities.
    	Warehouses with more loading docks and parking spaces attract the most traffic and are associated with the highest nitrogen dioxide levels.
    	Communities with large racial and ethnic minority populations are often located near warehouses and thus are inhaling more nitrogen dioxide and other pollutants. For example, this study found that the proportion of Hispanic and Asian people living close to the largest clusters of warehouses is about 250% higher than the average nationwide.
    	Although warehouses are located all over the US, 20% are concentrated in just 10 counties: Los Angeles, California; Harris, Texas; Cook, Illinois; Miami-Dade, Florida; Maricopa, Arizona; San Bernardino, California; Orange, California; Dallas, Texas; Alameda, California; and Cuyahoga, Ohio.

The pandemic fueled the explosion of the e-commerce industry and warehouses that receive and sort consumer goods. The transportation infrastructure needed to ship goods to warehouses and then onto consumers is enormous, according to the researchers. For example, Amazon, an industry leader in e-commerce operated 175,000 delivery vans and more than 37,000 semi trailers in 2021 alone.




Earlier studies have looked at warehouses and pollution in specific neighborhoods around the country, but this is the first nationwide study to show that people living near these warehouses are exposed to higher than average levels of damaging pollutants. And while other research has shown that communities of color are exposed to more nitrogen dioxide pollution than predominantly non-Hispanic white communities, this is the first study linking the warehousing industry to the exposure inequities faced by these overburdened populations, Kerr says.

Previous research by the GW team found that communities of color in the US face a growing burden from polluted air. That study showed that such communities endure nearly 8 times higher rates of pediatric asthma from exposure to nitrogen dioxide and 30% higher rates of dying prematurely from exposure to fine particulate matter, both of which are emitted by cars, trucks and other vehicles.

The authors say the new study underscores the need for regulations that drive zero-emission vehicle use in logistics, particularly to protect vulnerable communities located near industrial hubs. They also say that industry leaders and utilities have crucial roles in planning and implementing this transition.

"Such measures would mean people living near warehouses could breathe cleaner air," said Kerr. "In addition to a reduced risk of pollutant-related diseases, such measures would also reduce greenhouse gas emissions associated with climate change."

The study, "Air pollution impacts from warehousing in the United States uncovered with satellite data," was published July 24, 2024 in Nature Communications. In addition to Kerr, Susan Anenberg, professor and chair of the Department of Environmental and Occupational Health at GW, and Daniel Goldberg, assistant research professor in the same department, contributed to this paper alongside researchers from the International Council on Clean Transportation.

The research was funded by NASA.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240724123059.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



How well does tree planting work in climate change fight? It depends | ScienceDaily
Using trees as a cost-effective tool against climate change is more complicated than simply planting large numbers of them, an international collaboration that includes an Oregon State University scientist has shown.


						
Jacob Bukoski of the OSU College of Forestry and seven other researchers synthesized data from thousands of reforestation sites in 130 countries and found that roughly half the time it's better just to let nature take its course.

Findings of the study led by Conservation International were published today in Nature Climate Change.

"Trees can play a role in climate change mitigation, for multiple reasons," Bukoski said. "It's pretty easy to understand that forests pull carbon dioxide from the atmosphere and store it, and trees are something pretty much everyone can get behind -- we have seen multiple bipartisan acts for tree planting introduced in Congress. This study brings a nuanced perspective to the whole 'should we plant trees to solve climate change' debate."

Bukoski notes that expanding forests globally has been widely proposed as a key tactic against climate change since forests sequester atmospheric carbon dioxide in their biomass and soils. Harvested timber also stores carbon in the form of wood products.

There are two basic approaches to forest expansion, Bukoski said.

"Generally speaking, we can let forests regenerate on their own, which is slow but cheap, or take a more active approach and plant them, which speeds up growth but is more expensive," he said. "Our study compares these two approaches across reforestable landscapes in low- and middle-income countries, identifying where naturally regenerating or planting forests is likely to make more sense."

Using machine learning and regression models, the scientists found that natural regeneration would be most cost effective over a 30-year period for 46% of the areas studied, and planting would be most cost effective for 54%.




They also determined that using a combination of the two approaches across all areas would be 44% better than natural regeneration alone and 39% better than planting by itself.

"If your objective is to sequester carbon as quickly and as cheaply as possible, the best option is a mix of both naturally regenerating forests and planting forests." Bukoski said.

The study suggests that natural regeneration is especially cost effective relative to plantation forestry in much of western Mexico, the Andean region, the Southern Cone of South America, West and Central Africa, India, Southern China, Malaysia and Indonesia.

Conversely, plantations are preferable to natural regeneration in much of the Caribbean, Central America, Brazil, northern China, mainland Southeast Asia, the Philippines and North, East and Southern Africa.

"Which method is more cost effective in a given location is a function of multiple factors, including opportunity cost, relative carbon accumulation and harvest rates, and relative implementation costs," Bukoski said.

Other scientists in the collaboration were Jonah Busch and Bronson Griscom of Conservation International, Susan Cook-Patton of The Nature Conservancy, David Kaczan of the World Bank, Yuanyuan Yi of Peking University, Jeff Vincent of Duke University and Matthew Potts of the University of California, Berkeley.




The authors stress that reforestation is a complement to, not a replacement for, reducing emissions from fossil fuels. Achieving the entire mitigation potential of reforestation over 30 years would amount to less than eight months of global greenhouse gas emissions, they note.

The authors add that carbon is just one consideration when growing trees. Biodiversity, demand for wood products, support of local livelihoods, and non-carbon biophysical effects must also be considered when deciding where and how to reforest landscapes.

But they also point out that their findings suggest reforestation offers far more potential low-cost climate abatement than has been previously estimated.
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Komodo dragons have iron-coated teeth to rip apart their prey | ScienceDaily
Scientists have discovered that the serrated edges of Komodo dragons' teeth are tipped with iron.


						
Led by researchers from King's College London, the study gives new insight into how Komodo dragons keep their teeth razor-sharp and may provide clues to how dinosaurs like Tyrannosaurus rex killed and ate their prey.

Native to Indonesia, Komodo dragons are the largest living species of monitor lizard, averaging around 80kg. Deadly predators, Komodos have sharp, curved teeth similar to many carnivorous dinosaurs. They eat almost any kind of meat, from smaller reptiles and birds to deer, horses or water buffalo, pulling and tearing at their prey to rip flesh apart.

The researchers discovered that many reptiles have some iron in their teeth, but Komodo dragons have concentrated the iron along the cutting edges and tips of their teeth, staining them orange. Crocodiles and other monitor lizards, by comparison, have so little that the iron is often invisible.

To understand the chemical and structural make-up of Komodo dragon's teeth, scientists scoured museums for skulls and teeth of Komodo dragons and studied the teeth of Ganas, the 15-year-old Komodo dragon who had lived at ZSL conservation zoo, London Zoo.

Through advanced imaging and chemical analysis, the team was able to observe that the iron in Komodo dragons' enamel is concentrated into a thin coating on top of their tooth serrations and tips. This protective layer keeps the serrated edges of their teeth sharp and ready to be used at a moment's notice.

The research, published today in Nature Ecology & Evolution, leads to new questions and avenues for research into how extinct species such as dinosaurs lived and ate.




Dr Aaron LeBlanc, lecturer in Dental Biosciences at King's College London and the study's lead author said: "Komodo dragons have curved, serrated teeth to rip and tear their prey just like those of meat-eating dinosaurs. We want to use this similarity to learn more about how carnivorous dinosaurs might have ate and if they used iron in their teeth the same way as the Komodo dragon.

"Unfortunately, using the technology we have at the moment, we can't see whether fossilised dinosaur teeth had high levels of iron or not. We think that the chemical changes which take place during the fossilisation process obscure how much iron was present to start with.

"What we did find, though, was that larger meat-eating dinosaurs, like tyrannosaurs, did change the structure of the enamel itself on the cutting edges of their teeth. So, while Komodo dragons have altered the chemistry of their teeth, some dinosaurs altered the structure of their dental enamel to maintain a sharp cutting edge.

"With further analysis of the Komodo teeth we may be able to find other markers in the iron coating that aren't changed during fossilisation. With markers like that we would know with certainty whether dinosaurs also had iron-coated teeth and have a greater understanding of these ferocious predators."

Dr Benjamin Tapley, Curator of Reptiles and Amphibians at ZSL and co-author on the study said: "As the world's largest lizards, Komodo dragons are inarguably impressive animals. Having worked with them for 12 years at London Zoo, I continue to be fascinated by them and these findings further emphasise just how incredible they are.

"Komodo dragons are sadly endangered, so in addition to strengthening our understanding of how iconic dinosaurs might have lived, this discovery also helps us build a deeper understanding of these amazing reptiles as we work to protect them."
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Nanoscale device simultaneously steers and shifts frequency of optical light, pointing the way to future wireless communication channels | ScienceDaily
It is a scene many of us are familiar with: You're working on your laptop at the local coffee shop with maybe a half dozen other laptop users -- each of you is trying to load websites or stream high-definition videos, and all are craving more bandwidth. Now imagine that each of you had a dedicated wireless channel for communication that was hundreds of times faster than the Wi-Fi we use today, with hundreds of times more bandwidth. That dream may not be far off thanks to the development of metasurfaces -- tiny engineered sheets that can reflect and otherwise direct light in desired ways.


						
In a paper published today in the journal Nature Nanotechnology, a team of Caltech engineers reports building such a metasurface patterned with miniscule tunable antennas capable of reflecting an incoming beam of optical light to create many sidebands, or channels, of different optical frequencies.

"With these metasurfaces, we've been able to show that one beam of light comes in, and multiple beams of light go out, each with different optical frequencies and going in different directions," says Harry Atwater, the Otis Booth Leadership Chair of the Division of Engineering and Applied Science, the Howard Hughes Professor of Applied Physics and Materials Science, and senior author on the new paper. "It's acting like an entire array of communication channels. And we've found a way to do this for free-space signals rather than signals carried on an optical fiber."

The work points to a promising route for the development of not only a new type of wireless communication channel but also potentially new range-finding technologies and even a novel way to relay larger amounts of data to and from space.

Going beyond conventional optical elements

Co-lead author on the new paper Prachi Thureja, a graduate student in Atwater's group, says to understand their work, first consider the word "metasurface." The root, "meta," comes from a Greek prefix meaning "beyond." Metasurfaces are designed to go beyond what we can do with conventional bulky optical elements, such as camera or microscope lenses. The multilayer transistor-like devices are engineered with a carefully selected pattern of nanoscale antennas that can reflect, scatter, or otherwise control light. These flat devices can focus light, in the style of a lens, or reflect it, like a mirror, by strategically designing an array of nanoscale elements that modify the way that light responds.

Much previous work with metasurfaces has focused on creating passive devices that have a single light-directing functionality that is fixed in time. In contrast, Atwater's group focuses on what are known as active metasurfaces. "Now we can apply an external stimulus, such as an array of different voltages, to these devices and tune between different passive functionalities," says Jared Sisler, also a graduate student in Atwater's lab and co-lead author on the paper.




In the latest work, the team describes what they call a space-time metasurface that can reflect light in specific directions and also at particular frequencies (a function of time, since frequency is defined as the number of waves that pass a point per second). This metasurface device, the core of which is just 120 microns wide and 120 microns long, operates in reflection mode at optical frequencies typically used for telecommunications, specifically at 1,530 nanometers. This is thousands of times higher than radio frequencies, which means there is much more available bandwidth.

At radio frequencies, electronics can easily steer a beam of light in different directions. This is routinely accomplished by the radar navigation devices used on airplanes. But there are currently no electronic devices that can do this at the much higher optical frequencies. Therefore, the researchers had to try something different, which was to change the properties of the antennas themselves.

Sisler and Thureja created their metasurface to consist of gold antennas, with an underlying electrically tunable semiconductor layer of indium tin oxide. By applying a known voltage profile across the device, they can locally modulate the density of electrons in the semiconductor layer below each antenna, changing its refractive index (the material's light-bending ability). "By having the spatial configuration of different voltages across the device, we can then redirect the reflected light at specified angles in real time without the need to swap out any bulky components," Thureja says.

"We have an incident laser hitting our metasurface at a certain frequency, and we modulate the antennas in time with a high-frequency voltage signal. This generates multiple new frequencies, or sidebands, that are carried by the incident laser light and can be used as high-data-rate channels for sending information. On top of this, we still have spatial control, meaning we can choose where each channel goes in space," explains Sisler. "We are generating frequencies and steering them in space. That's the space-time component of this metasurface."

Looking toward the future

Beyond demonstrating that such a metasurface is capable of splitting and redirecting light at optical frequencies in free space (rather than in optical fibers), the team says the work points to several possible applications. These metasurfaces could be useful in LiDAR applications, the light equivalent of radar, where light is used to capture the depth information from a three-dimensional scene. The ultimate dream is to develop a "universal metasurface" that would create multiple optical channels, each carrying information in different directions in free space.

"If optical metasurfaces become a realizable technology that proliferates, a decade from now you'll be able to sit in a Starbucks with a bunch of other people on their laptops and instead of each person getting a radio frequency Wi-Fi signal, they will get their own high-fidelity light beam signal," says Atwater, who is also the director of the Liquid Sunlight Alliance at Caltech. "One metasurface will be able to beam a different frequency to each person."

The group is collaborating with the Optical Communications Laboratory at JPL, which is working on using optical frequencies rather than radio frequency waves for communicating with space missions because this would enable the ability to send much more data at higher frequencies. "These devices would be perfect for what they're doing," says Sisler.

The new paper, "Electrically tunable space-time metasurfaces at optical frequencies," appears in the July 24 issue of the journal Nature Nanotechnology. Additional authors on the paper include Meir Y. Grajower, a former postdoctoral scholar research associate in Atwater's group; Ruzan Sokhoyan, a nanophotonics research scientist at Caltech; and Ivy Huang, a former Summer Undergraduate Research Fellowship student in Atwater's group. The work was supported by the Air Force Office of Scientific Research Meta-Imaging, DARPA EXTREME MURI, the Natural Sciences and Engineering Research Council of Canada, and Meta Platforms, Inc.
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Large genetic study on severe COVID-19 | ScienceDaily
Whether or not a person becomes seriously ill with COVID-19 depends, among other things, on genetic factors. With this in mind, researchers from the University Hospital Bonn (UKB) and the University of Bonn, in cooperation with other research teams from Germany, the Netherlands, Spain and Italy, investigated a particularly large group of affected individuals. They confirmed the central and already known role of the TLR7 gene in severe courses of the disease in men, but were also able to find evidence for a contribution of the gene in women. In addition, they were able to show that genetic changes in three other genes of the innate immune system contribute to severe COVID-19. The results have now been published in the journal Human Genetics and Genomics Advances.


						
Even though the number of severe cases following infection with the SARS-CoV-2 virus has decreased, there is still great interest in understanding why, at the height of the coronavirus pandemic, the infection was severe in some people but not in others. "This is important because it gives us information about the function and reaction of the immune system when it first comes into contact with a pathogen. If we have a better understanding of how severe courses of the disease develop, we can identify people at risk and protect them better or develop targeted therapies. We assume that the findings can be transferred at least in part to future pandemics," says corresponding author Prof. Kerstin Ludwig from the Institute of Human Genetics at the UKB, who is also a member of the Cluster of Excellence ImmunoSenstation2 and the Transdisciplinary Research Area (TRA) "Life and Health" at the University of Bonn.

In addition to many possible reasons such as increased age or pre-existing conditions, some people's own genetic make-up can cause a severe course of the disease. Early work in the pandemic had already identified affected genes, most of which are involved in the innate immune response. The gene with the strongest evidence to date is the TLR7 gene, which was identified as the cause of the disease in two pairs of Dutch brothers with severe cases back in summer 2020. However, it was not yet known to what extent the effect of genetic changes in TLR7 is independent of other non-genetic risk factors, such as increased age or previous illnesses, and whether there are other genes in which so-called mutations significantly increase the risk of severe COVID.

Increased risk of severe Covid-19 lies in three other genes in addition to TLR7

In the recently published study, an international research group led by Prof. Ludwig looked at the gene sequences of 52 candidate genes, including TLR7, in a comparatively large patient sample. Through collaborations with various European groups, the Bonn researchers gained access to DNA material from 1,772 people with severe COVID-19 and 5,347 control individuals with unknown SARS-CoV-2 status from Spain and Italy -- i.e. from regions where a very high incidence and high mortality rate was observed, especially at the beginning of the pandemic. All those affected were infected at a time when vaccinations were not yet available -- these people therefore had no immune protection and were exposed to the virus virtually "unprepared."

In this large group of people, mutations that render the TLR7 gene non-functional were actually observed significantly more frequently in severely affected COVID-19 patients than in the control group. "This 'enrichment' was even stronger when only those affected people were considered who, due to their age and state of health, would not actually have had a high risk of a severe course. This means that certain mutations in this gene significantly increase the risk of severe progression," says first author and doctoral student at the Bonn Institute of Human Genetics Jannik Boos, who was in charge of the project. In addition to TLR7, the Bonn researchers were also able to identify mutations in the three other genes TBK1, INFAR1 and IFIH1 in the group of severely affected individuals.

Gender-specific differences in COVID-19 progression due to hereditary factors?

The Bonn researchers then took a closer look at TLR7 and found something interesting: the TLR7 gene is located on the X chromosome, of which men only have one copy, but women have two. "So if there is a loss of function of TLR7 on one copy, men no longer have a functioning gene -- women, on the other hand, still have a healthy copy, so at least a little bit of functioning TLR7. It was therefore surprising for us that we also found TLR7 mutations more frequently in women with severe COVID-19 courses," says Dr. Axel Schmidt, who is a resident at the Institute of Human Genetics and in the Department of Neuropaediatrics at the UKB and led the study with Prof. Ludwig. Together with Prof. Alexander Hoischen's team from Radboudumc University Hospital in the Netherlands, the Bonn researchers found initial indications that the type of genetic changes is different in women: while in men the mutations lead to the absence of TLR7, in women the "broken" TLR7 versions appear to interact with the "healthy" copies and thus also influence their function. "We assume that TLR7 can also be impaired in women with severe COVID, but presumably via a different biological mechanism," says Ludwig, who is now working with groups from the Immunosensation2 cluster to clarify whether this hypothesis is correct and, if so, what the effects of this mechanism are on the immune system.

In addition to the University Hospital Bonn and the University of Bonn, the University Hospital Schleswig-Holstein, the Humanitas University Milan (Italy) and the University Hospital Radboudumc (Netherlands) were also centrally involved.

The study was supported by the NGS Core Facility of the UKB and the BONFOR program of the Faculty of Medicine.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240724123046.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



BePRECISE consortium unveils guidelines to enhance reporting in precision medicine research | ScienceDaily
The paper from the BePRECISE consortium describes comprehensive guidelines aimed at improving the accuracy, safety, and health equity in precision medicine.


						
BePRECISE is Better Precision-data Reporting of Evidence from Clinical Intervention Studies & Epidemiology.

Chair of the Guidelines committee, Professor Paul Franks, Lund University, Sweden, says: "Precision medicine seeks to tailor healthcare to individual characteristics, accounting for the heterogeneous [dissimilar] nature of diseases such as diabetes, cardiovascular disease, cancers, mental health disorders, musculoskeletal disorders, and infectious diseases. However, this heterogeneity, combined with varied research methodologies, has created challenges in comparing studies and implementing findings across the field."

Professor Michele Ramsay, Director of the Sydney Brenner Institute for Molecular Bioscience (SBIMB) at the University of the Witwatersrand, Johannesburg(Wits University), is a member of the BePRECISE consortium that developed the guidelines and a co-author of the paper.

Ramsay says: "Africa and its people will contribute to global solutions in the field of precision medicine by virtue of their unique genetic diversity and challenging environments. They should not be left behind, but potential benefit will require generating and sharing research data and reporting outcomes according to international best practices."

The SBIMB at Wits University conducts high impact and relevant research on Africa's genetic heritage that will ultimately contribute to improving the health of people living on the continent. Its vision is to create an African Genomics research hub with a focus on strengthening the continent's capacity to analyse large genome, transcriptome and epigenomic datasets for the purpose of promoting a precision medicine approach in Africa.

"The BePRECISE checklist is an important tool to ensure that research studies can be compared, and similarities and differences accurately evaluated, to avoid a one-size-fits-all misfit for African populations," says Ramsay.




A first for precision medicine research standardised reporting guidelines 

To date, there have been no standardised guidelines for reporting precision medicine research, which has hindered progress. Addressing this gap, the BePRECISE consortium -- comprising 23 global experts in precision medicine, cardiometabolic diseases, statistics, editorial, and lived experience -- conducted a scoping review of evidence and engaged in a modified Delphi and nominal group technique process to create the new reporting guidelines.

The resulting BePRECISE Checklist includes 23 items organised into five sections corresponding to typical sections of a scientific publication.

A dedicated section on health equity emphasizes the importance of including under-represented and under-served communities in precision medicine research, as well as patient and public involvement and engagement.

Adopt guidelines to expedite equitable clinical implementation 

The BePRECISE consortium encourages adoption of these guidelines by researchers, reviewers, funders and editors to promote and expedite the equitable clinical implementation of precision medicine. The checklist is expected to enhance the quality and comparability of precision medicine studies, fostering advancements in healthcare for all.

About BePRECISE

The BePRECISE consortium is a collaborative group of experts based in low-, middle- and high-income countries dedicated to improving the reporting standards of precision medicine research. Through rigorous review and consensus-building methods, BePRECISE aims to advance the field of precision medicine by promoting transparency, inclusivity, and high-quality research practices.
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Traffic-related ultrafine particles hinder mitochondrial functions in olfactory mucosa | ScienceDaily
Ultrafine particles, UFPs, the smallest contributors to air pollution, hinder the function of mitochondria in human olfactory mucosa cells, a new study shows. Led by the University of Eastern Finland, the study showed that traffic-related UFPs impair mitochondrial functions in primary human olfactory mucosa cells by hampering oxidative phosphorylation and redox balance. Furthermore, the responses of olfactory mucosa cells of individuals with Alzheimer's disease differed from those of cognitively healthy controls. The findings were published in Redox Biology.


						
Air pollution forms a major global burden to health, and it has been identified as a risk factor for dementia, including Alzheimer's disease, AD. Despite the growing body of evidence, the role of UFPs in the cellular and molecular changes in the human brain leading to Alzheimer's disease remains obscure.

The olfactory mucosa is a sensory tissue responsible for odour detection, and it is directly exposed to the environment and in contact with the brain. Interestingly, one of the earliest clinical symptoms of Alzheimer's disease is an impaired sense of smell. The Kanninen Lab at the University of Eastern Finland uses a physiologically relevant human-based in-vitro model of the olfactory mucosa, which is generated from cells obtained from voluntary donors and collected in collaboration with Kuopio University Hospital. Earlier studies by the Kanninen Lab have shown that this model recapitulates AD-related alterations, which makes it suitable for investigating air pollution and its connection to AD.

"Dysfunction of mitochondria plays a key role in the development and progression of neurodegenerative diseases such as AD, and mitochondria are known to be especially vulnerable to environmental toxicants. Still, the connection between UFPs and mitochondrial functions in the context of AD has not been previously investigated in the human olfactory mucosa," says first author, Doctoral Researcher Laura Mussalo of the Kanninen Lab at the University of Eastern Finland.

The study explored molecular mechanisms of how UFPs affect the mitochondrial function of olfactory mucosa cells from cognitively healthy individuals and individuals diagnosed with Alzheimer's disease. The researchers compared responses in mitochondria of these two health status groups by examining gene expression, and with functional assessment. The researchers were also interested in determining whether fossil and renewable diesel fuels cause different effects, and how modern aftertreatment devices in the engine, such as particulate filters, affect the responses observed at the mitochondrial level.

The study provides evidence of traffic-related UFPs being able to reach even the inner mitochondrial membrane, impair oxidative phosphorylation, and cause mitochondrial dysfunction. Both gene expression level alterations and functional studies confirmed disruptions in mitochondrial respiration, decreased ATP levels, and alterations in redox balance leading to increased oxidative stress. These alterations were strongest in response to exhausts derived from an engine without aftertreatment devices. However, the exhaust from an engine with after-treatment devices showed only negligible changes. Responses observed in cells from individulas with AD were slightly deviating from those of the controls, suggesting AD-related alterations in olfactory mucosa cells upon exposure to UFPs.

There is an urgent need to understand the interplay of air pollutants and human health in order to steer the political decision-making for efficient reduction of air pollutants, which could, in the long run, reduce the economic burden caused by adverse health effects. This study provides important information on the increased sensitivity of individuals with AD to the effects of air pollution exposure. It also provides new insight to form the basis for mitigation and preventive actions against the health impairments caused by UFP exposure.

The study constitutes part of TUBE project, which was funded by the Horizon 2020 programme of the European Union. The study has also received funding from the Kuopio Area Respiratory Foundation, the Finnish Brain Foundation, Yrjo Jahnsson Foundation, Paivikki and Sakari Sohlberg Foundation, and The Finnish Cultural Foundation's North Savo Regional Fund.
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Language affects how quickly we perceive shades of color | ScienceDaily
Bees have a phenomenal ability to perceive different shades of colour, and their eyes are able to see ultraviolet light. This helps them find flowers that produce nectar. Human beings are also influenced by colours and different shades of colours. For example, we use different colours to create different moods in rooms.


						
Colours are used on signs to send signals to the brain's ability to perceive and interpret. If a sign has a lot of red on it, you should be extra cautious; it may indicate danger if you do not follow the sign's instructions.

At sea, there are clear colour codes on pennants and maritime signal flags. For example, it is a good idea to keep a certain distance from ships with a yellow flag on the mast; this is the colour code for contagious disease or quarantine.

More words for blue

Researchers have long been interested in how language affects our perception of the world. A fascinating aspect of this is how we perceive colours. Researchers at NTNU and the University of Oslo (UiO) have recently investigated how language affects our perception of shades of various colours.

The human eye's perception of colours is determined by its biology and is based on the perception of light. However, the colour spectrum is divided and defined differently in different languages.

For example, there are two words for blue in Russian: 'siniy' for dark blue and 'goluboy' for light blue, while English only has only one word: 'blue'. Previous studies have shown that Russian speakers can distinguish between light and dark blue faster than English speakers.




"A logical next question is to what extent does your mother tongue influence your categorisation of colours, which are otherwise perceived in an objective way due to the biology of the eye," says language professor Mila Vulchanova at NTNU.

Dynamic interaction

In the new study from NTNU and UiO, researchers have further investigated this phenomenon by analysing how bilingualism affects colour perception.

The researchers have studied how people who speak both Lithuanian and Norwegian defined shades of colour through the two different languages.

Lithuanian, like Russian, has two completely different words for blue: 'zydra' (light blue) and 'melyna' (dark blue), while Norwegian only has one word: 'bla'.

"Our study revealed that the bilingual participants' ability to distinguish between shades of colour was influenced by the language they used while performing the task.These findings shed light on the dynamic interaction between language and perception, i.e. our perception of sensory input," says Mila Vulchanova.




In practical terms, this means that the brain responds quickly to the language that is activated and connects the sensory impression to that language. This phenomenon is known as 'code switching' among bilinguals. As soon as a language is activated, the entire language system is active, including words and concepts.

"Our results also refer to the dynamic link between language and cognition, i.e. the brain's ability to receive, process and express the information. Our research and research done by others show that this is a two-way process. This means that language can activate and influence cognitive categories, and vice versa, that cognitive mechanisms and categories influence language," explains Vulchanova.

Close collaboration

For many years, Mila Vulchanova has conducted research on language, perception and brain activity, especially on phenomena related to bilingualism. Several of the research projects are conducted in collaboration with students and PhD candidates she supervises.

In this study, master's degree student Akvile Sinkeviciute is the lead author of the article published in Language Learning.

The co-authors of the article are Mila Vulchanova and UiO professors Julien Mayor and Natalia Kartushina. All four have participated in the design of the study, the collection and analysis of the data material, and writing the scientific article.

"The research reveals that the language being actively used by bilingual individuals can significantly affect their perception of colour. The findings show that the language you use can shape how you perceive the world, right down to basic colour perception. Our research demonstrates the intricate connection between language and perception, highlighting the profound impact of linguistic context on basic cognitive processes," says Akvile Sinkeviciute..

Akvile Sinkeviciute is currently a PhD candidate at Northeastern University of London.

Method: Defining shades of blue

Participants in the study were divided into three groups: monolingual Lithuanians, monolingual Norwegians, and people who are bilingual in Lithuanian and Norwegian. All of them performed a task in which they had to distinguish between different shades of blue on a scale of 1 to 20.

They performed the task with and without a verbal interference task, i.e. with and without the active use of language to express where on the colour scale the shade of blue they were supposed to define was located.

This took place in Lithuanian for the Lithuanians, in Norwegian for the Norwegians, and in both Lithuanian and Norwegian for the bilingual participants.

The bilingual participants had started learning Norwegian sometime between the ages of 5 and 43. A total of 106 people participated in the study.

Results and conclusion

Bilingual participants: The Lithuanian-Norwegian bilinguals showed a clear colour category effect when performing the task in Lithuanian, but not when using Norwegian.

This means that they distinguished between light and dark blue faster when they were thinking in Lithuanian, whereas this advantage disappeared when they were thinking in Norwegian.

Monolingual participants: The monolingual Lithuanians also had a colour category effect, while the monolingual Norwegians did not. This means that the Lithuanians who have two words for blue were quicker to define the different shades of blue than the Norwegians who only have one word for blue.

"This supports the idea that the language we use can affect how we perceive colours -- and that this link is very dynamic and dependent on the activation in the brain," says Mila Vulchanova.

The study shows that the language we use can actively influence our perception of colours, also among bilingual people. When the Lithuanian-Norwegian participants were thinking in Lithuanian, they had an advantage in distinguishing different shades of blue, which was not present when they were thinking in Norwegian.

"This suggests that language not only shapes how we communicate about colour, but also affects the colour categories that establish themselves in the brain during childhood -- and that this can directly affect how we perceive shades of colour," says Mila Vulchanova.
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How Rembrandt combined special pigments for golden details of The Night Watch | ScienceDaily
Chemists at the Rijksmuseum and the University of Amsterdam (UvA) have for the first time established how Rembrandt applied special arsenic sulfide pigments to create a 'golden' paint. Using sophisticated spectroscopic techniques they were able to map the presence of pararealgar (yellow) and semi-amorphous pararealgar (orange/red) pigments in a striking detail of his famous work The Night Watch. Corroborated by study of related historical sources, they conclude that Rembrandt intentionally combined these particular arsenic sulfide pigments with other pigments to create the golden luster.


						
The discovery was published recently in research paper in the scientific journal Heritage Science, by Frederique Broers and Nouchka de Keyser, PhD candidates at the UvA's Van 't Hoff Institute for Molecular Sciences and researchers at the Rijksmuseum. They conclude that Rembrandt used the rather unusual combination of pigments to depict the golden threading in the doublet sleeves and embroidered buff coat worn by Lieutenant Willem van Ruytenburch. He is the right of the two central figures at the front of the shooting company tableau, accompanying Captain Frans Banninck Cocq.

Unusual pigments

The discovery of the arsenic sulfide pigments took place in the large-scale research project Operation Night Watch which started in 2019 and continues to deliver striking results. A full X-ray fluorescence (MA-XRF) scan of the painting had already revealed the presence of arsenic and sulfur in parts of Van Ruytenburch's clothing. It led the researchers to assume the presence of the well-known arsenic sulfide pigments orpiment (yellow) and realgar (red). A detailed study of two tiny paint samples taken from the painting showed otherwise. High-tech analysis combining light microscopy with micro-Raman spectroscopy, electron microscopy and X-ray powder diffraction revealed the presence of the more unusual arsenic sulfide components pararealgar (yellow) and semi-amorphous pararealgar (orange-red).

Cross section of paint sample SK-C-5_017 as seen through a light microscope. It shows various crystals of yellow, orange and red pigments of which the precise composition was established using a combination of electron microscopy, Raman spectroscopy, and X-ray powder diffraction. Image courtesy of the Rijksmuseum.

Deliberate use

The presence of pararealgar in historical paintings is often explained by the ageing of realgar. However, because pararealgar is homogeneously distributed with the semi-amorphous pararealgar, and the paint looks unaltered, the researchers arrive at a different explanation. They argue that Rembrandt deliberately chose to use these pigments in his effort to imitate the golden details of Van Ruytenburch's clothing. Heating yellow pararealgar pigment results in formation of the reddish semi-amorphous pararealgar. This was then combined with lead-tin yellow and vermilion (red mercury sulfide) pigments to create the golden luster.

This chemical explanation was supported by a comprehensive review of historical sources reporting on the use of arsenic sulfide pigments. It seems that in seventeenth-century Amsterdam a broader range of arsenic pigments were available than previously thought. These probably arrived through known trade routes from Germany/Austria and Venice to Amsterdam. This is further supported by the reported use of a very similar mixture of pigments by Willem Kalf (1619-1693), a contemporary of Rembrandt in Amsterdam. The researchers therefore conclude that Rembrandt intentionally used pararealgar and semi-amorphous pararealgar, together with lead-tin yellow and vermilion, to create the special orange-'golden' paint.
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A single-molecule-based organic porous material with great potential for efficient ammonia storage | ScienceDaily
All around the world, scientists are striving towards next-generation energy technologies that can help us move away from fossil fuels. Using hydrogen as an energy carrier and clean energy source is perhaps one of the most promising solutions on the horizon. However, there is a major challenge to overcome before hydrogen economies become a reality: hydrogen gas is remarkably difficult to store and transport safely, which severely limits its applicability across many fields.


						
Against this backdrop, a research team from Tokyo Institute of Technology, Japan, and Tokyo University of Science, Japan has been working hard to reach an alternative solution to the hydrogen storage problem. Led by Associate Professor Kosuke Ono, they recently developed a novel compound -- simply called 1a -- that can adsorb at high density and desorb ammonia (NH3) repeatedly, making it easy to recover ammonia. This gas is much more convenient to move around and can provide chemical energy just like hydrogen. Their findings have been published in the Journal of the American Chemical Society.

Compared to hydrogen, NH3 does not require cold storage or extremely high pressure, which already saves a lot of energy. Moreover, existing industrial NH3 infrastructure could be readily repurposed for emerging NH3 applications as an energy carrier. These are but a few of the advantages of NH3, as Ono explains: "NH3 is not only a source of hydrogen but also considered a carbon-free energy carrier that produces N2 and H2O upon combustion without producing CO2. Thus, the capture and recovery of NH3 are highly desirable, both from an environmental perspective and with respect to efficient resource use."

However, materials for NH3 storage should be chemically stable while also supporting energy-efficient ways of adsorbing and releasing captured gas. To realize such a material, the researchers created a crystalline solid out of 1a molecules, which are cyclic oligophenylenes with CO2H functional groups in the inner portion of their ring-like structure. When forming this porous crystalline solid, referred to as 1a (N), the 1a molecules organize themselves into bundles of parallel nanochannels. Thanks to the CO2H groups, the channels are acidic, which in turn helps adsorb NH3. Worth noting, the packing density for NH3 in 1a (N) is 0.533 g/cm3 at room temperature -- almost as high as the density of pure liquid NH3!

Interestingly, simply lowering the pressure around 1a (N) is enough to make it release almost all the stored NH3, which addresses a main limitation of previously reported materials. "Crystalline 1a (N) is a stable NH3-adsorption material with the ability for repeated usage. The issue of residual NH3 during desorption, which has often plagued conventional NH3-adsorption materials, can be resolved when using 1a (N) via a simple decompression operation," remarks Ono. On top of these qualities, 1a (N) is also easy to prepare, which extends its applicability and cost-effectiveness.

Overall, this innovation could serve as a much-needed stepping stone towards efficient and scalable NH3 storage, thereby paving the way to sustainable hydrogen economies. Moreover, by substituting the CO2H functional groups with different compounds, it may be possible to adsorb other types of highly reactive gases that typically pose practical challenges, such as HCl or Cl2.
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Scientists assess how large dinosaurs could really get | ScienceDaily

The researchers assert that the huge sizes attained by many dinosaurs make them a source of endless fascination, raising the question as to how these animals evolved to be so big. There are perennial claims and counter-claims about which dinosaur species was the largest of its group or even the largest ever.

Most dinosaur species are known from only one or a handful of specimens, so it's extraordinarily unlikely that their size ranges will include the largest individuals that ever existed. The question remains: how big were the largest individuals, and are we likely to find them?

To address this question, Mallon and Hone used computer modelling to assess a population of T. rex. They factored in variables such as population size, growth rate, lifespan, the incompleteness of the fossil record, and more.

T. rex was chosen for the model because it is a familiar dinosaur for which many of these details are already well estimated. Body-size variance at adulthood, which is still poorly known in T. rex, was modelled with and without sex differences, and is based on examples of living alligators, chosen for their large size and close kinship with the dinosaurs.

The palaeontologists found that the largest known T. rex fossils probably fall in the 99th percentile, representing the top 1% of body size, but to find an animal in the top 99.99% (a one-in-ten-thousand individual) scientists would need to excavate fossils at the current rate for another 1,000 years.

The computer models suggest that the largest individual that could have existed (one in 2.5 billion animals) may have been 70% more massive than the current largest-known T. rex specimens (an estimated 15 tonnes vs 8.8 tonnes) and 25% longer (15 metres vs 12 metres).




The values are estimates based on the model, but patterns of discovery of giants of modern species tell us there must have been larger dinosaurs out there that have not yet been found. "Some isolated bones and pieces certainly hint at still larger individuals than for which we currently have skeletons," says Hone.

This study adds to the debates about the largest fossil animals. Many of the largest dinosaurs in various groups are known from a single good specimen, so it's impossible to know if that one animal was a big or small example of the species. An apparently large species might be based on a single giant individual, and a small species based on a particularly tiny individual -- neither of which reflect the average size of their respective species.

The chances that palaeontologists will find the largest ever individuals for a given species are incredibly small. So, despite the giant skeletons that can be seen in museums around the world, the very largest individuals of these species were likely even larger than those on display.

Dr. Jordan Mallon, from the Canadian Museum of Nature, said: "Our study suggests that, for big fossil animals like T. rex, we really have no idea from the fossil record about the absolute sizes they might have reached. It's fun to think about a 15 tonne T. rex, but the implications are also interesting from a biomechanical or ecological perspective."
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Whale shark tracked for record-breaking four years | ScienceDaily
A team of researchers at the University of Rhode Island and Nova Southeastern University in Florida have been tracking a 26-foot endangered whale shark -- named "Rio Lady" -- with a satellite transmitter for more than four years -- a record for whale sharks and one of the longest tracking endeavors for any species of shark.


						
Whale sharks, which live from 80 to 130 years, are the world's largest fish and third largest creature in the ocean -- behind blue and fin whales. The size of a small school bus, they inhabit tropical oceans and swim slowly near the surface, with their mouths wide open, scooping up whatever's in their path -- small fish, fish eggs, and plankton. Annually, they need to travel about 5,000 miles to find enough food to survive. Whale shark populations worldwide have declined, primarily as a result of interactions with humans, to the point where they are now listed on the International Union for Conservation of Nature Red List as Globally Endangered.

Researchers at URI and Nova Southeastern tracked Rio Lady for about 27,000 miles over nearly 1,700 days between 2018 and 2023. Her journey took her through the Gulf of Mexico, the Caribbean and out into the Atlantic Ocean south of Bermuda. A study conducted by the researchers was published in the journal Marine and Freshwater Research, describing movement, migration and habitat use of Rio Lady.

"This was an amazing length of time to be able to track the movements of a wild animal," said lead author Daniel Daye, who graduated from URI in May 2023 with a master's degree in biological and environmental sciences. "Four years of data about the movements of even a single individual has allowed us to investigate whale sharks to an unprecedented degree and investigate questions that can't be answered with shorter tracks."

Rio Lady was tracked by satellite telemetry using a smart-position and temperature transmitter (SPOT) affixed to her dorsal fin. The tag provided location transmissions over four years of her life. Satellite telemetry has revolutionized the study of animal movement -- particularly with marine species -- allowing researchers to uncover long-term movement patterns and core areas for marine animals, the study says.

"As the biggest fish in the ocean, it is challenging to follow the movements of whale sharks over long periods of time," said Brad Wetherbee, assistant professor of biological sciences at URI and an expert on shark movement and migration, who consulted on the project. "But information on the movements of these endangered sharks is important for management of their populations."

A primary challenge in managing large marine species, such as the whale shark, said Daye, is that they are hard to follow. Whale sharks travel great distances and routinely dive deep, which makes studying the full extent of their habitat difficult.




"Since these sharks travel such great distances, it's important to identify when and where the sharks are located, along with what they are doing in each of these areas," said Daye. "This way management can take a more targeted approach so that effort isn't wasted on areas when sharks are using habitats elsewhere. While Rio Lady is only one shark, the extremely long lifespan of the SPOT tag has allowed us to start examining some of these questions in more detail regarding what sharks do on a year-to-year basis, rather than a single year."

Rio Lady was first tagged in 2007 with a pop-up satellite archival transmitter affixed to her near the Isla Mujeres, in waters off Cancun, Mexico, that are frequented by hundreds of whale sharks annually from July through August. She was tracked for 150 days before her transmitter popped off. She was re-tagged in August 2018 in the same area by Rafael de la Parra, executive director of Ch'ooj Ajauil AC, an ocean conservation organization in Mexico. De la Parra also collaborated on the study.

During the study, Rio Lady was detected by satellite over 1,687 days -- Aug. 30, 2018 to April 12, 2023. For a period of about 1,085 days -- Aug. 30, 2018 to Aug. 18, 2021 -- 1,354 locations were recorded at relatively frequent intervals. In that time, she traveled about 27,000 miles, covering about 25 miles a day.

Researchers found that Rio Lady occupied three distinct regions in the Gulf of Mexico and timing of when these areas were used was pretty consistent, Daye said. Between July and August, she consistently returned to the waters near Isla Mujeres. In the area known as the Afuera, hundreds of whale sharks aggregate for the largest gathering worldwide -- dining on an endless fish egg "buffet," said Daye.

After leaving the Afuera area, few detections were received during autumn and winter each year of the study. Rio Lady was believed to travel south into the Caribbean Sea, as far as Colombia for two of the years, before returning to the Gulf of Mexico early in the year. Researchers believe Rio Lady's seasonal migration may be typical for whale sharks that aggregate off the Isla Mujeres in the summer.

"This unprecedented track of Rio Lady sheds new light on long-term consistency of movements and illustrates the type of information that this technology can generate," said Mahmood Shivji, professor of biological sciences at Nova Southeastern University, who collaborated on the study.

Rio Lady's continued journey can be followed on the Guy Harvey Research Institute tracking website, click on project 21.
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Blood test may guide use of multiple myeloma immunotherapy | ScienceDaily
A simple blood test that measures the number of lymphocytes, a type of white blood cell in the body, may predict whether people who have relapsed multiple myeloma are going to respond well to CAR-T immunotherapy, according to new research from Weill Cornell Medicine, NewYork-Presbyterian, Columbia University and Icahn School of Medicine at Mount Sinai.


						
The paper, published online May 22 in Blood Advances, found that patients who had an increase in absolute lymphocyte count (ALC) during the first 15 days after receiving a CAR-T infusion had a higher chance of a complete response and better progression-free survival than patients with a lower ALC at day 15. Knowing that the treatment may not work allows doctors to try other options more quickly.

Multiple myeloma is a blood cancer that originates in plasma cells, a type of white blood cell found in the bone marrow. Nearly all patients who have multiple myeloma relapse at some point, meaning after an initial positive treatment outcome, the cancer returns and requires further therapy.

Chimeric antigen receptor T-cell immunotherapy used to treat relapsed multiple myeloma after other drugs have failed involves collecting a patient's own immune cells and genetically modifying them to find and kill cancer cells. The souped-up immune cells, called CAR-T cells, are infused back into the patient where they home in on BCMA, a protein found in high amounts on the surface of multiple myeloma cells.

"This highly active FDA-approved treatment is widely used, but until now there's really been nothing to tell us whether BCMA CAR-T is going to work or not after the patient has received this personalized therapy," said lead author Dr. Mateo Mejia Saldarriaga, assistant professor of medicine in the Division of Hematology and Medical Oncology at Weill Cornell Medicine and an oncologist at NewYork-Presbyterian/Weill Cornell Medical Center. "Using ALC as a marker for how well a patient will respond could better guide treatment."

Dr. Ruben Niesvizky, professor of medicine at Weill Cornell Medicine and an oncologist at NewYork-Presbyterian/Weill Cornell Medical Center is co-senior author with Dr. Mark Bustoros, an assistant professor of medicine at Weill Cornell Medicine and corresponding author. Both researchers are also members of the Sandra and Edward Meyer Cancer Center at Weill Cornell Medicine. They worked with their colleagues at Columbia Herbert Irving Comprehensive Cancer Center and The Tisch Cancer Institute at the Icahn School of Medicine at Mount Sinai.

Predicting Who Will Benefit from Treatment

Based on previous observations, the researchers analyzed data at the three medical institutions from 156 patients who had received BCMA-CAR-T therapy between 2017 and 2023 for relapsed multiple myeloma. Patient ALCs were taken five days before treatment started and for the first 15 days of BCMA CAR-T therapy.




Patients with higher ALC at day 15 had significantly better response to treatment with their cancer under control for an average of 30 months whereas those who had lower ALC only had six months of progression-free survival on average.

"This was a multicenter collaborative study between three big institutions in New York that ensures the diversity of the patient population and decreases the chance of bias," Dr. Bustoros said. "We were able to confirm that high ALC is an independent predictive marker of disease progression after accounting for various factors like age, previous treatments and high-risk disease features."

Laboratory studies showed that higher ALC was associated with the BCMA CAR-T cells thriving in the body -- growing and multiplying, which may be a reason the cancer was kept in check.

"If doctors can identify patients who are more likely to have a poor response to BCMA CAR-T, other treatments can be explored or given earlier," said Dr. Mejia Saldarriaga. Researchers also want to determine how they can create strategies to enhance BCMA CAR-T activity in patients who have lower ALC. "The treatment has been a great tool, but there is still room for improvement," he added.
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Research sheds light on the role of PTPRK in tissue repair and cancer | ScienceDaily
Receptor protein tyrosine phosphatases are cell membrane-localised proteins. They are regulators of cell-cell contacts and are also considered likely to be tumour suppressors but the specifics of how they function are unknown. A member of this family, PTPRK, is implicated as a tumour suppressor in several cancer types, particularly colorectal cancer, and mutations and genetic events inactivating PTPRK are found in human colorectal cancers. PTPRK has also been linked genetically to celiac disease.


						
The Sharpe lab at the Babraham Institute investigated the role and signalling mechanisms of PTPRK in cell adhesion, growth factor signalling and tumour suppression in the mouse colon and also in human colorectal cancer cells. Their findings, published in the Journal of Cell Science, are relevant to better understanding the cellular environments that function to repress tumour development as well as understanding the cell interactions that affect repair after injury and potentially cancer metastasis.

Dr Katie Young, lead author on the paper who undertook this research as a PhD student in the Sharpe lab, said: "Through this work we aimed to investigate the role of PTPRK in the colon, working together several observations in the field and connecting these back to the complex signalling mechanisms behind them. It's vital that we know more about how receptor protein tyrosine phosphatases sense and transmit signals to ensure the healthy growth of our cells, as well as how errors in these mechanisms cause disease."

Using human colorectal cancer cell lines, the team found that the deletion of PTPRK altered the appearance of the cells, compared to control cells where PTPRK was functional, and observed that the knockout cells showed impaired wound-healing response, which was likely to be due to the loss of PTPRK affecting coordinated action by cells and their neighbours and defects in cellular polarisation.

Utilising a mouse line where PTPRK had been deleted, the team uncovered a role for PTPRK in colon repair. When inflammation of the colon (colitis) was stimulated, mice lacking PTPRK showed a more severe response, demonstrating either increased susceptibility to damage or decreased repair following inflammation. The knockout mice also developed larger and more invasive tumours in a colorectal cancer model compared to wild-type controls, confirming that PTPRK has a role in suppressing tumour growth and invasion.

Using a catalytic mutant, where the catalytic function of PTPRK was abolished, and a xenograft model where cancer cells were transplanted into mice, the researchers confirmed the function for PTPRK in suppressing tumour growth and demonstrated that this was independent of the protein's phosphatase activity.

Comparing gene expression profiles between cells with and without PTPRK, the team identified genes that were affected by the loss of PTPRK. These genes are characterised in function as being related to epithelial cell identity (being involved in the epithelial to mesenchymal transition and mesenchymal cell differentiation).

The team hypothesise that PTPRK regulation could be a central factor giving plasticity in epithelial barriers, such as lines the intestines, to facilitate epithelial repair while providing a signal to stop the repair response.

Analysing the xenograft tumour samples, the team quantified tyrosine phosphorylation to determine the signalling mechanisms by which PTPRK suppresses tumour development. Their work suggests that the suppression of epidermal growth factor receptor (EGFR) signalling by PTPRK is a key factor and is mediated separately from its function as a phosphatase.

Dr Hayley Sharpe, group leader in the Signalling research programme at the Institute, said: "The goal of our research was to pull several observations together and begin to fill in the gaps of what we don't know about PTPRK. It has been assumed that PTPs act as tumour suppressors by countering kinase activity by dephosphorylation on oncogenic phosphotyrosine modifications. Therefore, the non-catalytic role of PTPRK in signalling is really intriguing to us and how it achieves this is an important next question to fully understand its role in tumour suppression."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240724123019.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



New study supports stable mantle chemistry dating back to Earth's early geologic history and over its prodigious evolution | ScienceDaily
A new analysis of rocks thought to be at least 2.5 billion years old by researchers at the Smithsonian's National Museum of Natural History helps clarify the chemical history of Earth's mantle -- the geologic layer beneath the planet's crust. The findings hone scientists' understanding of Earth's earliest geologic processes, and they provide new evidence in a decades-long scientific debate about the geologic history of Earth. Specifically, the results provide evidence that the oxidation state of the vast majority of Earth's mantle has remained stable through geologic time and has not undergone major transitions, contrary to what has been suggested previously by other researchers.


						
"This study tells us more about how this special place in which we live came to be the way it is, with its unique surface and interior that have allowed life and liquid water to exist," said Elizabeth Cottrell, chair of the museum's department of mineral sciences, curator of the National Rock Collection and co-author of the study. "It's part of our story as humans because our origins all trace back to how Earth formed and how it has evolved."

The study, published today in the journal Nature, centered on a group of rocks collected from the seafloor that possessed unusual geochemical properties. Namely, the rocks show evidence of having melted to an extreme degree with very low levels of oxidation; oxidation is when an atom or molecule loses one or more electrons in a chemical reaction. With the help of additional analyses and modeling, the researchers used the unique properties of these rocks to show that they likely date back to at least 2.5 billion years ago during the Archean Eon. Further, the findings show that the Earth's mantle has overall retained a stable oxidation state since these rocks formed, in contrast to what other geologists have previously theorized.

"The ancient rocks we studied are 10,000 times less oxidized than typical modern mantle rocks, and we present evidence that this is because they melted deep in the Earth during the Archean, when the mantle was much hotter than it is today," Cottrell said. "Other researchers have tried to explain the higher oxidation levels seen in rocks from today's mantle by suggesting that an oxidation event or change has taken place between the Archean and today. Our evidence suggests that the difference in oxidation levels can simply be explained by the fact that Earth's mantle has cooled over billions of years and is no longer hot enough to produce rocks with such low oxidation levels."

The research team -- including lead study author Suzanne Birner who completed a pre-doctoral fellowship at the National Museum of Natural History and is now an assistant professor at Berea College in Kentucky -- began their investigation to understand the relationship between Earth's solid mantle and modern seafloor volcanic rocks. The researchers started by studying a group of rocks that were dredged from the seafloor at two oceanic ridges where tectonic plates are spreading apart and the mantle is churning up to the surface and producing new crust.

The two places the studied rocks were collected from, the Gakkel Ridge near the North Pole and the Southwest Indian Ridge between Africa and Antarctica, are two of the slowest-spreading tectonic plate boundaries in the world. The slow pace of the spreading at these ocean ridges means that they are relatively quiet, volcanically speaking, compared to faster spreading ridges that are peppered with volcanoes such as the East Pacific Rise. This means that rocks collected from these slow-spreading ridges are more likely to be samples of the mantle itself.

When the team analyzed the mantle rocks they collected from these two ridges, they discovered they had strange chemical properties in common. First, the rocks had been melted to a much greater extent than is typical of Earth's mantle today. Second, the rocks were much less oxidized than most other samples of Earth's mantle.




To achieve such a high degree of melting, the researchers reasoned that the rocks must have melted deep in the Earth at very high temperatures. The only period of Earth's geologic history known to include such high temperatures was between 2.5 and 4 billion years ago during the Archean Eon. Consequently, the researchers inferred that these mantle rocks may have melted during the Archean, when the inside of the planet was 360-540 degrees Fahrenheit (200-300 degrees Celsius) hotter than it is today.

Being so extremely melted would have protected these rocks from further melting that could have altered their chemical signature, allowing them to circulate in Earth's mantle for billions of years without significantly changing their chemistry.

"This fact alone doesn't prove anything," Cottrell said. "But it opens the door to these samples being genuine geologic time capsules from the Archean."

To explore the geochemical scenarios that might explain the low oxidation levels of the rocks collected at Gakkel Ridge and the Southwest Indian Ridge, the team applied multiple models to their measurements. The models revealed that the low oxidation levels they measured in their samples could have been caused by melting under extremely hot conditions deep in the Earth.

Both lines of evidence backed the interpretation that the rocks' atypical properties represented a chemical signature from having melted deep in the Earth during the Archean, when the mantle could produce extremely high temperatures.

Previously, some geologists have interpreted mantle rocks with low oxidation levels as evidence that the Archean Earth's mantle was less oxidized and that through some mechanism it has become more oxidized over time. Proposed oxidation mechanisms include a gradual increase in oxidation levels due to a loss of gasses to space, recycling of old seafloor by subduction and ongoing participation of Earth's core in mantle geochemistry. But, to date, proponents of this view have not coalesced around any one explanation.




Instead, the new findings support the view that the oxidation level of Earth's mantle has been largely steady for billions of years, and that the low oxidation seen in some samples of the mantle were created under geologic conditions the Earth can no longer produce because its mantle has since cooled. So, instead of some mechanism making Earth's mantle more oxidized over billions of years, the new study argues that the high temperatures of the Archean made parts of the mantle less oxidized. Because Earth's mantle has cooled since the Archean, it cannot produce rocks with super low oxidation levels anymore. Cottrell said the process of the planet's mantle cooling provides a much simpler explanation: Earth simply does not make rocks like it used to.

Cottrell and her collaborators are now seeking to better understand the geochemical processes that shaped the Archean mantle rocks from the Gakkel Ridge and the Southwest Indian Ridge by simulating in the lab the extremely high pressures and temperatures found in the Archean.

This research contributes to the museum's Our Unique Planet initiative. As a public-private research partnership, Our Unique Planet investigates what sets Earth apart from its cosmic neighbors by exploring the origins of the planet's oceans and continents, as well as how minerals may have served as templates for life.

In addition to Birner and Cottrell, Fred Davis of the University of Minnesota Duluth and Jessica Warren of the University of Delaware were co-authors of the study.

The research was supported by the Smithsonian and the National Science Foundation.
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Study across multiple brain regions discerns Alzheimer's vulnerability and resilience factors | ScienceDaily

Brain cells all have the same DNA but what makes them differ, both in their identity and their activity, are their patterns of how they express those genes. The new analysis measured gene expression differences in more than 1.3 million cells of more than 70 cell types in six brain regions from 48 tissue donors, 26 of whom died with an Alzheimer's diagnosis and 22 of whom without. As such, the study provides a uniquely large, far-ranging and yet detailed accounting of how brain cell activity differs amid Alzheimer's disease by cell type, by brain region, by disease pathology, and by each person's cognitive assessment while still alive.

"Specific brain regions are vulnerable in Alzheimer's and there is an important need to understand how these regions or particular cell types are vulnerable," said co-senior author Li-Huei Tsai, Picower Professor of Neuroscience and director of The Picower Institute for Learning and Memory and the Aging Brain Initiative at MIT. "And the brain is not just neurons. It's many other cell types. How these cell types may respond differently, depending on where they are, is something fascinating we are only at the beginning of looking at."

Co-senior author Manolis Kellis, professor of computer science and head of MIT's Computational Biology Group, likened the technique used to measure gene expression comparisons, single cell RNA profiling, to being a much more advanced "microscope" than the ones that first allowed Alois Alzheimer to characterize the disease's pathology more than a century ago.

"Where Alzheimer saw amyloid protein plaques and phosphorylated tau tangles in his microscope, our single-cell 'microscope' tells us, cell by cell and gene by gene, about thousands of subtle yet important biological changes in response to pathology," said Kellis. "Connecting this information with the cognitive state of patients reveals how cellular responses relate with cognitive loss or resilience, and can help propose new ways to treat cognitive loss. Pathology can precede cognitive symptoms by a decade or two before cognitive decline becomes diagnosed. If there's not much we can do about the pathology at that stage, we can at least try to safeguard the cellular pathways that maintain cognitive function."

Hansruedi Mathys, a former MIT postdoc in the Tsai Lab, who is now an assistant professor at the University of Pittsburgh, Carles Boix, a former graduate student in Kellis's lab who is now a postdoc at Harvard Medical School, and Leyla Akay, a graduate student in Tsai's lab, led the study analyzing the prefrontal cortex, entorhinal cortex, hippocampus, anterior thalamus, angular gyrus, and the midtemporal cortex. The brain samples came from the Religious Order Study and the Rush Memory and Aging Project at Rush University.

Neural vulnerability and Reelin

Some of the earliest signs of amyloid pathology and neuron loss in Alzheimer's occurs in memory-focused regions called the hippocampus and the entorhinal cortex. In those regions, and in other parts of the cerebral cortex, the researchers were able to pinpoint a potential reason why. One type of excitatory neuron in the hippocampus and four in the entorhinal cortex were significantly less abundant in people with Alzheimer's than in people without. Individuals with depletion of those cells performed significantly worse on cognitive assessments. Moreover, many vulnerable neurons were interconnected in a common neuronal circuit. And just as importantly, several either directly expressed a protein called Reelin, or were directly affected by Reelin signaling. In all, therefore, the findings distinctly highlight especially vulnerable neurons, whose loss is associated with reduced cognition, that share a neuronal circuit and a molecular pathway.




Tsai noted that Reelin has become prominent in Alzheimer's research because of a recent study of a man in Colombia. He had a rare mutation in the Reelin gene that caused the protein to be more active, and was able to stay cognitively healthy at an advanced age despite having a strong family predisposition to early-onset Alzheimer's. The new study shows that loss of Reelin-producing neurons is associated with cognitive decline. Taken together it may mean that the brain benefits from Reelin, but that neurons that produce it may be lost in at least some Alzheimer's patients.

"We can think of Reelin as having maybe some kind of protective or beneficial effect," Akay said. "But we don't yet know what it does or how it could confer resilience."

In further analysis the researchers also found that specifically vulnerable inhibitory neuron subtypes identified in a previously study from this group in the prefrontal cortex also were involved in reelin signaling, further reinforcing the significance of the molecule and its signaling pathway.

To further check their results, the team directly examined the human brain tissue samples and the brains of two kinds of Alzheimer's model mice. Sure enough, those experiments also showed a reduction in Reelin-positive neurons in the human and mouse entorhinal cortex.

Resilience associated with choline metabolism in astrocytes

To find factors that might preserve cognition, even amid pathology, the team examined which genes, in which cells, and in which regions, were most closely associated with cognitive resilience, which they defined as residual cognitive function, above the typical cognitive loss expected given the observed pathology.




Their analysis yielded a surprising and specific answer: across several brain regions astrocytes that expressed genes associated with antioxidant activity and with choline metabolism and polyamine biosynthesis were significantly associated with sustained cognition, even amid high levels of tau and amyloid. The results reinforced previous research findings led by Tsai and Susan Lundqvist in which they showed that dietary supplement of choline helped astrocytes cope with the dysregulation of lipids caused by the most significant Alzheimer's risk gene, the APOE4 variant. The antioxidant findings also pointed to a molecule that can be found as a dietary supplement, spermidine, which may have anti-inflammatory properties, although such an association would need further work to be established causally.

As before, the team went beyond the predictions from the single-cell RNA expression analysis to make direct observations in the brain tissue of samples. Those that came from cognitively resilient individuals indeed showed increased expression of several of the astrocyte-expressed genes predicted to be associated with cognitive resilience.

New analysis method, open dataset

To analyze the mountains of single-cell data, the researchers developed a new robust methodology based on groups of coordinately-expressed genes (known as "gene modules"), thus exploiting the expression correlation patterns between functionally-related genes in the same module.

"In principle, the 1.3 million cells we surveyed could use their 20,000 genes in an astronomical number of different combinations," explain Kellis. "In practice, however, we observe a much smaller subset of coordinated changes. Recognizing these coordinated patterns allow us to infer much more robust changes, because they are based on multiple genes in the same functionally-connected module."

He offered this analogy: With many joints in their bodies, people could move in all kinds of crazy ways, but in practice they engage in many fewer coordinated movements like walking, running, or dancing. The new method enables scientists to identify such coordinated gene expression programs as a group.

While Kellis and Tsai's labs already reported several noteworthy findings from the dataset, the researchers expect that many more possibly significant discoveries still wait to be found in the trove of data. 

To facilitate such discovery the team posted handy analytical and visualization tools along with the data on Kellis's website at: https://compbio.mit.edu/ad_multiregion.

"The dataset is so immensely rich. We focused on only a few aspects that are salient that we believe are very, very interesting, but by no means have we exhausted what can be learned with this dataset," Kellis said. "We expect many more discoveries ahead, and we hope that young researchers (of all ages) will dive right in and surprise us with many more insights."

Going forward, Kellis said, the researchers are studying the control circuitry associated with the differentially expressed genes, to understand the genetic variants, the regulators, and other driver factors that can be modulated to reverse disease circuitry across brain regions, cell types, and different stages of the disease.

Additional authors of the study include Ziting Xia, Jose Davila Velderrain, Ayesha P. Ng, Xueqiao Jiang, Ghada Abdelhady, Kyriaki Galani, Julio Mantero, Neil Band, Benjamin T. James, Sudhagar Babu, Fabiola Galiana-Melendez, Kate Louderback, Dmitry Prokopenko, Rudolph E. Tanzi, and David A. Bennett.

Support for the research came from the National Institutes of Health, The Picower Institute for Learning and Memory, The JPB Foundation, the Cure Alzheimer's Fund, The Robert A. and Renee E. Belfer Family Foundation, Eduardo Eurnekian, and Joseph DiSabato.
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Research finds no difference in myalgic encephalomyelitis/chronic fatigue syndrome prevalence caused by COVID-19 and other acute illnesses | ScienceDaily
A new study led by UCLA finds that rates of subsequent myalgic encephalomyelitis/chronic fatigue syndrome (ME/CFS) following an acute illness were roughly the same between people whose acute illness was due to COVID-19 and those who did not have COVID-19.


						
Researchers of the large, multi-site study found a 3% to 4% prevalence of ME/CFS-like illness among study participants who tested positive for SARS-CoV-2 infection and the same prevalence in others who tested negative for COVID-19. The research was based on survey data collected three months to one year after patients' initial illnesses.

ME/CFS is a long-lasting, multi-system illness with no known cure or definitive cause. It is characterized by inability to do activities that the patient could easily do before they became ill. This is often due to severe fatigue, trouble with cognition, and other symptoms that have a profoundly negative impact on daily living. It's not known what causes ME/CFS but researchers and ME/CFS experts have suspected it may be tied to an infection since many patients report an illness directly prior to developing ME/CFS symptoms.

"ME/CFS is no more likely to occur in people infected with COVID-19 than people with other acute illnesses," said Dr. Joann Elmore, a professor of medicine in the division of general internal medicine and health services research at the David Geffen School of Medicine at UCLA, and a co-senior author on the study. "However, a 3 to 4% prevalence of ME/CFS after an acute COVID-19 illness would impose a very high burden on society and our healthcare system given the many millions of persons infected with SARS-CoV-2."

The findings will be published July 24 in the peer-reviewed JAMA Network Open.

The study was conducted in English and Spanish under the umbrella of INSPIRE (Innovative Support for Patients with SARS-CoV-2 Infections Registry), a project funded by the U.S. Centers for Disease Control and Prevention (CDC). It comprised 4,700 participants who experienced COVID-like symptoms between December 11, 2020 and August 29, 2022, with 68% of participants female.

The average percentage of participants with ME/CFS at three months was 3.4% for COVID-positive people and 3.7% for the COVID-negative group, with no significant differences in prevalence through 12months of follow-ups.

The researchers note several limitations to the findings. Differences in participants' characteristics at baseline between the COVID-positive and -negative groups may not have been fully mitigated. For instance, new COVID infections were more common in the months after the acute illness in the group that initially tested negative than in those who had tested positive at the beginning, and some people may not have been aware of a subsequent infection. Also, there may have been false-positive and false-negative COVID test results, leading to misclassification of participants. Finally, assessment of ME/CFS is based on self-reported symptoms and may be subject to recall bias.

Additional study authors are Drs. Lauren E. Wisk, Michelle L'Hommedieu, and Helen Lavretsky of UCLA; Drs. Elizabeth R. Unger, Jin-Mann S. Lin and Sharon Saydah of the U.S. Centers for Disease Control and Prevention; Dr. Huihui Yu, Jocelyn Dorney, Dr. Erica S. Spatz, and Dr. Arjun K. Venkatesh of Yale University; Drs. Juan Carlos C. Montoy and Robert M. Rodriguez of UC San Francisco; Dr. Michael A. Gottlieb, Michelle Santangelo and Dr. Robert A. Weinstein of Rush University; Drs. Kristin L. Rising and Efrat R. Kean of Thomas Jefferson University; Dr. Nicole L. Gentile, Rachel E. Geyer and Dr. Kari A. Stephens of the University of Washington; Drs. Mandy J. Hill and Ryan Huebinger of UTHealth Houston; Drs. Samuel A. McDonald and Ahamed H. Idris of the University of Texas Southwestern; and Dr. Bala Hota of Tendo Systems, Inc. Dr. Weinstein is also affiliated with Cook County Hospital in Chicago.

The study was funded by CDC (75D30120C08008).
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        New groups of methane-producing organisms in Yellowstone
        The team verified that microbes found in Yellowstone National Park hot springs produce methane to grow.

      

      
        Dark matter flies ahead of normal matter in mega galaxy cluster collision
        Astronomers have untangled a messy collision between two massive clusters of galaxies in which the clusters' vast clouds of dark matter have decoupled from the so-called normal matter.

      

      
        How Saharan dust regulates hurricane rainfall
        New research underscores the close relationship between dust plumes transported from the Sahara Desert in Africa, and rainfall from tropical cyclones along the U.S. Gulf Coast and Florida.

      

      
        Neuroscientists discover brain circuitry of placebo effect for pain relief
        Researchers have discovered a novel pain control pathway that links the cingulate cortex in the front of the brain, through the pons region of the brainstem, to cerebellum in the back of the brain.

      

      
        Researchers record images and data of a shark experiencing a boat strike
        Researchers have captured what they believe is the first ever video of a shark or any large marine animal being struck by a boat.

      

      
        Komodo dragons have iron-coated teeth to rip apart their prey
        Scientists have discovered that the serrated edges of Komodo dragons' teeth are tipped with iron. The study gives new insight into how Komodo dragons keep their teeth razor-sharp and may provide clues to how dinosaurs like Tyrannosaurus rex killed and ate their prey.

      

      
        Nanoscale device simultaneously steers and shifts frequency of optical light, pointing the way to future wireless communication channels
        A tunable metasurface can control optical light in space and time, offering a path toward new ways of wirelessly and securely transmitting large amounts of data both on Earth and in space.

      

      
        How Rembrandt combined special pigments for golden details of The Night Watch
        Chemists have for the first time established how Rembrandt applied special arsenic sulfide pigments to create a 'golden' paint.

      

      
        Scientists assess how large dinosaurs could really get
        A study looks at the maximum possible sizes of dinosaurs, using the carnivore, Tyrannosaurus rex, as an example. Using computer modelling, experts produced estimates that T. Rex might have been 70% heavier than what the fossil evidence suggests.

      

      
        Whale shark tracked for record-breaking four years
        Researchers have been tracking a 26-foot endangered whale shark -- named 'Rio Lady' -- with a satellite transmitter for more than four years -- a record for whale sharks and one of the longest tracking endeavors for any species of shark.

      

      
        New study supports stable mantle chemistry dating back to Earth's early geologic history and over its prodigious evolution
        A new analysis of rocks thought to be at least 2.5 billion years old helps clarify the chemical history of Earth's mantle -- the geologic layer beneath the planet's crust. The findings hone scientists' understanding of Earth's earliest geologic processes, and they provide new evidence in a decades-long scientific debate about the geologic history of Earth. Specifically, the results provide evidence that the oxidation state of the vast majority of Earth's mantle has remained stable through geologi...

      

      
        Building a molecular brain map to understand Alzheimer's disease
        Resulting atlas of the aging human brain holds molecular insights into the brain's vulnerability and resilience.

      

      
        Trees reveal climate surprise -- bark removes methane from the atmosphere
        Tree bark surfaces play an important role in removing methane gas from the atmosphere.

      

      
        Images of nearest 'super-Jupiter' open a new window to exoplanet research
        Using the James Webb Space Telescope (JWST), astronomers imaged a new exoplanet that orbits a star in the nearby triple system Epsilon Indi. The planet is a cold super-Jupiter exhibiting a temperature of around 0 degrees Celsius and a wide orbit comparable to that of Neptune around the Sun. This measurement was only possible thanks to JWST's unprecedented imaging capabilities in the thermal infrared. It exemplifies the potential of finding many more such planets similar to Jupiter in mass, temper...

      

      
        New study confirms mammal-to-mammal avian flu spread
        A new study provides evidence that a spillover of avian influenza from birds to dairy cattle across several U.S. states has now led to mammal-to-mammal transmission -- between cows and from cows to cats and a raccoon.

      

      
        The unintended consequences of success against malaria
        The insecticide-treated bed nets and insecticide sprays that were so effective in preventing mosquito bites -- and therefore malaria -- are increasingly viewed as the causes of household pest resurgence after pests became resistant to pesticides, according to a new article.

      

      
        Taco-shaped arthropod fossils gives new insights into the history of the first mandibulates
        Palaeontologists are helping resolve the evolution and ecology of Odaraia, a taco-shaped marine animal that lived during the Cambrian period. Fossils reveal Odaraia had mandibles. Palaeontologists are finally able to place it as belonging to the mandibulates, ending its long enigmatic classification among the arthropods since it was first discovered in the Burgess Shale over 100 years ago and revealing more about early evolution and diversification.

      

      
        Butterflies accumulate enough static electricity to attract pollen without contact
        Butterflies and moths collect so much static electricity whilst in flight, that pollen grains from flowers can be pulled by static electricity across air gaps of several millimeters or centimeters.

      

      
        Drawing water from dry air
        A prototype device harvests drinking water from the atmosphere, even in arid places.

      

      
        3D-printed microstructure forest facilitates solar steam generator desalination
        Faced with the world's impending freshwater scarcity, researchers turned to solar steam generators, which are emerging as a promising device for seawater desalination. The team sought design inspiration from trees and harnessed the potential of 3D printing. They present technology for producing efficient SSGs for desalination and introduces a novel method for printing functional nanocomposites for multi-jet fusion. Their SSGs were inspired by plant transpiration and are composed of miniature tree...

      

      
        Hunter-gatherers kept an 'orderly home' in the earliest known British dwelling
        Archaeological evidence from the world-famous Mesolithic site of Star Carr in North Yorkshire has shown that hunter-gatherers likely kept an orderly home by creating 'zones' for particular domestic activities.

      

      
        Astrophysicists uncover supermassive blackhole/dark matter connection in solving the 'final parsec problem'
        Researchers have found a link between some of the largest and smallest objects in the cosmos: supermassive black holes and dark matter particles. Their new calculations reveal that pairs of supermassive black holes (SMBHs) can merge into a single larger black hole because of previously overlooked behavior of dark matter particles, proposing a solution to the longstanding 'final parsec problem' in astronomy.

      

      
        Converting captured carbon to fuel: Study assesses what's practical and what's not
        A new analysis sheds light on major shortfalls of a recently proposed approach to capture CO2 from air and directly convert it to fuel using electricity. The authors also provide a new, more sustainable, alternative.

      

      
        Breakthrough in skeletal muscle regeneration
        In a finding that opens the door to the development of targeted therapies for various muscle disorders, newly published research identifies key mechanisms of skeletal muscle regeneration and growth of muscles following resistance exercise.

      

      
        Boosting fruit intake during midlife can ward off late-life blues
        In a large Singapore cohort study involving over 13,000 participants spanning close to 20 years, higher consumption of fruits during midlife was found to be associated with lower odds of depressive symptoms at late-life.

      

      
        An over- or under-synchronized brain may predict psychosis
        Is it possible to assess an individual's risk of psychosis? Identifying predictive markers is a key challenge in psychiatry. A team now shows that overly strong or weak interconnections between certain brain areas could be a predictive marker of the disease.

      

      
        Smell of human stress affects dogs' emotions leading them to make more pessimistic choices
        Dogs experience emotional contagion from the smell of human stress, leading them to make more 'pessimistic' choices, new research finds. Researchers tested how human stress odors affect dogs' learning and emotional state.

      

      
        Male elephants signal 'let's go' with deep rumbles
        Male elephants use infrasonic rumbles to signal group departures, revealing complex vocal coordination and strong social bonds.

      

      
        Are AI-chatbots suitable for hospitals?
        Large language models may pass medical exams with flying colors but using them for diagnoses would currently be grossly negligent. Medical chatbots make hasty diagnoses, do not adhere to guidelines, and would put patients' lives at risk. A team has systematically investigated whether this form of artificial intelligence (AI) would be suitable for everyday clinical practice. Despite the current shortcomings, the researchers see potential in the technology. They have published a method that can be ...

      

      
        Birds need entertainment during avian flu lockdowns
        Birds need varied activities during avian flu lockdowns, new research shows.

      

      
        Scientists use AI to predict a wildfire's next move
        Researchers have developed a new model that combines generative AI and satellite data to accurately forecast wildfire spread.

      

      
        Chimpanzees gesture back and forth quickly like in human conversations
        When people are having a conversation, they rapidly take turns speaking and sometimes even interrupt. Now, researchers who have collected the largest ever dataset of chimpanzee 'conversations' have found that they communicate back and forth using gestures following the same rapid-fire pattern.

      

      
        Deep-ocean floor produces its own oxygen
        An international team of researchers has discovered that metallic minerals on the deep-ocean floor produce oxygen -- 13,000 feet below the surface. Discovery challenges long-held assumptions that only photosynthetic organisms generate Earth's oxygen. Minerals at the abyssal seafloor appear to act like geobatteries to produce oxygen in a process that does not require sunlight.

      

      
        Life signs could survive near surfaces of Enceladus and Europa
        Europa and Enceladus, icy moons of Jupiter and Saturn respectively, have evidence of oceans beneath their crusts. A NASA experiment suggests -- if these oceans support life -- signatures of that life in the form of organic molecules (like amino acids and nucleic acids) could survive just under the surface ice despite the harsh, ionizing radiation on these worlds. If robotic landers were to go to these moons to look for life signs, they would not have to dig very deep to find amino acids that have...

      

      
        Waste Styrofoam can now be converted into  polymers for electronics
        A new study describes a chemical reaction that can convert Styrofoam into a high-value conducting polymer known as PEDOT:PSS. Researchers also noted that the upgraded plastic waste can be successfully incorporated into functional electronic devices, including silicon-based hybrid solar cells and organic electrochemical transistors.

      

      
        New snake discovery rewrites history, points to North America's role in snake evolution
        A new species of fossil snake unearthed in Wyoming is rewriting our understanding of snake evolution. The discovery, based on four remarkably well-preserved specimens found curled together in a burrow, reveals a new species named Hibernophis breithaupti. This snake lived in North America 34 million years ago and sheds light on the origin and diversification of boas and pythons.

      

      
        Good timing: Study unravels how our brains track time
        Ever hear the old adage that time flies when you're having fun? A new study suggests that there's a lot of truth to the trope.
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New groups of methane-producing organisms in Yellowstone | ScienceDaily
A team of scientists from Montana State University has provided the first experimental evidence that two new groups of microbes thriving in thermal features in Yellowstone National Park produce methane -- a discovery that could one day contribute to the development of methods to mitigate climate change and provide insight into potential life elsewhere in our solar system.


						
The journal Nature this week published the findings from the laboratory of Roland Hatzenpichler, associate professor in MSU's Department of Chemistry and Biochemistry in the College of Letters and Science and associate director of the university's Thermal Biology Institute. The two scientific papers describe the MSU researchers' verification of the first known examples of single-celled organisms that produce methane to exist outside the lineage Euryarchaeota, which is part of the larger branch of the tree of life called Archaea.

Alison Harmon, MSU's vice president for research and economic development, said she is excited that the findings with such far-reaching potential impact are receiving the attention they deserve.

"It's a significant achievement for Montana State University to have not one but two papers published in one of the world's leading scientific journals," Harmon said.

The methane-producing single-celled organisms are called methanogens. While humans and other animals eat food, breathe oxygen and exhale carbon dioxide to survive, methanogens eat small molecules like carbon dioxide or methanol and exhale methane. Most methanogens are strict anaerobes, meaning they cannot survive in the presence of oxygen.

Scientists have known since the 1930s that many anaerobic organisms within the archaea are methanogens, and for decades they believed that all methanogens were in a single phylum: the Euryarchaeota.

But about 10 years ago, microbes with genes for methanogenesis began to be discovered in other phyla, including one called Thermoproteota. That phylum contains two microbial groups called Methanomethylicia and Methanodesulfokora.




"All we knew about these organisms was their DNA," Hatzenpichler said. "No one had ever seen a cell of these supposed methanogens; no one knew if they actually used their methanogenesis genes or if they were growing by some other means.

Hatzenpichler and his researchers set out to test whether the organisms were living by methanogenesis, basing their work on the results of a study published last year by one of his former graduate students at MSU, Mackenzie Lynes.

Samples were harvested from sediments in Yellowstone National Park hot springs ranging in temperature from 141 to 161 degrees Fahrenheit (61-72 degrees Celsius).

Through what Hatzenpichler described as "painstaking work," MSU doctoral student Anthony Kohtz and postdoctoral researcher Viola Krukenberg grew the Yellowstone microbes in the lab. The microbes not only survived but thrived -- and they produced methane. The team then worked to characterize the biology of the new microbes, involving staff scientist Zackary Jay and others at ETH Zurich.

At the same time, a research group led by Lei Cheng from China's Biogas Institute of the Ministry of Agriculture and Rural Affairs and Diana Sousa from Wageningen University in the Netherlands successfully grew another one of these novel methanogens, a project they had worked on for six years.

"Until our studies, no experimental work had been done on these microbes, aside from DNA sequencing," said Hatzenpichler.




He said Cheng and Sousa offered to submit the studies together for publication, and Cheng's paper reporting the isolation of another member of Methanomethylicia was published jointly with the two Hatzenpichler lab studies.

While one of the newly identified group of methanogens, Methanodesulfokora, seems to be confined to hot springs and deep-sea hydrothermal vents, Methanomethylicia, are widespread, Hatzenpichler said. They are sometimes found in wastewater treatment plants and the digestive tracts of ruminant animals, and in marine sediments, soils and wetlands. Hatzenpichler said that's significant because methanogens produce 70% of the world's methane, a gas 28 times more potent than carbon dioxide in trapping heat in the atmosphere, according to the U.S. Environmental Protection Agency.

"Methane levels are increasing at a much higher rate than carbon dioxide, and humans are pumping methane at a higher rate into the atmosphere than ever before," he said.

Hatzenpichler said that while the experiments answered an important question, they generated many more that will fuel future work. For example, scientists don't yet know whether Methanomethylicia that live in non-extreme environments rely on methanogenesis to grow or if they grow by other means.

"My best bet is that they sometimes grow by making methane, and sometimes they do something else entirely, but we don't know when they grow, or how, or why." Hatzenpichler said. "We now need to find out when they contribute to methane cycling and when not."

Whereas most methanogens within the Euryarchaeota use CO2 or acetate to make methane, Methanomethylicia and Methanodesulfokora use compounds such as methanol. This property could help scientists learn how to alter conditions in the different environments where they are found so that less methane is emitted into the atmosphere, Hatzenpichler said.

His lab will begin collaborating this fall with MSU's Bozeman Agricultural Research and Teaching Farm, which will provide samples for further research into the methanogens found in cattle. In addition, new graduate students joining Hatzenpichler's lab in the fall will determine whether the newly found archaea produce methane in wastewater, soils and wetlands.

Methanomethylicia also have a fascinating cell architecture, Hatzenpichler said. He collaborated with two scientists at ETH Zurich, Martin Pilhofer and graduate student Nickolai Petrosian, to show that the microbe forms previously unknown cell-to-cell tubes that connect two or three cells with each other.

"We have no idea why they are forming them. Structures like these have rarely been seen in microbes. Maybe they exchange DNA; maybe they exchange chemicals. We don't know yet," said Hatzenpichler.

The newly published research was funded by NASA's exobiology program. NASA is interested in methanogens because they may give insights into life on Earth more than 3 billion years ago and the potential for life on other planets and moons where methane has been detected, he said.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240724171548.htm



	
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Dark matter flies ahead of normal matter in mega galaxy cluster collision | ScienceDaily
Astronomers have untangled a messy collision between two massive clusters of galaxies in which the clusters' vast clouds of dark matter have decoupled from the so-called normal matter. The two clusters each contain thousands of galaxies and are located billions of light-years away from Earth. As they plowed through each other, the dark matter -- an invisible substance that feels the force of gravity but emits no light -- sped ahead of the normal matter. The new observations are the first to directly probe the decoupling of the dark and normal matter velocities.


						
Galaxy clusters are among the largest structures in the universe, glued together by the force of gravity. Only 15 percent of the mass in such clusters is normal matter, the same matter that makes up planets, people, and everything you see around you. Of this normal matter, the vast majority is hot gas, while the rest is stars and planets. The remaining 85 percent of the cluster mass is dark matter.

During the tussle that took place between the clusters, known collectivity as MACS J0018.5+1626, the individual galaxies themselves largely went unscathed because so much space exists between them. But when the enormous stores of gas between the galaxies (the normal matter) collided, the gas became turbulent and superheated. While all matter, including both normal matter and dark matter, interacts via gravity, the normal matter also interacts via electromagnetism, which slows it down during a collision. So, while the normal matter became bogged down, the pools of dark matter within each cluster sailed on through.

Think of a massive collision between multiple dump trucks carrying sand, suggests Emily Silich, lead author of a new study describing the findings in The Astrophysical Journal. "The dark matter is like the sand and flies ahead." Silich is a graduate student working with Jack Sayers, research professor of physics at Caltech and principal investigator of the study.

The discovery was made using data from the Caltech Submillimeter Observatory (which was recently removed from its site on Maunakea in Hawai'i and will be relocated to Chile), the W.M. Keck Observatory on Maunakea, NASA's Chandra X-ray Observatory, NASA's Hubble Space Telescope, the European Space Agency's now-retired Herschel Space Observatory and Planck observatory (whose affiliated NASA science centers were based at Caltech's IPAC), and the Atacama Submillimeter Telescope Experiment in Chile. Some of the observations were made decades ago, while the full analysis using all the datasets took place over the past couple of years.

Such decoupling of dark and normal matter has been seen before, most famously in the Bullet Cluster. In that collision, the hot gas can be seen clearly lagging behind the dark matter after the two galaxy clusters shot through each other. The situation that took place in MACS J0018.5+1626 (referred to subsequently as MACS J0018.5) is similar, but the orientation of the merger is rotated, roughly 90 degrees relative to that of the Bullet Cluster. In other words, one of the massive clusters in MACS J0018.5 is flying nearly straight toward Earth while the other one is rushing away. That orientation gave researchers a unique vantagepoint from which to, for the first time, map out the velocity of both the dark matter and normal matter and elucidate how they decouple from each other during a galaxy cluster collision.

"With the Bullet Cluster, it's like we are sitting in a grandstand watching a car race and are able to capture beautiful snapshots of the cars moving from left to right on the straightaway," says Sayers. "In our case, it's more like we are on the straightaway with a radar gun, standing in front of a car as it comes at us and are able to obtain its speed."

To measure the speed of the normal matter, or gas, in the cluster, researchers used an observational method known as the kinetic Sunyaev-Zel'dovich (SZ) effect. Sayers and his colleagues made the first observational detection of the kinetic SZ effect on an individual cosmic object, a galaxy cluster named MACS J0717, back in 2013, using data from CSO (the first SZ effect observations taken of MACS J0018.5 date back to 2006).




The kinetic SZ effect occurs when photons from the early universe, the cosmic microwave background (CMB), scatter off electrons in hot gas on their way toward us on Earth. The photons undergo a shift, called a Doppler shift, due to the motions of the electrons in the gas clouds along our line of sight. By measuring the change in brightness of the CMB due to this shift, researchers can determine the speed of gas clouds within galaxy clusters.

"The Sunyaev-Zeldovich effects were still a very new observational tool when Jack and I first turned a new camera at the CSO on galaxy clusters in 2006, and we had no idea there would be discoveries like this," says Sunil Golwala, professor of physics and Silich's faculty PhD advisor. "We look forward to a slew of new surprises when we put next-generation instruments on the telescope at its new home in Chile."

By 2019, the researchers had made these kinetic SZ measurements in several galaxy clusters, which told them the speed of the gas, or normal matter. They had also used Keck to learn the speed of the galaxies in the cluster, which told them by proxy the speed of the dark matter (because the dark matter and galaxies behave similarly during the collision). But at this stage in the research, the team had a limited understanding of the orientations of the clusters. They only knew that one of them, MACS J0018.5, showed signs of something strange going on -- the hot gas, or normal matter, was traveling in the opposite direction to the dark matter.

"We had this complete oddball with velocities in opposite directions, and at first we thought it could be a problem with our data. Even our colleagues who simulate galaxy clusters didn't know what was going on," Sayers says. "And then Emily got involved and untangled everything."

For part of her PhD thesis, Silich tackled the conundrum of MACS J0018.5. She turned to data from the Chandra X-ray Observatory to reveal the temperature and location of the gas in the clusters as well as the degree to which the gas was being shocked. "These cluster collisions are the most energetic phenomena since the Big Bang," Silich says. "Chandra measures the extreme temperatures of the gas and tells us about the age of the merger and how recently the clusters collided." The team also worked with Adi Zitrin of the Ben-Gurion University of the Negev in Israel to use Hubble data to map the dark matter using a method known as gravitational lensing.

Additionally, John ZuHone of the Center for Astrophysics at Harvard & Smithsonian helped the team simulate the cluster smashup. These simulations were used in combination with data from the various telescopes to ultimately determine the geometry and evolutionary stage of the cluster encounter. The scientists found that, prior to colliding, the clusters were moving toward each other at approximately 3000 kilometers/second, equal to roughly one percent of the speed of light. With a more complete picture of what was going on, the researchers were able to figure out why the dark matter and normal matter appeared to be traveling in opposite directions. Though the scientists say it's hard to visualize, the orientation of the collision, coupled with the fact that dark matter and normal matter had separated from each other, explains the oddball velocity measurements.




In the future, the researchers hope that more studies like this one will lead to new clues about the mysterious nature of dark matter. "This study is a starting point to more detailed studies into the nature of dark matter," Silich says. "We have a new type of direct probe that shows how dark matter behaves differently from normal matter."

Sayers, who recalls first collecting the CSO data on this object almost 20 years ago, says, "It took us a long time to put all the puzzle pieces together, but now we finally know what's going on. We hope this leads to a whole new way to study dark matter in clusters."

The study titled "ICM-SHOX. Paper I: Methodology overview and discovery of a gas-dark matter velocity decoupling in the MACS J0018.5+1626 merger," was funded by the National Science Foundation, the Wallace L. W. Sargent Graduate Fellowship at Caltech, the Chandra X-ray Center, the United States-Israel Binational Science Foundation, the Ministry of Science & Technology in Israel, the AtLAST (Atacama Large Aperture Submillimeter Telescope) project, and the Consejo Nacional de Humanidades Ciencias y Technologias.
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How Saharan dust regulates hurricane rainfall | ScienceDaily
Giant plumes of Sahara Desert dust that gust across the Atlantic can suppress hurricane formation over the ocean and affect weather in North America.


						
But thick dust plumes can also lead to heavier rainfall -- and potentially more destruction -- from landfalling storms, according to a July 24 study in Science Advances. The research shows a previously unknown relationship between hurricane rainfall and Saharan dust plumes.

"Surprisingly, the leading factor controlling hurricane precipitation is not, as traditionally thought, sea surface temperature or humidity in the atmosphere. Instead, it's Sahara dust," said the corresponding author Yuan Wang, an assistant professor of Earth system science at the Stanford Doerr School of Sustainability.

Previous studies have found that Saharan dust transport may decline dramatically in the coming decades and hurricane rainfall will likely increase due to human-caused climate change.

However, uncertainty remains around the questions of how climate change will affect outflows of dust from the Sahara and how much more rainfall we should expect from future hurricanes. Additional questions surround the complex relationships among Saharan dust, ocean temperatures, and hurricane formation, intensity, and precipitation. Filling in the gaps will be critical to anticipating and mitigating the impacts of climate change.

"Hurricanes are among the most destructive weather phenomena on Earth," said Wang. Even relatively weak hurricanes can produce heavy rains and flooding hundreds of miles inland. "For conventional weather predictions, especially hurricane predictions, I don't think dust has received sufficient attention to this point."

Competing effects

Dust can have competing effects on tropical cyclones, which are classified as hurricanes in the North Atlantic, central North Pacific, and eastern North Pacific when maximum sustained wind speeds reach 74 miles per hour or higher.




"A dust particle can make ice clouds form more efficiently in the core of the hurricane, which can produce more precipitation," Wang explained, referring to this effect as microphysical enhancement. Dust can also block solar radiation and cool sea surface temperatures around a storm's core, which weakens the tropical cyclone.

Wang and colleagues set out to first develop a machine learning model capable of predicting hurricane rainfall, and then identify the underlying mathematical and physical relationships.

The researchers used 19 years of meteorological data and hourly satellite precipitation observations to predict rainfall from individual hurricanes.

The results show a key predictor of rainfall is dust optical depth, a measure of how much light filters through a dusty plume. They revealed a boomerang-shaped relationship in which rainfall increases with dust optical depths between 0.03 and 0.06, and sharply decreases thereafter. In other words, at high concentrations, dust shifts from boosting to suppressing rainfall.

"Normally, when dust loading is low, the microphysical enhancement effect is more pronounced. If dust loading is high, it can more efficiently shield [the ocean] surface from sunlight, and what we call the 'radiative suppression effect' will be dominant," Wang said.

Additional authors are affiliated with Western Michigan University, Purdue University, University of Utah, and California Institute of Technology.
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Neuroscientists discover brain circuitry of placebo effect for pain relief | ScienceDaily
The placebo effect is very real. This we've known for decades, as seen in real-life observations and the best double-blinded randomized clinical trials researchers have devised for many diseases and conditions, especially pain. And yet, how and why the placebo effect occurs has remained a mystery. Now, neuroscientists have discovered a key piece of the placebo effect puzzle.


						
Publishing in Nature, researchers at the University of North Carolina School of Medicine- with colleagues from Stanford, the Howard Hughes Medical Institute, and the Allen Institute for Brain Science -- discovered a pain control pathway that links the cingulate cortex in the front of the brain, through the pons region of the brainstem, to cerebellum in the back of the brain.

The researchers, led by Greg Scherrer, PharmD, PhD, associate professor in the UNC Department of Cell Biology and Physiology, the UNC Neuroscience Center, and the UNC Department of Pharmacology, then showed that certain neurons and synapses along this pathway are highly activated when mice expect pain relief and experience pain relief, even when there is no medication involved.

"That neurons in our cerebral cortex communicate with the pons and cerebellum to adjust pain thresholds based on our expectations is both completely unexpected, given our previous understanding of the pain circuitry, and incredibly exciting," said Scherrer. "Our results do open the possibility of activating this pathway through other therapeutic means, such as drugs or neurostimulation methods to treat pain."

Scherrer and colleagues said research provides a new framework for investigating the brain pathways underlying other mind-body interactions and placebo effects beyond the ones involved in pain.

The Placebo Paradox

It is the human experience, in the face of pain, to want to feel better. As a result -- and in conjunction with millennia of evolution -- our brains can search for ways to help us feel better. It releases chemicals, which can be measured. Positive thinking and even prayer have been shown to benefit some patients. And the placebo effect -- feeling better even though there was no "real" treatment -- has been documented as a very real phenomenon for decades.




In clinical research, the placebo effect is often seen in what we call the "sham" treatment group. That is, individuals in this group receive a fake pill or intervention that is supposed to be inert; no one in the control group is supposed to see a benefit. Except that the brain is so powerful and individuals so desire to feel better that some experience a marked improvement in their symptoms. Some placebo effects are so strong that individuals are convinced they received a real treatment meant to help them.

In fact, it's thought that some individuals in the "actual" treatment group also derive benefit from the placebo effect. This is one of the reasons why clinical research of therapeutics is so difficult and demands as many volunteers as possible so scientists can parse the treatment benefit from the sham. One way to help scientists do this is to first understand what precisely is happening in the brain of someone experiencing the placebo effect.

Enter the Scherrer lab

The authors of the Nature paper knew that the scientific community's understanding of the biological underpinnings of pain relief through placebo analgesia -- when the positive expectation of pain relief is sufficient for patients to feel better -- came from human brain imaging studies, which showed activity in certain brain regions. Those imaging studies did not have enough precision to show what was actually happening in those brain regions. So Scherrer's team designed a set of meticulous, complementary, and time-consuming experiments to learn in more detail, with single nerve cell precision, what was happening in those regions.

First, the researchers created an assay that generates in mice the expectation of pain relief and then very real placebo effect of pain relief. Then the researchers used a series of experimental methods to study the intricacies of the anterior cingulate cortex (ACC), which had been previously associated with the pain placebo effect. While mice were experiencing the effect, the scientists used genetic tagging of neurons in the ACC, imaging of calcium in neurons of freely behaving mice, single-cell RNA sequencing techniques, electrophysiological recordings, and optogenetics -- the use of light and fluorescent-tagged genes to manipulate cells.

These experiments helped them see and study the intricate neurobiology of the placebo effect down to the brain circuits, neurons, and synapses throughout the brain.




The scientists found that when mice expected pain relief, the rostral anterior cingulate cortex neurons projected their signals to the pontine nucleus, which had no previously established function in pain or pain relief. And they found that expectation of pain relief boosted signals along this pathway.

"There is an extraordinary abundance of opioid receptors here, supporting a role in pain modulation," Scherrer said. "When we inhibited activity in this pathway, we realized we were disrupting placebo analgesia and decreasing pain thresholds. And then, in the absence of placebo conditioning, when we activated this pathway, we caused pain relief.

Lastly, the scientists found that Purkinje cells -- a distinct class of large branch-like cells of the cerebellum -- showed activity patterns similar to those of the ACC neurons during pain relief expectation. Scherrer and first author Chong Chen, MD, PhD, a postdoctoral research associate in the Scherrer lab, said that this is cellular-level evidence for the cerebellum's role in cognitive pain modulation.

"We all know we need better ways to treat chronic pain, particularly treatments without harmful side effects and addictive properties," Scherrer said. "We think our findings open the door to targeting this novel neural pain pathway to treat people in a different but potentially more effective way."

This project was supported by the National Institutes of Health grants R01NS106301 and R01DA05483, the New York Stem Cell Foundation, the Stanford School of Medicine Dean's Fellowship, seed funds from Biogen, the Stanford Mind, Brain, Computation and Technology Program, and the Vannevar Bush Faculty Fellowship 

Other authors of this paper at the time of this research are Jesse Niehaus, Karen Huang, Alexander Barnette, Adrien Tassou, Kimberly Ritola, and Adam Hantman at the UNC School of Medicine; Fatih Dinc, and Mark Schnitzer at Stanford/Howard Hughes Medical Institute; Andrew Shuster at Harvard; Lihua Wang and Andrew Lemire of the Howard Hughes Medical Institute Janelia Research Campus: Vilas Menon at Columbia; and Hongkui Zeng at the Allen Institute for Brain Science.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240724123119.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Researchers record images and data of a shark experiencing a boat strike | ScienceDaily
Hours after tagging an endangered basking shark off the coast of Ireland in April, researchers captured what they believe is the first ever video of a shark or any large marine animal being struck by a boat.


						
The data, collected by an activity measurement device similar to a FitBit and a connected camera, provided scientists a unique opportunity to learn more about the impact of vessel strikes on large marine animals, which is a rising concern around the globe, said Taylor Chapple, a shark researcher at Oregon State University's Hatfield Marine Science Center and lead author of the study.

"This is the first ever direct observation of a ship strike on any marine megafauna that we're aware of," Chapple said. "The shark was struck while feeding on the surface of the water and it immediately swam to the seafloor into deeper, offshore waters, a stark contrast to its behavior prior to the strike."

"Our findings demonstrate the risk and impact of vessel strikes and the need for measures to reduce this risk."

Researchers do not know whether the shark, a female about 7 meters long, eventually recovered from the strike. The tag was designed to release itself from the animal at a pre-determined time. About seven hours after the strike, the tag was released and later retrieved by researchers. The data showed the shark never resumed feeding or other normal behavior while it was being monitored, Chapple said.

The findings were just published in the journal Frontiers in Marine Science.

Basking sharks are the second largest known fish, frequently reaching more than 8 meters in length. They are listed as globally endangered by the International Union for Conservation of Nature, and Ireland is one of the only known locations worldwide where basking sharks continue to aggregate in large numbers.




They filter feed at the water's surface, similar to some whales, which makes them more susceptible to boat strikes. But unlike the whales, basking sharks often sink when killed, making it hard to gauge mortality rates, said Chapple, assistant professor in the Coastal Oregon Marine Experiment Station and Department of Fisheries, Wildlife, and Conservation Sciences in OSU's College of Agricultural Sciences.

Basking sharks in Ireland were protected under the country's Wildlife Act in 2022. Earlier this year, the Irish government announced the establishment of the nation's first National Marine Park, protecting 70,000 acres of land and sea on the coast of County Kerry where basking sharks frequent seasonally for feeding and potentially mating.

Shortly after the park's establishment, the researchers were conducting a previously planned study in the park boundaries to learn more about basking shark foraging behavior and how such behavior corresponds to environmental factors. As part of their research, they tagged the basking shark with a camera and activity monitor system while it was feeding.

After following the shark at a safe distance for a few hours, the researchers departed the area for the day. The tag was designed to record autonomously until its scheduled release, at which time the researchers located it and recovered the data.

Data from the tag revealed that for several hours following the tagging and tracking, the shark spent most of its time on the surface, continuing its normal feeding behavior, with an occasional dive. Then the shark attempted to make a quick, evasive movement, which was followed by the keel of a boat cutting across its back, just behind its dorsal fin. The shark tumbled through the water and immediately increased the frequency of its tailbeat as it headed to the seafloor.

Video from the camera showed visible damage to the shark's skin, paint marks and a red abrasion but no apparent bleeding or open wound. Vessel strikes are not always immediately lethal, but even non-lethal injuries can have short- and long-term consequences for the affected animal, the researchers noted.




"The fact that a shark we fitted our 'Fitbit' to was struck in this area within a few hours underlines just how vulnerable these animals are to boats and highlights the need for greater education in how to mitigate against such strikes," said co-author Nicholas Payne, an assistant professor at Trinity College Dublin's School of Natural Sciences. "Basking sharks filter feed at the surface, like some whales, and this behavior makes them similarly susceptible to strikes."

The incident highlights the need for additional research on the interactions between water users and basking sharks in the National Marine Park and other hotspots along the Irish coastline, said co-author Alexandra McInturf, a research associate in Chapple's Big Fish Lab at OSU and co-coordinator of the Irish Basking Shark Group.

"This research raises additional questions about whether and how often the sharks are actually occupying such habitats when they are not clearly visible at the surface," McInturf said. "Given that Ireland is one of the only locations globally where basking sharks are still observed persistently, addressing such questions will be critical to informing not only our ecological understanding of the basking shark, but also the conservation of this globally endangered species."

Additional coauthors are David Cade and Jeremy Goldbogen of the Hopkins Marine Station at Stanford University; and Nick Massett of the Irish Whale and Dolphin Group in County Kerry, Ireland.
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Komodo dragons have iron-coated teeth to rip apart their prey | ScienceDaily
Scientists have discovered that the serrated edges of Komodo dragons' teeth are tipped with iron.


						
Led by researchers from King's College London, the study gives new insight into how Komodo dragons keep their teeth razor-sharp and may provide clues to how dinosaurs like Tyrannosaurus rex killed and ate their prey.

Native to Indonesia, Komodo dragons are the largest living species of monitor lizard, averaging around 80kg. Deadly predators, Komodos have sharp, curved teeth similar to many carnivorous dinosaurs. They eat almost any kind of meat, from smaller reptiles and birds to deer, horses or water buffalo, pulling and tearing at their prey to rip flesh apart.

The researchers discovered that many reptiles have some iron in their teeth, but Komodo dragons have concentrated the iron along the cutting edges and tips of their teeth, staining them orange. Crocodiles and other monitor lizards, by comparison, have so little that the iron is often invisible.

To understand the chemical and structural make-up of Komodo dragon's teeth, scientists scoured museums for skulls and teeth of Komodo dragons and studied the teeth of Ganas, the 15-year-old Komodo dragon who had lived at ZSL conservation zoo, London Zoo.

Through advanced imaging and chemical analysis, the team was able to observe that the iron in Komodo dragons' enamel is concentrated into a thin coating on top of their tooth serrations and tips. This protective layer keeps the serrated edges of their teeth sharp and ready to be used at a moment's notice.

The research, published today in Nature Ecology & Evolution, leads to new questions and avenues for research into how extinct species such as dinosaurs lived and ate.




Dr Aaron LeBlanc, lecturer in Dental Biosciences at King's College London and the study's lead author said: "Komodo dragons have curved, serrated teeth to rip and tear their prey just like those of meat-eating dinosaurs. We want to use this similarity to learn more about how carnivorous dinosaurs might have ate and if they used iron in their teeth the same way as the Komodo dragon.

"Unfortunately, using the technology we have at the moment, we can't see whether fossilised dinosaur teeth had high levels of iron or not. We think that the chemical changes which take place during the fossilisation process obscure how much iron was present to start with.

"What we did find, though, was that larger meat-eating dinosaurs, like tyrannosaurs, did change the structure of the enamel itself on the cutting edges of their teeth. So, while Komodo dragons have altered the chemistry of their teeth, some dinosaurs altered the structure of their dental enamel to maintain a sharp cutting edge.

"With further analysis of the Komodo teeth we may be able to find other markers in the iron coating that aren't changed during fossilisation. With markers like that we would know with certainty whether dinosaurs also had iron-coated teeth and have a greater understanding of these ferocious predators."

Dr Benjamin Tapley, Curator of Reptiles and Amphibians at ZSL and co-author on the study said: "As the world's largest lizards, Komodo dragons are inarguably impressive animals. Having worked with them for 12 years at London Zoo, I continue to be fascinated by them and these findings further emphasise just how incredible they are.

"Komodo dragons are sadly endangered, so in addition to strengthening our understanding of how iconic dinosaurs might have lived, this discovery also helps us build a deeper understanding of these amazing reptiles as we work to protect them."
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Nanoscale device simultaneously steers and shifts frequency of optical light, pointing the way to future wireless communication channels | ScienceDaily
It is a scene many of us are familiar with: You're working on your laptop at the local coffee shop with maybe a half dozen other laptop users -- each of you is trying to load websites or stream high-definition videos, and all are craving more bandwidth. Now imagine that each of you had a dedicated wireless channel for communication that was hundreds of times faster than the Wi-Fi we use today, with hundreds of times more bandwidth. That dream may not be far off thanks to the development of metasurfaces -- tiny engineered sheets that can reflect and otherwise direct light in desired ways.


						
In a paper published today in the journal Nature Nanotechnology, a team of Caltech engineers reports building such a metasurface patterned with miniscule tunable antennas capable of reflecting an incoming beam of optical light to create many sidebands, or channels, of different optical frequencies.

"With these metasurfaces, we've been able to show that one beam of light comes in, and multiple beams of light go out, each with different optical frequencies and going in different directions," says Harry Atwater, the Otis Booth Leadership Chair of the Division of Engineering and Applied Science, the Howard Hughes Professor of Applied Physics and Materials Science, and senior author on the new paper. "It's acting like an entire array of communication channels. And we've found a way to do this for free-space signals rather than signals carried on an optical fiber."

The work points to a promising route for the development of not only a new type of wireless communication channel but also potentially new range-finding technologies and even a novel way to relay larger amounts of data to and from space.

Going beyond conventional optical elements

Co-lead author on the new paper Prachi Thureja, a graduate student in Atwater's group, says to understand their work, first consider the word "metasurface." The root, "meta," comes from a Greek prefix meaning "beyond." Metasurfaces are designed to go beyond what we can do with conventional bulky optical elements, such as camera or microscope lenses. The multilayer transistor-like devices are engineered with a carefully selected pattern of nanoscale antennas that can reflect, scatter, or otherwise control light. These flat devices can focus light, in the style of a lens, or reflect it, like a mirror, by strategically designing an array of nanoscale elements that modify the way that light responds.

Much previous work with metasurfaces has focused on creating passive devices that have a single light-directing functionality that is fixed in time. In contrast, Atwater's group focuses on what are known as active metasurfaces. "Now we can apply an external stimulus, such as an array of different voltages, to these devices and tune between different passive functionalities," says Jared Sisler, also a graduate student in Atwater's lab and co-lead author on the paper.




In the latest work, the team describes what they call a space-time metasurface that can reflect light in specific directions and also at particular frequencies (a function of time, since frequency is defined as the number of waves that pass a point per second). This metasurface device, the core of which is just 120 microns wide and 120 microns long, operates in reflection mode at optical frequencies typically used for telecommunications, specifically at 1,530 nanometers. This is thousands of times higher than radio frequencies, which means there is much more available bandwidth.

At radio frequencies, electronics can easily steer a beam of light in different directions. This is routinely accomplished by the radar navigation devices used on airplanes. But there are currently no electronic devices that can do this at the much higher optical frequencies. Therefore, the researchers had to try something different, which was to change the properties of the antennas themselves.

Sisler and Thureja created their metasurface to consist of gold antennas, with an underlying electrically tunable semiconductor layer of indium tin oxide. By applying a known voltage profile across the device, they can locally modulate the density of electrons in the semiconductor layer below each antenna, changing its refractive index (the material's light-bending ability). "By having the spatial configuration of different voltages across the device, we can then redirect the reflected light at specified angles in real time without the need to swap out any bulky components," Thureja says.

"We have an incident laser hitting our metasurface at a certain frequency, and we modulate the antennas in time with a high-frequency voltage signal. This generates multiple new frequencies, or sidebands, that are carried by the incident laser light and can be used as high-data-rate channels for sending information. On top of this, we still have spatial control, meaning we can choose where each channel goes in space," explains Sisler. "We are generating frequencies and steering them in space. That's the space-time component of this metasurface."

Looking toward the future

Beyond demonstrating that such a metasurface is capable of splitting and redirecting light at optical frequencies in free space (rather than in optical fibers), the team says the work points to several possible applications. These metasurfaces could be useful in LiDAR applications, the light equivalent of radar, where light is used to capture the depth information from a three-dimensional scene. The ultimate dream is to develop a "universal metasurface" that would create multiple optical channels, each carrying information in different directions in free space.

"If optical metasurfaces become a realizable technology that proliferates, a decade from now you'll be able to sit in a Starbucks with a bunch of other people on their laptops and instead of each person getting a radio frequency Wi-Fi signal, they will get their own high-fidelity light beam signal," says Atwater, who is also the director of the Liquid Sunlight Alliance at Caltech. "One metasurface will be able to beam a different frequency to each person."

The group is collaborating with the Optical Communications Laboratory at JPL, which is working on using optical frequencies rather than radio frequency waves for communicating with space missions because this would enable the ability to send much more data at higher frequencies. "These devices would be perfect for what they're doing," says Sisler.

The new paper, "Electrically tunable space-time metasurfaces at optical frequencies," appears in the July 24 issue of the journal Nature Nanotechnology. Additional authors on the paper include Meir Y. Grajower, a former postdoctoral scholar research associate in Atwater's group; Ruzan Sokhoyan, a nanophotonics research scientist at Caltech; and Ivy Huang, a former Summer Undergraduate Research Fellowship student in Atwater's group. The work was supported by the Air Force Office of Scientific Research Meta-Imaging, DARPA EXTREME MURI, the Natural Sciences and Engineering Research Council of Canada, and Meta Platforms, Inc.
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How Rembrandt combined special pigments for golden details of The Night Watch | ScienceDaily
Chemists at the Rijksmuseum and the University of Amsterdam (UvA) have for the first time established how Rembrandt applied special arsenic sulfide pigments to create a 'golden' paint. Using sophisticated spectroscopic techniques they were able to map the presence of pararealgar (yellow) and semi-amorphous pararealgar (orange/red) pigments in a striking detail of his famous work The Night Watch. Corroborated by study of related historical sources, they conclude that Rembrandt intentionally combined these particular arsenic sulfide pigments with other pigments to create the golden luster.


						
The discovery was published recently in research paper in the scientific journal Heritage Science, by Frederique Broers and Nouchka de Keyser, PhD candidates at the UvA's Van 't Hoff Institute for Molecular Sciences and researchers at the Rijksmuseum. They conclude that Rembrandt used the rather unusual combination of pigments to depict the golden threading in the doublet sleeves and embroidered buff coat worn by Lieutenant Willem van Ruytenburch. He is the right of the two central figures at the front of the shooting company tableau, accompanying Captain Frans Banninck Cocq.

Unusual pigments

The discovery of the arsenic sulfide pigments took place in the large-scale research project Operation Night Watch which started in 2019 and continues to deliver striking results. A full X-ray fluorescence (MA-XRF) scan of the painting had already revealed the presence of arsenic and sulfur in parts of Van Ruytenburch's clothing. It led the researchers to assume the presence of the well-known arsenic sulfide pigments orpiment (yellow) and realgar (red). A detailed study of two tiny paint samples taken from the painting showed otherwise. High-tech analysis combining light microscopy with micro-Raman spectroscopy, electron microscopy and X-ray powder diffraction revealed the presence of the more unusual arsenic sulfide components pararealgar (yellow) and semi-amorphous pararealgar (orange-red).

Cross section of paint sample SK-C-5_017 as seen through a light microscope. It shows various crystals of yellow, orange and red pigments of which the precise composition was established using a combination of electron microscopy, Raman spectroscopy, and X-ray powder diffraction. Image courtesy of the Rijksmuseum.

Deliberate use

The presence of pararealgar in historical paintings is often explained by the ageing of realgar. However, because pararealgar is homogeneously distributed with the semi-amorphous pararealgar, and the paint looks unaltered, the researchers arrive at a different explanation. They argue that Rembrandt deliberately chose to use these pigments in his effort to imitate the golden details of Van Ruytenburch's clothing. Heating yellow pararealgar pigment results in formation of the reddish semi-amorphous pararealgar. This was then combined with lead-tin yellow and vermilion (red mercury sulfide) pigments to create the golden luster.

This chemical explanation was supported by a comprehensive review of historical sources reporting on the use of arsenic sulfide pigments. It seems that in seventeenth-century Amsterdam a broader range of arsenic pigments were available than previously thought. These probably arrived through known trade routes from Germany/Austria and Venice to Amsterdam. This is further supported by the reported use of a very similar mixture of pigments by Willem Kalf (1619-1693), a contemporary of Rembrandt in Amsterdam. The researchers therefore conclude that Rembrandt intentionally used pararealgar and semi-amorphous pararealgar, together with lead-tin yellow and vermilion, to create the special orange-'golden' paint.
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Scientists assess how large dinosaurs could really get | ScienceDaily

The researchers assert that the huge sizes attained by many dinosaurs make them a source of endless fascination, raising the question as to how these animals evolved to be so big. There are perennial claims and counter-claims about which dinosaur species was the largest of its group or even the largest ever.

Most dinosaur species are known from only one or a handful of specimens, so it's extraordinarily unlikely that their size ranges will include the largest individuals that ever existed. The question remains: how big were the largest individuals, and are we likely to find them?

To address this question, Mallon and Hone used computer modelling to assess a population of T. rex. They factored in variables such as population size, growth rate, lifespan, the incompleteness of the fossil record, and more.

T. rex was chosen for the model because it is a familiar dinosaur for which many of these details are already well estimated. Body-size variance at adulthood, which is still poorly known in T. rex, was modelled with and without sex differences, and is based on examples of living alligators, chosen for their large size and close kinship with the dinosaurs.

The palaeontologists found that the largest known T. rex fossils probably fall in the 99th percentile, representing the top 1% of body size, but to find an animal in the top 99.99% (a one-in-ten-thousand individual) scientists would need to excavate fossils at the current rate for another 1,000 years.

The computer models suggest that the largest individual that could have existed (one in 2.5 billion animals) may have been 70% more massive than the current largest-known T. rex specimens (an estimated 15 tonnes vs 8.8 tonnes) and 25% longer (15 metres vs 12 metres).




The values are estimates based on the model, but patterns of discovery of giants of modern species tell us there must have been larger dinosaurs out there that have not yet been found. "Some isolated bones and pieces certainly hint at still larger individuals than for which we currently have skeletons," says Hone.

This study adds to the debates about the largest fossil animals. Many of the largest dinosaurs in various groups are known from a single good specimen, so it's impossible to know if that one animal was a big or small example of the species. An apparently large species might be based on a single giant individual, and a small species based on a particularly tiny individual -- neither of which reflect the average size of their respective species.

The chances that palaeontologists will find the largest ever individuals for a given species are incredibly small. So, despite the giant skeletons that can be seen in museums around the world, the very largest individuals of these species were likely even larger than those on display.

Dr. Jordan Mallon, from the Canadian Museum of Nature, said: "Our study suggests that, for big fossil animals like T. rex, we really have no idea from the fossil record about the absolute sizes they might have reached. It's fun to think about a 15 tonne T. rex, but the implications are also interesting from a biomechanical or ecological perspective."
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Whale shark tracked for record-breaking four years | ScienceDaily
A team of researchers at the University of Rhode Island and Nova Southeastern University in Florida have been tracking a 26-foot endangered whale shark -- named "Rio Lady" -- with a satellite transmitter for more than four years -- a record for whale sharks and one of the longest tracking endeavors for any species of shark.


						
Whale sharks, which live from 80 to 130 years, are the world's largest fish and third largest creature in the ocean -- behind blue and fin whales. The size of a small school bus, they inhabit tropical oceans and swim slowly near the surface, with their mouths wide open, scooping up whatever's in their path -- small fish, fish eggs, and plankton. Annually, they need to travel about 5,000 miles to find enough food to survive. Whale shark populations worldwide have declined, primarily as a result of interactions with humans, to the point where they are now listed on the International Union for Conservation of Nature Red List as Globally Endangered.

Researchers at URI and Nova Southeastern tracked Rio Lady for about 27,000 miles over nearly 1,700 days between 2018 and 2023. Her journey took her through the Gulf of Mexico, the Caribbean and out into the Atlantic Ocean south of Bermuda. A study conducted by the researchers was published in the journal Marine and Freshwater Research, describing movement, migration and habitat use of Rio Lady.

"This was an amazing length of time to be able to track the movements of a wild animal," said lead author Daniel Daye, who graduated from URI in May 2023 with a master's degree in biological and environmental sciences. "Four years of data about the movements of even a single individual has allowed us to investigate whale sharks to an unprecedented degree and investigate questions that can't be answered with shorter tracks."

Rio Lady was tracked by satellite telemetry using a smart-position and temperature transmitter (SPOT) affixed to her dorsal fin. The tag provided location transmissions over four years of her life. Satellite telemetry has revolutionized the study of animal movement -- particularly with marine species -- allowing researchers to uncover long-term movement patterns and core areas for marine animals, the study says.

"As the biggest fish in the ocean, it is challenging to follow the movements of whale sharks over long periods of time," said Brad Wetherbee, assistant professor of biological sciences at URI and an expert on shark movement and migration, who consulted on the project. "But information on the movements of these endangered sharks is important for management of their populations."

A primary challenge in managing large marine species, such as the whale shark, said Daye, is that they are hard to follow. Whale sharks travel great distances and routinely dive deep, which makes studying the full extent of their habitat difficult.




"Since these sharks travel such great distances, it's important to identify when and where the sharks are located, along with what they are doing in each of these areas," said Daye. "This way management can take a more targeted approach so that effort isn't wasted on areas when sharks are using habitats elsewhere. While Rio Lady is only one shark, the extremely long lifespan of the SPOT tag has allowed us to start examining some of these questions in more detail regarding what sharks do on a year-to-year basis, rather than a single year."

Rio Lady was first tagged in 2007 with a pop-up satellite archival transmitter affixed to her near the Isla Mujeres, in waters off Cancun, Mexico, that are frequented by hundreds of whale sharks annually from July through August. She was tracked for 150 days before her transmitter popped off. She was re-tagged in August 2018 in the same area by Rafael de la Parra, executive director of Ch'ooj Ajauil AC, an ocean conservation organization in Mexico. De la Parra also collaborated on the study.

During the study, Rio Lady was detected by satellite over 1,687 days -- Aug. 30, 2018 to April 12, 2023. For a period of about 1,085 days -- Aug. 30, 2018 to Aug. 18, 2021 -- 1,354 locations were recorded at relatively frequent intervals. In that time, she traveled about 27,000 miles, covering about 25 miles a day.

Researchers found that Rio Lady occupied three distinct regions in the Gulf of Mexico and timing of when these areas were used was pretty consistent, Daye said. Between July and August, she consistently returned to the waters near Isla Mujeres. In the area known as the Afuera, hundreds of whale sharks aggregate for the largest gathering worldwide -- dining on an endless fish egg "buffet," said Daye.

After leaving the Afuera area, few detections were received during autumn and winter each year of the study. Rio Lady was believed to travel south into the Caribbean Sea, as far as Colombia for two of the years, before returning to the Gulf of Mexico early in the year. Researchers believe Rio Lady's seasonal migration may be typical for whale sharks that aggregate off the Isla Mujeres in the summer.

"This unprecedented track of Rio Lady sheds new light on long-term consistency of movements and illustrates the type of information that this technology can generate," said Mahmood Shivji, professor of biological sciences at Nova Southeastern University, who collaborated on the study.

Rio Lady's continued journey can be followed on the Guy Harvey Research Institute tracking website, click on project 21.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240724123025.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



New study supports stable mantle chemistry dating back to Earth's early geologic history and over its prodigious evolution | ScienceDaily
A new analysis of rocks thought to be at least 2.5 billion years old by researchers at the Smithsonian's National Museum of Natural History helps clarify the chemical history of Earth's mantle -- the geologic layer beneath the planet's crust. The findings hone scientists' understanding of Earth's earliest geologic processes, and they provide new evidence in a decades-long scientific debate about the geologic history of Earth. Specifically, the results provide evidence that the oxidation state of the vast majority of Earth's mantle has remained stable through geologic time and has not undergone major transitions, contrary to what has been suggested previously by other researchers.


						
"This study tells us more about how this special place in which we live came to be the way it is, with its unique surface and interior that have allowed life and liquid water to exist," said Elizabeth Cottrell, chair of the museum's department of mineral sciences, curator of the National Rock Collection and co-author of the study. "It's part of our story as humans because our origins all trace back to how Earth formed and how it has evolved."

The study, published today in the journal Nature, centered on a group of rocks collected from the seafloor that possessed unusual geochemical properties. Namely, the rocks show evidence of having melted to an extreme degree with very low levels of oxidation; oxidation is when an atom or molecule loses one or more electrons in a chemical reaction. With the help of additional analyses and modeling, the researchers used the unique properties of these rocks to show that they likely date back to at least 2.5 billion years ago during the Archean Eon. Further, the findings show that the Earth's mantle has overall retained a stable oxidation state since these rocks formed, in contrast to what other geologists have previously theorized.

"The ancient rocks we studied are 10,000 times less oxidized than typical modern mantle rocks, and we present evidence that this is because they melted deep in the Earth during the Archean, when the mantle was much hotter than it is today," Cottrell said. "Other researchers have tried to explain the higher oxidation levels seen in rocks from today's mantle by suggesting that an oxidation event or change has taken place between the Archean and today. Our evidence suggests that the difference in oxidation levels can simply be explained by the fact that Earth's mantle has cooled over billions of years and is no longer hot enough to produce rocks with such low oxidation levels."

The research team -- including lead study author Suzanne Birner who completed a pre-doctoral fellowship at the National Museum of Natural History and is now an assistant professor at Berea College in Kentucky -- began their investigation to understand the relationship between Earth's solid mantle and modern seafloor volcanic rocks. The researchers started by studying a group of rocks that were dredged from the seafloor at two oceanic ridges where tectonic plates are spreading apart and the mantle is churning up to the surface and producing new crust.

The two places the studied rocks were collected from, the Gakkel Ridge near the North Pole and the Southwest Indian Ridge between Africa and Antarctica, are two of the slowest-spreading tectonic plate boundaries in the world. The slow pace of the spreading at these ocean ridges means that they are relatively quiet, volcanically speaking, compared to faster spreading ridges that are peppered with volcanoes such as the East Pacific Rise. This means that rocks collected from these slow-spreading ridges are more likely to be samples of the mantle itself.

When the team analyzed the mantle rocks they collected from these two ridges, they discovered they had strange chemical properties in common. First, the rocks had been melted to a much greater extent than is typical of Earth's mantle today. Second, the rocks were much less oxidized than most other samples of Earth's mantle.




To achieve such a high degree of melting, the researchers reasoned that the rocks must have melted deep in the Earth at very high temperatures. The only period of Earth's geologic history known to include such high temperatures was between 2.5 and 4 billion years ago during the Archean Eon. Consequently, the researchers inferred that these mantle rocks may have melted during the Archean, when the inside of the planet was 360-540 degrees Fahrenheit (200-300 degrees Celsius) hotter than it is today.

Being so extremely melted would have protected these rocks from further melting that could have altered their chemical signature, allowing them to circulate in Earth's mantle for billions of years without significantly changing their chemistry.

"This fact alone doesn't prove anything," Cottrell said. "But it opens the door to these samples being genuine geologic time capsules from the Archean."

To explore the geochemical scenarios that might explain the low oxidation levels of the rocks collected at Gakkel Ridge and the Southwest Indian Ridge, the team applied multiple models to their measurements. The models revealed that the low oxidation levels they measured in their samples could have been caused by melting under extremely hot conditions deep in the Earth.

Both lines of evidence backed the interpretation that the rocks' atypical properties represented a chemical signature from having melted deep in the Earth during the Archean, when the mantle could produce extremely high temperatures.

Previously, some geologists have interpreted mantle rocks with low oxidation levels as evidence that the Archean Earth's mantle was less oxidized and that through some mechanism it has become more oxidized over time. Proposed oxidation mechanisms include a gradual increase in oxidation levels due to a loss of gasses to space, recycling of old seafloor by subduction and ongoing participation of Earth's core in mantle geochemistry. But, to date, proponents of this view have not coalesced around any one explanation.




Instead, the new findings support the view that the oxidation level of Earth's mantle has been largely steady for billions of years, and that the low oxidation seen in some samples of the mantle were created under geologic conditions the Earth can no longer produce because its mantle has since cooled. So, instead of some mechanism making Earth's mantle more oxidized over billions of years, the new study argues that the high temperatures of the Archean made parts of the mantle less oxidized. Because Earth's mantle has cooled since the Archean, it cannot produce rocks with super low oxidation levels anymore. Cottrell said the process of the planet's mantle cooling provides a much simpler explanation: Earth simply does not make rocks like it used to.

Cottrell and her collaborators are now seeking to better understand the geochemical processes that shaped the Archean mantle rocks from the Gakkel Ridge and the Southwest Indian Ridge by simulating in the lab the extremely high pressures and temperatures found in the Archean.

This research contributes to the museum's Our Unique Planet initiative. As a public-private research partnership, Our Unique Planet investigates what sets Earth apart from its cosmic neighbors by exploring the origins of the planet's oceans and continents, as well as how minerals may have served as templates for life.

In addition to Birner and Cottrell, Fred Davis of the University of Minnesota Duluth and Jessica Warren of the University of Delaware were co-authors of the study.

The research was supported by the Smithsonian and the National Science Foundation.
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Building a molecular brain map to understand Alzheimer's disease | ScienceDaily
Less than a decade ago, when Dr. Hansruedi Mathys launched an ambitious project to create an annotated library of all the gene readouts stored within 100 individual brain cells, the task felt daunting.


						
Now, with technological advances, Mathys successfully mapped out such 'transcriptomes' from not just 100, but from 1.3 million brain cortex cells from 48 individuals with and without Alzheimer's disease.

Mathys, who pioneered single-cell transcriptomic analysis on post-mortem human brain tissue during his postdoctoral training and is now an assistant professor of neurobiology at the University of Pittsburgh School of Medicine, says that the resulting atlas of the aging human brain holds molecular insights into the brain's vulnerability and resilience.

"I am extremely interested in understanding the phenomenon of cognitive resilience where, despite the characteristic signs of Alzheimer's tissue pathology, individuals display no cognitive impairment," Dr. Mathys said. "Our recent findings have made me more hopeful than ever that it might be possible to artificially induce such resilience in people who otherwise are susceptible to memory loss."

In the study, published this week in Nature, Mathys and his colleagues at the Massachusetts Institute of Technology analyzed transcriptomes of cells across six distinct brain regions that are often affected by Alzheimer's pathology. The resulting atlas, which is now available online to researchers worldwide, could be used as a tool for gene and molecular discovery across pathways affecting brain health.

By tracking how transcriptomic changes are linked to cognitive decline and Alzheimer's pathology, Mathys and his colleagues discovered that astrocytes -- one of the cell types that make up the brain tissue scaffold alongside maintaining a host of other crucial functions -- could be holding a key to cognitive resilience. Mathys' ongoing research, which resulted from the transcriptome mapping, aims to explore the functional significance of altering astrocyte metabolic pathways to affect cognitive function.

"There is still a lot to learn about Alzheimer's disease and the human brain," said Mathys. "This project is just the beginning."
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Trees reveal climate surprise -- bark removes methane from the atmosphere | ScienceDaily
Tree bark surfaces play an important role in removing methane gas from the atmosphere, according to a study published today (24 July) in Nature.


						
While trees have long been known to benefit climate by removing carbon dioxide from the atmosphere, this new research reveals a surprising additional climate benefit. Microbes hidden within tree bark can absorb methane -- a powerful greenhouse gas -- from the atmosphere.

An international team of researchers led by the University of Birmingham has shown for the first time that microbes living in bark or in the wood itself are removing atmospheric methane on a scale equal to or above that of soil. They calculate that this newly discovered process makes trees 10 per cent more beneficial for climate overall than previously thought.

Methane is responsible for around 30 per cent of global warming since pre-industrial times and emissions are currently rising faster than at any point since records began in the 1980s.

Although most methane is removed by processes in the atmosphere, soils are full of bacteria that absorb the gas and break it down for use as energy. Soil had been thought of as the only terrestrial sink for methane, but the researchers now show that trees may be as important, perhaps more so.

Lead researcher on the study, Professor Vincent Gauci of the University of Birmingham, said: "The main ways in which we consider the contribution of trees to the environment is through absorbing carbon dioxide through photosynthesis, and storing it as carbon. These results, however, show a remarkable new way in which trees provide a vital climate service.

"The Global Methane Pledge, launched in 2021 at the COP26 climate change summit aims to cut methane emissions by 30 per cent by the end of the decade. Our results suggest that planting more trees, and reducing deforestation surely must be important parts of any approach towards this goal."

In the study, the researchers investigated upland tropical, temperate and boreal forest trees. Specifically, they took measurements spanning tropical forests in the Amazon and Panama; temperate broadleaf trees in Wytham Woods, in Oxfordshire, UK; and boreal coniferous forest in Sweden. The methane absorption was strongest in the tropical forests, probably because microbes thrive in the warm wet conditions found there. On average the newly discovered methane absorption adds around 10% to the climate benefit that temperate and tropical trees provide.




By studying methane exchange between the atmosphere and the tree bark at multiple heights, they were able to show that while at soil level the trees were likely to emit a small amount of methane, from a couple of metres up the direction of exchange switches and methane from the atmosphere is consumed.

In addition, the team used laser scanning methods to quantify the overall global forest tree bark surface area, with preliminary calculations indicating that the total global contribution of trees is between 24.6-49.9 Tg (millions of tonnes) of methane. This fills a big gap in understanding the global sources and sinks of methane.

The tree shape analysis also shows that if all the bark of all the trees of the world were laid at flat, the area would be equal to the Earth's land surface. "Tree woody surfaces add a third dimension to the way life on Earth interacts with the atmosphere, and this third dimension is teeming with life, and with surprises," said co-author Yadvinder Malhi of the University of Oxford.

Professor Gauci and colleagues at Birmingham are now planning a new research programme to find out if deforestation has led to increased atmospheric methane concentrations. They also aim to understand more about the microbes themselves, the mechanisms used to take up the methane and will investigate if this atmospheric methane removal by trees can be enhanced.
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Images of nearest 'super-Jupiter' open a new window to exoplanet research | ScienceDaily
Using the James Webb Space Telescope (JWST), an MPIA-led team of astronomers imaged a new exoplanet that orbits a star in the nearby triple system Epsilon Indi. The planet is a cold super-Jupiter exhibiting a temperature of around 0 degrees Celsius and a wide orbit comparable to that of Neptune around the Sun. This measurement was only possible thanks to JWST's unprecedented imaging capabilities in the thermal infrared. It exemplifies the potential of finding many more such planets similar to Jupiter in mass, temperature, and orbit. Studying them will improve our knowledge of how gas giants form and evolve in time.


						
"We were excited when we realised we had imaged this new planet," said Elisabeth Matthews, a researcher at the Max Planck Institute for Astronomy in Heidelberg, Germany. She is the main author of the underlying research article published in the journal Nature. "To our surprise, the bright spot that appeared in our MIRI images did not match the position we were expecting for the planet," Matthews points out. "Previous studies had correctly identified a planet in this system but underestimated this super-Jupiter gas giant's mass and orbital separation." With the help of JWST, the team was able to set the record straight.

This detection is quite unusual in several aspects. It shows the first exoplanet imaged with JWST that had not already been imaged from the ground and is much colder than the gas planets JWST has studied so far. An 'image' means that the planet appears as a bright dot on the images and thus represents direct evidence. The transit and radial velocity methods are indirect evidence, as the planet only reveals itself through its mediated effect.

JWST observations update previous measurements

The planet revolves around the main component of the nearby triple star system Epsilon Indi, or Eps Ind for short. Astronomical labelling conventions assign the label Eps Ind A to that primary star, a red dwarf star a little smaller and cooler than the sun. To construct the planet's name, a "b" is appended, resulting in the designation Eps Ind Ab.

The new JWST data are consistent with a super-Jupiter having a mass six times that of Jupiter in the Solar System. Eps Ind Ab orbits its host star on an eccentric, elliptical orbit whose farthest separation from Eps Ind A should range between 20 and 40 astronomical units. One astronomical unit is the mean distance between Earth and the Sun, approximately 150 million kilometres. The new values differ considerably from earlier studies, which is why the team chose to call this a "new" planet.

Cool planets, hot science

Only a few cold gas-giant planets orbiting solar-age stars are known to date, and these have all been inferred indirectly from radial velocity measurements. By imaging and taking spectra of the planets, astronomers can study their atmospheres and trace the evolution of planetary systems compared to computational models. Studying planets in fully settled planetary systems helps tie up loose ends concerning the late stages of planetary evolution and refine our general understanding of planet formation and evolution.




The recent observations lead the way to finding many more of these cold gas-giant planets. These will allow astronomers to study a new class of exoplanets and compare them to the solar system gas giants.

How to detect cold gas planets

However, these planets are hard to find using the classical detection methods. Planets far from their host stars are typically very cold, unlike the hot Jupiters that circle their stars at separations of only a few stellar radii. Wide orbits are highly unlikely to be aligned along the line of sight to produce a transit signal. In addition, measuring their signals with the radial-velocity method is challenging when only a small section of the orbit can be monitored.

Earlier studies attempted to investigate a giant planet orbiting Eps Ind A using radial velocity measurements. However, extrapolating a small part of the orbit led to incorrect conclusions about the planet's properties. After all, Eps Ind Ab needs around 200 years to orbit its star. Observations over a few years are insufficient to determine the orbit with high precision.

Therefore, the team around Matthews devised a different approach. They wanted to take a picture of the known planet using a method commonly known as direct imaging. Since exoplanet host stars are so bright, they outshine any other nearby object. Regular cameras would be overwhelmed by the blinding starlight.

For this reason, the team employed JWST's MIRI (Mid-Infrared Instrument) camera equipped with a coronagraph. This light-blocking mask covers the star like an artificial eclipse. Another advantage is Eps Ind's proximity to Earth, which is only 12 light-years. The smaller the distance to the star, the larger the separation between two objects appears in an image, providing a better chance of mitigating the host star's interference. MIRI was the perfect choice because it observes in the thermal or mid-infrared, where cold objects shine brightly.




What do we know about Eps Ind Ab?

"We discovered a signal in our data that did not match the expected exoplanet," says Matthews. The point of light in the image was not in the predicted location. "But the planet still appeared to be a giant planet," adds Matthews. However, before being able to make such an assessment, the astronomers had to exclude the signal was coming from a background source unrelated to Eps Ind A.

"It is always hard to be certain, but from the data, it seemed quite unlikely the signal was coming from an extragalactic background source," explains Leindert Boogaard, another MPIA scientist and a co-author of the research article. Indeed, while browsing astronomical databases for other observations of Eps Ind, the team came across imaging data from 2019 obtained with the VISIR infrared camera attached to the European Southern Observatory's (ESO) Very Large Telescope (VLT). After re-analysing the images, the team found a faint object precisely at the position where it should be if the source imaged with JWST belonged to the star Eps Ind A.

The scientists also attempted to understand the exoplanet atmosphere based on the available images of the planet in three colours: two from JWST/MIRI and one from VLT/VISIR. Eps Ind Ab is fainter than expected at short wavelengths. This could indicate substantial amounts of heavy elements, particularly carbon, which builds molecules such as methane, carbon dioxide, and carbon monoxide, commonly found in gas-giant planets. Alternatively, it might indicate that the planet has a cloudy atmosphere. However, more work is needed to reach a final conclusion.

Plans and prospects

This work is only a first step towards characterising Eps Ind Ab. "Our next goal is to obtain spectra which provide us a detailed fingerprint of the planet's climatology and chemical composition," says Thomas Henning, Emeritus Director at MPIA, co-PI of the MIRI instrument, and a co-author of the underlying article.

"In the long run, we hope to also observe other nearby planetary systems to hunt for cold gas giants that may have escaped detection," says Matthews. "Such a survey would serve as the basis for a better understanding of how gas planets form and evolve."
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New study confirms mammal-to-mammal avian flu spread | ScienceDaily
A new Cornell University study provides evidence that a spillover of avian influenza from birds to dairy cattle across several U.S. states has now led to mammal-to-mammal transmission -- between cows and from cows to cats and a raccoon.


						
"This is one of the first times that we are seeing evidence of efficient and sustained mammalian-to-mammalian transmission of highly pathogenic avian influenza H5N1," said Diego Diel, associate professor of virology and director of the Virology Laboratory at the Animal Health Diagnostic Center in the College of Veterinary Medicine.

Diel is co-corresponding author of the study, "Spillover of Highly Pathogenic Avian Influenza H5N1 Virus to Dairy Cattle" published in Nature.

Whole genome sequencing of the virus did not reveal any mutations in the virus that would lead to enhanced transmissibility of H5N1 in humans, although the data clearly shows mammal-to-mammal transmission, which is concerning as the virus may adapt in mammals, Diel said.

So far, 11 human cases have been reported in the U.S., with the first dating back to April 2022, each with mild symptoms: four were linked to cattle farms and seven have been linked to poultry farms, including an outbreak of four cases reported in the last few weeks in Colorado. These recent patients fell ill with the same strain identified in the study as circulating in dairy cows, leading the researchers to suspect that the virus likely originated from dairy farms in the same county.

While the virus does have the ability to infect and replicate in people, the efficiency of those infections is low. "The concern is that potential mutations could arise that could lead adaptation to mammals, spillover into humans and potential efficient transmission in humans in the future," Diel said.

It is therefore critical to continue to monitor the virus in affected animals and also in any potential infected humans, Diel said. The U.S. Department of Agriculture has funded programs for H5N1 testing, at no cost to producers. Early testing, enhanced biosecurity and quarantines in the event of positive results, would be necessary to contain any further spread of the virus, according to Diel.




Infections from H5N1 were first detected in January 2022, and have resulted in the deaths of more than 100 million domestic birds and thousands of wild birds in the U.S. The Cornell AHDC's and Texas A&M Veterinary Medical Diagnostic Laboratory scientists were among the first to report detection of the virus to dairy cattle herds. The cows were likely infected by wild birds, leading to symptoms of reduced appetite, changes in fecal matter consistency, respiratory distress and abnormal milk with pronounced decrease in milk production.

The study shows a high tropism of the virus (capability to infect particular cells) for the mammary gland and high infectious viral loads shed in milk from affected animals.

Using whole genome sequencing of characterized viral strains, modeling and epidemiological information, the researchers' determined cases of cow to cow transmission when infected cows from Texas were moved to a farm with healthy cows in Ohio. Sequencing also showed that the virus was transmitted to cats, a raccoon and wild birds that were found dead on affected farms. The cats and raccoon most likely became ill from drinking raw milk from infected cows. Though it isn't known how the wild birds became infected, the researchers suspect it may have resulted from environmental contamination or aerosols kicked up during milking or cleaning of the milking parlors.

Kiril Dimitrov, assistant agency director for microbiology and research and development at the Texas A&M Veterinary Medical Diagnostic Laboratory, is also a co-corresponding author.

Co-first authors include Leonardo Caserta, assistant research professor and interim associate director of the Virology Laboratory at AHDC, and Elisha Frye, DVM '10, assistant professor of practice, both in the Department of Population Medicine and Diagnostic Sciences; and Salman Butt, a postdoctoral researcher in Diel's lab. Cornell co-authors include Melissa Laverack, Mohammed Nooruzzaman, Lina Covaleda, Brittany Cronk, Gavin Hitchener, John Beeby, Manigandan Lejeune and Francois Elvinger.

The study was funded by the AHDC, the Ohio Animal Disease and Diagnostic Laboratory, the Texas A&M Veterinary Medical Diagnostic Laboratory and the USDA.
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The unintended consequences of success against malaria | ScienceDaily
For decades, insecticide-treated bed nets and indoor insecticide spraying regimens have been important -- and widely successful -- treatments against mosquitoes that transmit malaria, a dangerous global disease. Yet these treatments also -- for a time -- suppressed undesirable household insects like bed bugs, cockroaches and flies.


						
Now, a new North Carolina State University study reviewing the academic literature on indoor pest control shows that as the household insects developed resistance to the insecticides targeting mosquitoes, the return of these bed bugs, cockroaches and flies into homes has led to community distrust and often abandonment of these treatments -- and to rising rates of malaria.

In short, the bed nets and insecticide treatments that were so effective in preventing mosquito bites -- and therefore malaria -- are increasingly viewed as the causes of household pest resurgence.

"These insecticide-treated bed nets were not intended to kill household pests like bed bugs, but they were really good at it," said Chris Hayes, an NC State Ph.D. student and co-corresponding author of a paper describing the work. "It's what people really liked, but the insecticides are not working as effectively on household pests anymore."

"Non-target effects are usually harmful, but in this case they were beneficial," said Coby Schal, Blanton J. Whitmire Distinguished Professor of Entomology at NC State and co-corresponding author of the paper.

"The value to people wasn't necessarily in reducing malaria, but was in killing other pests," Hayes added. "There's probably a link between use of these nets and widespread insecticide resistance in these house pests, at least in Africa."

The researchers add that other factors -- famine, war, the rural/city divide, and population displacement, for example -- also could contribute to rising rates of malaria.




To produce the review, Hayes combed through the academic literature to find research on indoor pests like bed bugs, cockroaches and fleas, as well as papers on malaria, bed nets, pesticides and indoor pest control. The search yielded more than 1,200 papers, which, after an exhaustive review process, was whittled down to a final count of 28 peer-reviewed papers fulfilling the necessary criteria.

One paper -- a 2022 survey of 1,000 households in Botswana -- found that while 58% were most concerned with mosquitoes in homes, more than 40% were most concerned with cockroaches and flies.

Hayes said a recent paper -- published after this NC State review was concluded -- showed that people blamed the presence of bed bugs on bed nets.

"There is some evidence that people stop using bed nets when they don't control pests," Hayes said.

The researchers say that all hope is not lost, though.

"There are, ideally, two routes," Schal said. "One would be a two-pronged approach with both mosquito treatment and a separate urban pest management treatment that targets pests. The other would be the discovery of new malaria-control tools that also target these household pests at the same time. For example, the bottom portion of a bed net could be a different chemistry that targets cockroaches and bed bugs.

"If you offer something in bed nets that suppresses pests, you might reduce the vilification of bed nets."

The study appears in Proceedings of the Royal Society B. The review was supported in part by the Blanton J. Whitmire Endowment at NC State, and grants from the U.S. Department of Housing and Urban Development Healthy Homes program (NCHHU0053-19), the Department of the Army, U.S. Army Contracting Command, Aberdeen Proving Ground, Natick Contracting Division, Ft. Detrick, Maryland (W911QY1910011), and the Triangle Center for Evolutionary Medicine (257367).
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Taco-shaped arthropod fossils gives new insights into the history of the first mandibulates | ScienceDaily
A new study, led by palaeontologists at the Royal Ontario Museum (ROM) is helping resolve the evolution and ecology of Odaraia, a taco-shaped marine animal that lived during the Cambrian period. Fossils collected by ROM reveal Odaraia had mandibles. Palaeontologists are finally able to place it as belonging to the mandibulates, ending its long enigmatic classification among the arthropods since it was first discovered in the Burgess Shale over 100 years ago and revealing more about early evolution and diversification. The study The Cambrian Odaraia alata and the colonization of nektonic suspension-feeding niches by early mandibulates was published in the journal Proceedings B.


						
The study authors were able to identify a pair of large appendages with grasping jagged edges near its mouth, clearly indicative of mandibles which are one of the key and distinctive features of the mandibulate group of animals. This suggests that Odaraia was one of the earliest known members of this group. The researchers made another stunning discovery, a detailed analysis of its more than 30 pairs of legs, found an intricate system of small and large spines. According to the authors, these spines could intertwine, capturing smaller prey as though a fishing net, suggesting how some of these first mandibulates left the sea floor and explored the water column, setting the seeds for their future ecological success.

"The head shield of Odaraia envelops practically half of its body including its legs, almost as if it were encased in a tube. Previous researchers had suggested this shape would have allowed Odaraia to gather its prey, but the capturing mechanism had eluded us, until now," says Alejandro Izquierdo-Lopez, lead author, who was based at ROM during this work as a PhD student at the University of Toronto. "Odaraia had been beautifully described in the 1980s, but given the limited number of fossils at that time and its bizarre shape, two important questions had remained unanswered: is it really a mandibulate? And what was it feeding on?"

At almost 20 cm in size, the authors explain that early mandibulates like Odaraia were part of a community of large animals that could have been able to migrate from the marine bottom-dwelling ecosystems characteristic of the Cambrian period to the upper layers of the water column. These types of communities could have enriched the water column and facilitated a transition towards more complex ecosystems.

Cambrian fossils record the major divergence of animal groups originating over 500 million years ago. This period saw the evolution of innumerable innovations, such as eyes, legs or shells, and the first diversification of many animal groups, including the mandibulates, one of the major groups of arthropods (animals with jointed limbs).

Mandibulates are an example of evolutionary success, representing over half of all current species on Earth. Today, mandibulates are everywhere: from sea-dwelling crabs to centipedes lurking in the undergrowth or bees flying across meadows, but their beginnings were more humble. During the Cambrian period, the first mandibulates were marine animals, most bearing distinct head shields or carapaces.

"The Burgess Shale has been a treasure trove of paleontological information," says Jean-Bernard Caron, Richard Ivey Curator at the Royal Ontario Museum, and co-author of the study. "Thanks to the work we have been doing at the ROM on amazing fossil animals such as Tokummia and Waptia, we already know a substantial amount about the early evolution of mandibulates. However, some other species had remained quite enigmatic, like Odaraia."

The Royal Ontario Museum holds the largest collections of Cambrian fossils from the world-renowned Burgess Shale of British Columbia. Burgess Shale fossils are exceptional, as they preserve structures, animals and ecosystems that under normal conditions would have decayed and completely disappeared from the fossil record. Mandibulates, though, are generally rare in the fossil record. Most fossils preserve only the hard parts of animals, such as skeletons or the mineralized cuticles of the well-known trilobites, structures that mandibulates lack.

For over forty years Odaraia has been one of the most iconic animals of the Burgess Shale, with its distinctive taco-shaped carapace, its large head and eyes, and a tail that resembles a submarine's keel. The public can view specimens of Odaraia on display at the Willner Madge Gallery, Dawn of Life at the Royal Ontario Museum.
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Butterflies accumulate enough static electricity to attract pollen without contact | ScienceDaily
Butterflies and moths collect so much static electricity whilst in flight, that pollen grains from flowers can be pulled by static electricity across air gaps of several millimetres or centimetres.


						
The finding, published today in the Journal of the Royal Society Interface, suggests that this likely increases their efficiency and effectiveness as pollinators.

The University of Bristol team also observed that the amount of static electricity carried by butterflies and moths varies between different species, and that these variations correlate with differences in their ecology, such as whether they visit flowers, are from a tropical environment, or fly during the day or night. This is the first evidence to suggest that the amount of static electricity an animal accumulates is a trait that can be adaptive, and thus evolution can act upon it by natural selection.

Lead author Dr Sam England from Bristol's School of Biological Sciences, explained: "We already knew that many species of animal accumulate static electricity as they fly, most likely through friction with the air. There had also been suggestions that this static electricity might improve the ability of flower-visiting animals, like bees and hummingbirds, to pollinate, by attracting pollen using electrostatic attraction.

"However, it wasn't known whether this idea applied to the wider array of equally important pollinators, such as butterflies and moths. So, we set out to test this idea, and see if butterflies and moths also accumulate charge, and if so, whether this charge is enough to attract pollen from flowers onto their bodies."

Their study involved 269 butterflies and moths across 11 different species, native to five different continents and inhabiting multiple different ecological niches. They were then then able to compare between them and see if these ecological factors correlated with their charge, establishing if static charging is a trait that evolution can act upon.

Dr England added: "A clearer picture is developing of how the influence of static electricity in pollination may be very powerful and widespread.




"By establishing electrostatic charging as a trait upon which evolution can act, it opens up a great deal of questions about how and why natural selection might lead to animals benefiting or suffering from the amount of static electricity that they accumulate."

In terms of practical applications, this study opens the door to the possibility for technologies to artificially increase the electrostatic charges or pollinators or pollen, in order to improve pollination rates in natural and agricultural settings.

Dr England concluded: "We've discovered that butterflies and moths accumulate so much static electricity when flying, that pollen is literally pulled through the air towards them as they approach a flower.

"This means that they don't even need to touch flowers in order to pollinate them, making them very good at their jobs as pollinators, and highlighting just how important they might be to the functioning of our flowery ecosystems.

"For me personally, I would love to do a wider survey of as many different species of animal as possible, see how much static electricity they accumulate, and then look for any correlations with their ecology and lifestyle. Then we can really begin to understand how evolution and static electricity interact!"
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Drawing water from dry air | ScienceDaily
Earth's atmosphere holds an ocean of water, enough liquid to fill Utah's Great Salt Lake 800 times.


						
Extracting some of that moisture is seen as a potential way to provide clean drinking water to billions of people globally who face chronic shortages.

Existing technologies for atmospheric water harvesting (AWH) are saddled with numerous downsides associated with size, cost and efficiency. But new research from University of Utah engineering researchers has yielded insights that could improve efficiencies and bring the world one step closer to tapping the air as a culinary water source in arid places.

The study unveils the first-of-its-kind compact rapid cycling fuel-fired AWH device. This two-step prototype relies on adsorbent materials that draw water molecules out of non-humid air, then applies heat to release those molecules into liquid form, according to Sameer Rao, senior author of the study published Monday and an assistant professor of mechanical engineering.

"Hygroscopic materials intrinsically have affinity to water. They soak up water wherever you go. One of the best examples is the stuff inside diapers," said Rao, who happens to be the father of an infant son. "We work with a specific type of hygroscopic material called a metal organic framework."

Rao likened metal organic frameworks to Lego blocks, which can be rearranged to build all sorts of structures. It this case they are arranged to create a molecule ideal for gas separation.

"They can make it specific to adsorb water vapor from the air and nothing else. They're really selective," Rao said. Developed with graduate student Nathan Ortiz, the study's lead author, this prototype uses aluminum fumarate that was fashioned into panels that collect the water as air is drawn through.




"The water molecules themselves get trapped on the surfaces of our material, and that's a reversible process. And so instead of becoming ingrained into the material itself, it sits on the walls," Ortiz said. "What's special about these absorbent materials is they have just an immense amount of internal surface area. There's so many sites for water molecules to get stuck."

Just a gram of this material holds as much surface area as two football fields, according to Rao. So just a little material can capture a lot of water.

"All of this surface area is at the molecular scale," Rao said. "And that's awesome for us because we want to trap water vapor onto that surface area within the pores of this material."

Funding for the research came from the DEVCOM Soldier Center, a program run by the Department of Defense to facilitate technology transfer that supports Army modernization. The Army's interest in the project stems from the need to keep soldiers hydrated while operating in remote areas with few water sources.

"We specifically looked at this for defense applications so that soldiers have a small compact water generation unit and don't need to lug around a large canteen filled with water," Rao said. "This would literally produce water on demand."

Rao and Ortiz have filed for a preliminary patent based on the technology, which addresses non-military needs as well.




"As we were designing the system, I think we also had perspective of the broader water problem. It's not just a defense issue, it's very much a civilian issue," Rao said. "We think in terms water consumption of a household for drinking water per day. That's about 15 to 20 liters per day."

In this proof of concept, the prototype achieved its target of producing 5 liters of water per day per kilogram of adsorbent material. In a matter of three days in the field, this devise would outperform packing water, according to Ortiz.

In the device's second step, the water is precipitated into liquid by applying heat using a standard-issue Army camping stove. This works because of the exothermic nature of its water collecting process.

"As it collects water, it's releasing little bits of heat. And then to reverse that, we add heat," Ortiz said. "We just put a flame right under here, anything to get this temperature up. And then as we increase the temperature, we rapidly release the water molecules. Once we have a really humid airstream, that makes condensation at ambient temperature much easier."

Nascent technologies abound for atmospheric water harvesting, which is more easily accomplished when the air is humid, but none has resulted in equipment that can be put to practical use in arid environments. Ortiz believes his device can be the first, mainly because it is powered with energy-dense fuel like the white gasoline used in camping stoves.

The team decided against using photovoltaics.

"If you're reliant on solar panels, you're limited to daytime operation or you need batteries, which is just more weight. You keep stacking challenges. It just takes up so much space," Ortiz said. "This technology is superior in arid conditions, while refrigeration is best in high humidity."
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3D-printed microstructure forest facilitates solar steam generator desalination | ScienceDaily
Faced with the world's impending freshwater scarcity, a team of researchers in Singapore turned to solar steam generators (SSGs), which are emerging as a promising device for seawater desalination. Desalination can be a costly, energy-intensive solution to water scarcity. This renewable-powered approach mimics the natural water cycle by using the sun's energy to evaporate and isolate water. However, the technology is limited by the need to fabricate complex topologies to increase the surface area necessary to achieve high water evaporation efficiency.


						
To overcome this barrier, the team sought design inspiration from trees and harnessed the potential of 3D printing. In Applied Physics Reviews, the team presents a state-of-the-art technology for producing efficient SSGs for desalination and introduces a novel method for printing functional nanocomposites for multi-jet fusion (MJF).

"We created SSGs with exceptional photothermal performance and self-cleaning properties," said Kun Zhou, a professor of mechanical engineering at Nanyang Technological University. "Using a treelike porous structure significantly enhances water evaporation rates and ensures continuous operation by preventing salt accumulation -- its performance remains relatively stable even after prolonged testing."

The physics behind their approach involves light-to-thermal energy conversion, where the SSGs absorb solar energy, convert it to heat, and evaporate the water/seawater. The SSG's porous structure helps improve self-cleaning by removing accumulated salt to ensure sustained desalination performance.

"By using an effective photothermal fusing agent, MJF printing technology can rapidly create parts with intricate designs," he said. "To improve the photothermal conversion efficiency of fusing agents and printed parts, we developed a novel type of fusing agent derived from metal-organic frameworks."

Their SSGs were inspired by plant transpiration and are composed of miniature tree-shaped microstructures, forming an efficient, heat-distributing forest.

"Our bioinspired design increases the surface area of the SSG," said Zhou. "Using a treelike design increases the surface area of the SSG, which enhances the water transport and boosts evaporation efficiency."

One big surprise was the high rate of water evaporation observed in both simulated environments and field trials. The desalinated water consistently met standards for drinking water -- even after a long-time test.




"This demonstrates the practicality and efficiency of our approach," Zhou said. "And it can be quickly and easily mass-produced via MJF commercial printers."

The team's work shows significant potential for addressing freshwater scarcity.

"Our SSGs can be used in regions with limited access to freshwater to provide a sustainable and efficient desalination solution," said Zhou. "Beyond desalination, it can be adapted for other applications that require efficient solar energy conversion and water purification."
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Hunter-gatherers kept an 'orderly home' in the earliest known British dwelling | ScienceDaily
Archaeological evidence from the world-famous Mesolithic site of Star Carr in North Yorkshire has shown that hunter-gatherers likely kept an orderly home by creating 'zones' for particular domestic activities.


						
The research team from the University of York and the University of Newcastle, looked at microscopic evidence from the use of stone tools found inside three structures -- potentially cone-like in shape or domed -- dating to over 11,000 years ago at the Star Carr site.

They found that there was a range of activities that were likely to have taken place inside the 'home', including wood, bone, antler, plant, hide, meat and fish related work. The researchers then plotted out spatial patterns for these activities to pin-point where within the dwelling these activities might have occurred.

Dr Jess Bates, from the University of York's Department of Archaeology said: "We found that there were distinct areas for different types of activity, so the messy activity involving butchery, for example, was done in what appears to be a designated space, and separate to the 'cleaner' tasks such as crafting bone and wooden objects, tools or jewellery.

"This was surprising as hunter-gatherers are known for being very mobile, as they would have to travel out to find food, and yet they have a very organised approach to creating not just a house but a sense of home.

"This new work, on these very early forms of houses suggests, that these dwellings didn't just serve a practical purpose in the sense of having a shelter from the elements, but that certain social norms of a home were observed that are not massively dissimilar to how we organise our homes today."

Previous work has also shown that there is evidence that hunter-gatherers kept their dwellings clean, as well as orderly, with indications that sweeping of the inside of the structure took place.




Star Carr provides the earliest known evidence of British dwellings and some of the earliest forms of architecture. One of the structures found was believed to be shaped like a teepee and was constructed out of wood from felled trees, as well as coverings possibly made from plants, like reeds, or animal hides. There is still very little known about why hunter-gatherers would build such structures and continued to throughout the Mesolithic period.

Dr Bates said: "Not only do we now know that hunter-gatherers were constructing these dwellings, but they had a shared group understanding of how to organise tasks within them.

"In modern society we are very attached to our homes both physically and emotionally, but in the deep past communities were highly mobile so it is fascinating to see that despite this there is still this concept of keeping an orderly home space.

"This study shows that micro-scale analysis can be a really exciting way of getting at the details of these homes and what these spaces meant to those who lived there."

The research is published in the journal PLOS One.
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Astrophysicists uncover supermassive blackhole/dark matter connection in solving the 'final parsec problem' | ScienceDaily
Researchers have found a link between some of the largest and smallest objects in the cosmos: supermassive black holes and dark matter particles.


						
Their new calculations reveal that pairs of supermassive black holes (SMBHs) can merge into a single larger black hole because of previously overlooked behaviour of dark matter particles, proposing a solution to the longstanding "final parsec problem" in astronomy.

The research is described in Self-interacting dark matter solves the final parsec problem of supermassive black hole mergers published this month in the journal Physical Review Letters.

In 2023, astrophysicists announced the detection of a "hum" of gravitational waves permeating the universe. They hypothesized that this background signal emanated from millions of merging pairs of SMBHs each billions of times more massive than our Sun.

However, theoretical simulations showed that as pairs of these mammoth celestial objects spiral closer together, their approach stalls when they are roughly a parsec apart -- a distance of about three light years -- thereby preventing a merger.

Not only did this "final parsec problem" conflict with the theory that merging SMBHs were the source of the gravitational wave background, it was also at odds with the theory that SMBHs grow from the merger of less massive black holes.

"We show that including the previously overlooked effect of dark matter can help supermassive black holes overcome this final parsec of separation and coalesce," says paper co-author Gonzalo Alonso-Alvarez, a postdoctoral fellow in the Department of Physics at the University of Toronto and the Department of Physics and Trottier Space Institute at McGill University. "Our calculations explain how that can occur, in contrast to what was previously thought."

The paper's co-authors include Professor James Cline from McGill University and the CERN Theoretical Physics Department in Switzerland and Caitlyn Dewar, a master of science student in physics at McGill.




SMBHs are thought to lie in the centres of most galaxies and when two galaxies collide, the SMBHs fall into orbit around each other. As they revolve around each other, the gravitational pull of nearby stars tugs at them and slows them down. As a result, the SMBHs spiral inward toward a merger.

Previous merger models showed that when the SMBHs approached to within roughly a parsec, they begin to interact with the dark matter cloud or halo in which they are embedded. They indicated that the gravity of the spiraling SMBHs throws dark matter particles clear of the system and the resulting sparsity of dark matter means that energy is not drawn from the pair and their mutual orbits no longer shrink.

While those models dismissed the impact of dark matter on the SMBH's orbits, the new model from Alonso-Alvarez and his colleagues reveals that dark matter particles interact with each other in such a way that they are not dispersed. The density of the dark matter halo remains high enough that interactions between the particles and the SMBHs continue to degrade the SMBH's orbits, clearing a path to a merger.

"The possibility that dark matter particles interact with each other is an assumption that we made, an extra ingredient that not all dark matter models contain," says Alonso-Alvarez. "Our argument is that only models with that ingredient can solve the final parsec problem."

The background hum generated by these colossal cosmic collisions is made up of gravitational waves of much longer wavelength than those first detected in 2015 by astrophysicists operating the Laser Interferometer Gravitational-Wave Observatory (LIGO). Those gravitational waves were generated by the merger of two black holes, both some 30 times the mass of the Sun.

The background hum has been detected in recent years by scientists operating the Pulsar Timing Array. The array reveals gravitational waves by measuring minute variations in signals from pulsars, rapidly rotating neutron stars that emit strong radio pulses.




"A prediction of our proposal is that the spectrum of gravitational waves observed by pulsar timing arrays should be softened at low frequencies," says Cline. "The current data already hint at this behavior, and new data may be able to confirm it in the next few years."

In addition to providing insight into SBMH mergers and the gravitational wave background signal, the new result also provides a window into the nature of dark matter.

"Our work is a new way to help us understand the particle nature of dark matter," says Alonso-Alvarez. "We found that the evolution of black hole orbits is very sensitive to the microphysics of dark matter and that means we can use observations of supermassive black hole mergers to better understand these particles."

For example, the researchers found that the interactions between dark matter particles they modeled also explains the shapes of galactic dark matter halos.

"We found that the final parsec problem can only be solved if dark matter particles interact at a rate that can alter the distribution of dark matter on galactic scales," says Alonso-Alvarez. "This was unexpected since the physical scales at which the processes occur are three or more orders of magnitude apart. That's exciting."
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Converting captured carbon to fuel: Study assesses what's practical and what's not | ScienceDaily
The struggle to cut emissions is real.


						
Last year, the world emitted more than 37 billion metric tons of carbon dioxide, setting a new record high. As a result, sucking CO2 out of the atmosphere has become an increasingly popular idea. Governments worldwide are banking on this technology, called direct air capture, to help them achieve climate goals and avoid the worst consequences of climate change.

But despite more than a dozen direct air capture facilities being up and running around the globe already, the technology still faces major technological hurdles -- including its own high energy use.

In a study published May 1 in the journal ACS Energy Letters, researchers at the University of Colorado Boulder and collaborators revealed that a popular approach many engineers are exploring to reduce those energy costs would, in reality, fail. The team, including scientists at the National Renewable Energy Laboratory in Golden, Colorado and Delft University of Technology in the Netherlands, also proposed an alternative, more sustainable design for capturing CO2 and converting it to fuels.

"Ideally, we want to take CO2 out of the air and keep it out of the air," said first author Hussain Almajed, a Ph.D. student in the Department of Chemical and Biological Engineering. "However, some of this CO2 can be recycled into useful carbon-containing products, which is why researchers have proposed different ideas of how we can achieve that. Some of these ideas look very simple and elegant on paper, but researchers rarely check whether they are practical and economical in industrial settings."

Trapping the gas

One of the most common direct air capture approaches is to use air contactors, essentially huge fans that pull air into a chamber filled with a basic liquid. CO2 is acidic, so it naturally binds to and reacts with the solution to form harmless carbonate (the main ingredient in concrete) or bicarbonate (the ingredient in baking soda).




Stratos, one of the world's largest direct air capture facilities under construction in Texas, uses this approach.

Once CO2 is trapped in the carbonate or bicarbonate solutions, engineers must separate it out from the liquid so the liquid can return to the chamber to capture more CO2.

Meanwhile, the captured carbon can be converted into things like plastics, carbonated drinks and even -- with further processing -- fuel to power homes and potentially airplanes.

But there is a catch. To release the trapped CO2, companies need to heat the carbonate and bicarbonate solution to at least 900?C (1,652deg F), a temperature solar and wind energy is unable to achieve. This step is usually powered by burning fossil-based fuels like natural gas or pure methane.

"If we have to release CO2 in order to capture CO2, it defeats the whole purpose of carbon capture," said Wilson Smith, a professor in the Department of Chemical and Biological Engineering and a fellow of the Renewable and Sustainable Energy Institute at CU Boulder.

Close the loop

Researchers are actively looking for answers. One idea, commonly known as reactive capture, is to apply electricity to the carbonate and bicarbonate solutions, zapping the CO2 and basic liquid apart in the chamber. In theory, the recycled liquid can then capture more CO2, forming a closed-loop system.




"Reactive capture is now the buzzword in the field, and researchers proposed that it could help save energy and costs associated with carbon capture. But no one really assessed whether that's realistic under industrial conditions," Almajed said.

To do that, the team calculated the mass and energy outputs of the reactive capture units, based on given inputs, to understand how well the overall system would perform. They found that in an industrial setting, electricity would not be able to regenerate the basic liquid to re-capture more CO2 from the air.

In fact, after five cycles of carbon capture and regeneration, the basic liquid could barely pull any CO2 out of the air.

The team also suggested a tweak to the reactive capture process by adding a step called electrodialysis. The process splits additional water into acidic and basic ions, helping to maintain the basic liquid's ability to absorb more CO2. Electrodialysis can run on renewable electricity, making it a potentially sustainable way to turn captured CO2 into useful products.

More importantly, electrodialysis can release CO2 gas, which engineers can use to strengthen concrete.

"To me, turning CO2 into rocks has to be one of the leading solutions to keep it out of the air over long periods of time," Smith said. Concrete production is energy-intensive and responsible for 8% of global carbon emissions.

"This is solving multiple problems with one technology," he said.

The root of the problem

According to the Intergovernmental Panel on Climate Change (IPCC), a team of scientists convened by the United Nations, carbon dioxide removal "is required to achieve global and national targets of net zero CO2 and greenhouse gas emissions."

Across the world, more than 20 direct air capture plants are in operation with 130 more currently under construction.

But Smith stresses that while carbon capture may have its place, cutting emissions is still the most critical step needed to avoid the worst outcomes of climate change.

"Imagining Earth as a bathtub, with the running water from the faucet being CO2. The bathtub is getting full and becoming unlivable. Now, we have two options. We can use a little cup to scoop out the water, cup by cup, or we can turn the faucet off," Smith said.

"Cutting emissions has to be the priority."
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Breakthrough in skeletal muscle regeneration | ScienceDaily
Newly published research from the University of Houston College of Pharmacy identifies key mechanisms of skeletal muscle regeneration and growth of muscles following resistance exercise. It's a finding that opens the door to the development of targeted therapies for various muscle disorders, like Muscular Dystrophy, which affect millions of people worldwide.


						
When it comes to muscles and muscle disorders, the importance of a discovery like this cannot be overstated.

The muscle of muscles 

The very core function of life -- breathing -- is controlled by your skeletal muscles, as is regulation of whole-body metabolism and every movement you make:
In context 

Skeletal muscles are formed during embryonic development by the fusion of hundreds of specialized cells called myoblasts. Adult skeletal muscles maintain regenerative capacity, which is attributed to the presence of muscle stem cells, named satellite cells.

After injury, satellite cells undergo several rounds of proliferation followed by their differentiation into myoblasts. These myoblasts once again fuse with each other and to injured myofibers to accomplish muscle regeneration.

In many muscular disorders, this intrinsic capacity of muscles to regenerate is diminished resulting in the loss of muscle mass and function.




The science 

UH researchers found that Inositol-requiring enzyme 1, a key signaling protein, is essential for myoblast fusion during muscle formation and growth.

"During muscle regeneration, IRE1 augments the activity of X-box binding protein 1 which in turn stimulates the gene expression of multiple transmembrane proteins required for myoblast fusion," reports Ashok Kumar, Else and Philip Hargrove Endowed Professor of pharmacy in the Department of Pharmacological and Pharmaceutical Sciences at the UH College of Pharmacy, in EMBO Reports. 

According to researchers, increasing the levels of IRE1 or XBP1 in muscle stem cells outside the body, followed by their injection in patients' muscle tissues will improve muscle repair and reduce the severity of disease.

"We also found that augmenting the levels of IRE1a or XBP1 in myoblasts leads to the formation of myotubes (muscle cells) having an increased diameter," said Kumar.

That increase in diameter can be significant.

"Size is very important for muscle. Muscle grows only in size, not in number," said Aniket Joshi, a graduate student in Kumar's lab and first author on the article. "Muscular people have larger muscle cells. Larger muscles generally work better- can lift more weight, run and walk faster, and improve overall metabolism of the body and prevent various diseases, such as type II diabetes."

Flexing their muscles 

This new research is not the first flex for Kumar's team. In 2021, research from Kumar's lab published in the ELife journal described the role of the IRE1a/XBP1 signaling axis in regeneration of healthy skeletal muscle after acute injury and in models of Duchenne Muscular Dystrophy. In this study, they found that IRE1a/XBP1 signaling axis also plays an important cell autonomous role in satellite cells.

Along with Kumar and Joshi, post-doctoral fellow Meiricris Tomaz da Silva and research assistant professor, Anirban Roy conducted the research in Kumar's lab. Other authors on the article from the University of Houston include Micah Castillo, Preethi Gunaratne, Mingfu Wu, Yu Liu, and a former post-doctoral fellow in Kumar's lab Tatiana E. Koike along with Takao Iwawaki of Kanazawa Medical University, Japan.
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Boosting fruit intake during midlife can ward off late-life blues | ScienceDaily
Populations are rapidly ageing worldwide, and there is an increased prevalence of late-life depressive symptoms among older adults, which include depressed feelings, lack of pleasure, delayed cognitive processing and reduced volitional activity, often accompanied by loss of appetite, insomnia, poor concentration, and increased fatigue. This has been related to underlying neurodegenerative changes in the brain associated with ageing. The growing imperative to keep older adults in good health has spurred extensive research into approaches that could prevent late-life depression, and accumulating evidence has revealed the plausible role of dietary factors in protecting against depression in ageing. Could specific diet or food items consumed earlier in life have an impact on mental well-being in later years?


						
In a longitudinal study conducted by the Yong Loo Lin School of Medicine, National University of Singapore (NUS Medicine), involving 13,738 participants from the large population-based Singapore Chinese Health Study that tracked participants through their mid-life to later life spanning about 20 years, researchers found that participants who consumed higher quantities of fruits earlier in life exhibited a reduced likelihood of experiencing depressive symptoms later in life.

The authors studied a total of 14 fruits most commonly consumed in Singapore and found that the consumption of most fruits, including oranges, tangerines, bananas, papayas, watermelons, apple and honey melon, was associated with reduced likelihood of depression. The association could possibly be the high levels of antioxidants and anti-inflammatory micronutrients in fruits -- such as vitamin C, carotenoids and flavonoids -- which have been shown to reduce oxidative stress and inhibit inflammatory processes in the body that may affect the development of depression. Consumption of vegetables, on the other hand, was found to have no association with the likelihood of depressive symptoms. The findings, published in the Journal of Nutrition, Health and Aging, provide valuable insights into the potential benefits of eating sufficient fruits in mitigating depressive symptoms later in life.

Professor Koh Woon Puay from the Healthy Longevity Translational Research Programme at NUS Medicine and Principal Investigator of the study, said, "Our study underscores the importance of fruit consumption as a preventive measure against ageing-related depression. In our study population, participants who had at least 3 servings of fruits a day, compared to those with less than one serving a day, were able to reduce the likelihood of ageing-related depression significantly by at least 21%. This can be achieved by eating one to two servings of fruits after every meal. We did not see any difference in our results between fruits with high and low glycemic index. Hence, for those with diabetes, they can choose fruits with low glycemic index that will not raise blood sugars as much as those with high index."

At the initial stage of the study from 1993 to 1998, when participants were of average age of 51 years, they were asked to answer a structured questionnaire on how often they consumed a standard serving size of each food item daily, for 14 fruits and 25 vegetables. In 2014 to 2016, when participants were of average age of 73 years, depressive symptoms were examined using a standard test (Geriatric Depression Scale) and 3,180 (23.1%) participants who reported having five or more symptoms were considered to have depression in our study. After adjusting for factors that could potentially confound the relationship, including medical history, smoking status, level of physical activity, sleep duration, and ageing-related factors, the team found that higher consumption of fruits, but not vegetables, was associated with lower odds of depressive symptoms in a stepwise manner.

Prof Koh added, "Our study aimed to examine the relationship of mid-life consumption of fruits and vegetables with the risk of depressive symptoms in late life.Although other studies have also examined the associations of fruits and vegetables with risk of depression, there are inconsistencies in the results, and many of them were done in Western populations. To our best knowledge, ours is the largest population-based study in an Asian population to study this association."

These findings suggest that promoting fruit consumption for individuals in mid adulthood, typically defined as ages 40 to 65 years, could yield long-term benefits for their mental well-being at late adulthood beyond 65 years. Hence, the study's results hold significant implications for public health education and initiatives to make fruits more accessible for the general population. Following the study, the research team is looking into the association of other modifiable behavioural factors, such as sleep duration, smoking and other dietary factors, with the mental health of older adults.
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An over- or under-synchronized brain may predict psychosis | ScienceDaily
Is it possible to assess an individual's risk of psychosis? Identifying predictive markers is a key challenge in psychiatry. A team from the University of Geneva (UNIGE), part of the Synapsy Centre for Neuroscience and Mental Health Research, studied a cohort of patients with a 22q11.2DS microdeletion -- a genetic anomaly linked to psychotic disorders. Scientists found that this population has a unique "coupling" between the structure and activity of their brain regions, with some areas losing optimal coherence during development, leading to either over- or under-coupling. This specificity paves the way for identifying reliable risk markers. These findings are published in Biological Psychiatry: Cognitive Neuroscience and Neuroimaging.


						
Microdeletion of the 22q11.2DS gene is the most common genetic deletion. It affects one person in 2000 and results in the absence of a small DNA sequence on chromosome 22. It can lead to heart defects and immune dysfunction, but also psychotic disorders in adolescence or adulthood in 35% of carriers.

At UNIGE, the team led by Stephan Eliez, a full professor in the Department of Psychiatry and at the Synapsy Centre for Neuroscience and Mental Health Research in the Faculty of Medicine, has been following a cohort of 300 individuals aged between 5 and 34 affected by this microdeletion for twenty years. Almost 40% of them have developed schizophrenia. Because of its size and longevity, this Geneva cohort is a unique case study in the world and has led to the publication of numerous articles.

Atypical brain development starting in childhood

In a new study, the UNIGE team looked at the development of ''coupling'' between the brain regions of the individuals in this cohort, from childhood to adulthood. ''Our cognitive processes are the result of interactions -- or 'couplings' -- between our different brain regions,'' explains Silas Forrer, a PhD student in Stephan Eliez's team and first author of the study. ''We wanted to find out whether, in individuals with the 22q11.2DS anomaly, less efficient coupling was synonymous with an increased risk of developing psychosis.''

This brain ''synchronisation'', and especially its optimisation, develops during adolescence and into adulthood. Using magnetic resonance imaging techniques, the neuroscientists observed its maturation over a period of twelve years within the cohort and a control group. ''We found that patients with the microdeletion had a persistent developmental discrepancy since childhood, with regions of hyper- and hypo-coupling throughout the brain,'' says Silas Forrer.

This discrepancy is particularly marked in adolescence in three brain regions in ''22q11.2DS'' individuals who have developed schizophrenia: the frontal cortex, responsible for voluntary motor coordination and language; the cingulate cortex, at the interface between the two hemispheres of the brain, responsible for making certain decisions; and the temporal cortex, responsible for somato-sensory functions. There is hypo-coupling in the first two and hyper-coupling in the third.

Towards identifying a reliable marker

This strong correlation between developmental discrepancy and microdeletion of the 22q11.2DS gene is a significant step towards identifying predictive markers for the disease. ''The next step will be to determine how these couplings can constitute an individual 'fingerprint' of the brain, making it possible to clearly know whether an individual is more at risk than another of developing psychosis, or conversely, is protected from it,'' explains Stephan Eliez, who led this study.

This research, funded by the Swiss National Science Foundation (SNSF), is also a methodological innovation by combining observations on both the structure (morphology) and function (efficiency) of the brain to assess the developmental trajectory of a population in the context of psychiatric illnesses.
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Smell of human stress affects dogs' emotions leading them to make more pessimistic choices | ScienceDaily
Dogs experience emotional contagion from the smell of human stress, leading them to make more 'pessimistic' choices, new research finds. The University of Bristol-led study, published in Scientific Reports today [22 July], is the first to test how human stress odours affect dogs' learning and emotional state.


						
Evidence in humans suggests that the smell of a stressed person subconsciously affects the emotions and choices made by others around them. Bristol Veterinary School researchers wanted to find out whether dogs also experience changes in their learning and emotional state in response to human stress or relaxation odours.

The team used a test of 'optimism' or 'pessimism' in animals, which is based on findings that 'optimistic' or 'pessimistic' choices by people indicate positive or negative emotions, respectively.

The researchers recruited 18 dog-owner partnerships to take part in a series of trials with different human smells present. During the trials, dogs were trained that when a food bowl was placed in one location, it contained a treat, but when placed in another location, it was empty. Once a dog learned the difference between these bowl locations, they were faster to approach the location with a treat than the empty location. Researchers then tested how quickly the dog would approach new, ambiguous bowl locations positioned between the original two.

A quick approach reflected 'optimism' about food being present in these ambiguous locations -- a marker of a positive emotional state -- whilst a slow approach indicated 'pessimism' and negative emotion. These trials were repeated whilst each dog was exposed to either no odour or the odours of sweat and breath samples from humans in either a stressed (arithmetic test) or relaxed (listening to soundscapes) state.

Researchers discovered that the stress smell made dogs slower to approach the ambiguous bowl location nearest the trained location of the empty bowl. An effect that was not seen with the relaxed smell. These findings suggest that the stress smell may have increased the dogs' expectations that this new location contained no food, similar to the nearby empty bowl location.

Researchers suggest this 'pessimistic' response reflects a negative emotional state and could possibly be a way for the dog to conserve energy and avoid disappointment.




The team also found that dogs continued to improve their learning about the presence or absence of food in the two trained bowl locations and that they improved faster when the stress smell was present.

Dr Nicola Rooney, Senior Lecturer in Wildlife and Conservation at Bristol Veterinary School and the paper's lead author explained: "Understanding how human stress affects dogs' wellbeing is an important consideration for dogs in kennels and when training companion dogs and dogs for working roles such as assistance dogs.

"Dog owners know how attuned their pets are to their emotions, but here we show that even the odour of a stressed, unfamiliar human affects a dog's emotional state, perception of rewards, and ability to learn. Working dog handlers often describe stress travelling down the lead, but we've also shown it can also travel through the air."

Dr Zoe Parr-Cortes, PhD student at Bristol Veterinary School and primary author and researcher on the project expressed her thanks to everyone involved in the study, especially all the participants and dog owners who took part in the research. Further information:

The 18 dogs comprised ranged from eight months to ten years old.

Breeds consisted of two Springer spaniels; two Cocker spaniels; two Labrador Retrievers; two Braque d'Auvergne; one Whippet; one Golden Retriever; one Miniature Poodle and seven mixed breed dogs.

Eight dogs were registered as teaching dogs at the University of Bristol.
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Male elephants signal 'let's go' with deep rumbles | ScienceDaily
The bull elephants gather in the evening coolness to drink. After a spell, a senior male lifts his head and turns from the waterhole. With ears flapping gently, he lets out a deep, resonant rumble.


						
One by one, the others respond, their voices overlapping in a sonorous, infrasonic chorus that whispers across the savanna. This elephant barbershop quartet conveys a clear message: It's time to move on.

Gradually, the elephants shift, their massive bodies swaying as they follow their rumbling leader to the next stop on their nocturnal wanderings.

For the first time, scientists from Stanford University and other institutions have documented male elephants using "let's go" rumbles to signal the start of group departures from the Mushara waterhole in Etosha National Park, Namibia. The vocalizations are initiated by the most socially integrated, and often the most dominant, males in close-knit social groups.

The findings, detailed in the open-access journal PeerJ, are surprising because this behavior was previously thought to be exclusive to female elephants in family groups.

"We were astonished to find that male elephants, typically considered to have loose social ties, engage in such sophisticated vocal coordination to trigger action," said study lead author Caitlin O'Connell-Rodwell, a research associate at Stanford University's Center for Conservation Biology. "These calls show us that there's much more going on within their vocal communication than has previously been known."

A 20-year project

O'Connell-Rodwell first recorded the male "let's go" rumble in 2004 while conducting fieldwork at night to understand how elephant vocalizations propagate through the ground. "I was so excited when I managed to record it," she recalled. "It was thrilling to realize that these males were using complex vocal coordination like the females were."




From 2005 to 2017, the team collected data at the Mushara waterhole, primarily during the dry seasons. They used high-tech recording equipment, including buried microphones and night-vision video cameras, to capture the infrasonic vocalizations, inaudible to human ears, and behaviors of male elephants.

The researchers analyzed the vocalizations for acoustic properties and patterns and used social network analysis to understand relationships and hierarchy among the males, noting which elephants initiated the rumbles, how others responded, and the sequence of events leading to the coordinated departures.

A ritual passed down

The "let's go" rumbles observed in male elephants bear striking similarities to those previously recorded in female elephants. In fact, O'Connell-Rodwell and her team hypothesize that male elephants likely learn the behavior when they are young.

"They grew up in a family where all the female leaders were engaging in this ritual," O'Connell-Rodwell said. "We think that as they mature and form their own groups, they adapt and use these learned behaviors to coordinate with other males."

In the case of both male and female elephants, the initiator's call is followed by the next individual's rumble, with each elephant waiting for the preceding call to nearly finish before adding their own voice. This creates a harmonious, turn-taking pattern akin to a barbershop quartet, O'Connell-Rodwell said.




"It's very synchronized and ritualized. When one goes high, the other goes low, and they have this vocal space where they're coordinating," she explained.

This study follows another groundbreaking study that used AI to reveal that wild elephants have unique names for each other, indicating the use of nouns in their communication.

"In our paper, we show that elephants are using verbs in the form of this 'let's go' rumble. If they are using noun-verb combinations together, that is syntax. That is language," O'Connell-Rodwell said.

Elephant mentoring

In addition to these linguistic insights, the study also reveals that some dominant male elephants play crucial roles within their social groups, helping to maintain cohesion and stability.

"These individuals take on mentoring roles," O'Connell-Rodwell said. "They care about these young whippersnappers who are very needy and always wanting to be in physical contact. The older males are willing to take them under their wing, to guide them, share resources with them, and partake in their emotional ups and downs."

In countries that allow hunting, care should thus be taken to avoid hunting older socially connected male elephants, she added, as their removal could disrupt social cohesion and mentoring structures within elephant populations.

The research also suggests that strong social bonds and interactions are essential for the well-being of captive and semi-captive male elephants, highlighting the need for environments that support these social structures.

"Our findings not only underscore the complexity and richness of the social lives of male elephants," O'Connell-Rodwell said, "but also advance our understanding of how they use vocalizations in ritual and coordination and, really, move us closer to the idea of elephant language."
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Are AI-chatbots suitable for hospitals? | ScienceDaily
Large language models may pass medical exams with flying colors but using them for diagnoses would currently be grossly negligent. Medical chatbots make hasty diagnoses, do not adhere to guidelines, and would put patients' lives at risk. This is the conclusion reached by a team from the Technical University of Munich (TUM). For the first time, the team has systematically investigated whether this form of artificial intelligence (AI) would be suitable for everyday clinical practice. Despite the current shortcomings, the researchers see potential in the technology. They have published a method that can be used to test the reliability of future medical chatbots.


						
Large language models are computer programs trained with massive amounts of text. Specially trained variants of the technology behind ChatGPT now even solve final exams from medical studies almost flawlessly. But would such an AI be able to take over the tasks of doctors in an emergency room? Could it order the appropriate tests, make the right diagnosis, and create a treatment plan based on the patient's symptoms?

An interdisciplinary team led by Daniel Ruckert, Professor of Artificial Intelligence in Healthcare and Medicine at TUM, addressed this question in the journal Nature Medicine. For the first time, doctors and AI experts systematically investigated how successful different variants of the open-source large language model Llama 2 are in making diagnoses

Reenacting the path from emergency room to treatment

To test the capabilities of these complex algorithms, the researchers used anonymized patient data from a clinic in the USA. They selected 2400 cases from a larger data set. All patients had come to the emergency room with abdominal pain. Each case description ended with one of four diagnoses and a treatment plan. All the data recorded for the diagnosis was available for the cases -- from the medical history and blood values to the imaging data.

"We prepared the data in such a way that the algorithms were able to simulate the real procedures and decision-making processes in the hospital," explains Friederike Jungmann, assistant physician in the radiology department at TUM's Klinikum rechts der Isar and lead author of the study together with computer scientist Paul Hager. "The program only had the information that the real doctors had. For example, it had to decide for itself whether to order a blood count and then use this information to make the next decision -- until it finally created a diagnosis and a treatment plan."

The team found that none of the large language models consistently requested all the necessary examinations. In fact, the programs' diagnoses became less accurate the more information they had about the case. They often did not follow treatment guidelines, sometimes ordering examinations that would have had serious health consequences for real patients.




Direct comparison with doctors

In the second part of the study, the researchers compared AI diagnoses for a subset of the data with diagnoses from four doctors. While the latter were correct in 89 percent of the diagnoses, the best large language model achieved just 73 percent. Each model recognized some diseases better than others. In one extreme case, a model correctly diagnosed gallbladder inflammation in only 13 percent of cases.

Another problem that disqualifies the programs for everyday use is a lack of robustness: the diagnosis made by a large language model depended, among other things, on the order in which it received the information. Linguistic subtleties also influenced the result -- for example, whether the program was asked for a 'Main Diagnosis,' a 'Primary Diagnosis,' or a 'Final Diagnosis.' In everyday clinical practice, these terms are usually interchangeable.

ChatGPT not tested

The team explicitly did not test the commercial large language models from OpenAI (ChatGPT) and Google for two main reasons. Firstly, the provider of the hospital data has prohibited the data from being processed with these models for data protection reasons. Secondly, experts strongly advise that only open-source software should be used for applications in the healthcare sector. "Only with open-source models do hospitals have sufficient control and knowledge to ensure patient safety. When we test models, it is essential to know what data was used to train them. Otherwise, we might test them with the exact same questions and answers they were trained on. Companies of course keep their training data very secret, making fair evaluations hard," says Paul Hager. "Furthermore, basing key medical infrastructure on external services which update and change models as they wish is dangerous. In the worst-case scenario, a service on which hundreds of clinics depend could be shut down because it is not profitable."

Rapid progress

Developments in this technology are advancing rapidly. "It is quite possible that in the foreseeable future a large language model will be better suited to arriving at a diagnosis from medical history and test results," says Prof. Daniel Ruckert. "We have therefore released our test environment for all research groups that want to test large language models in a clinical context." Ruckert sees potential in the technology: "In the future, large language models could become important tools for doctors, for example for discussing a case. However, we must always be aware of the limitations and peculiarities of this technology and consider these when creating applications,' says the medical AI expert."
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Birds need entertainment during avian flu lockdowns | ScienceDaily
Birds need varied activities during avian flu lockdowns, new research shows.


						
Scientists studied a flock of Chilean flamingos that were kept indoors due to a government order to stop the spread of avian influenza.

Flamingos were very inactive during the lockdown and just after release, and were more alert while kept indoors.

They also displayed unusual behaviour during and after the lockdown.

"This project started because keepers noticed the birds performing an unusual behaviour -- dropping their heads as if filter-feeding when they weren't in the water," said Dr Paul Rose, from the University of Exeter.

"Chilean flamingos perform this sweeping action to filter-feed in water, and they had access to a pool while kept indoors, but for some reason they were making this motion on dry land.

"We can't say exactly why they did this, but it shows that birds need a variety of foraging and bathing opportunities to allow them to perform their natural behaviours."

This "mock" filter-feeding continued after the flamingos were allowed back outside, suggesting it takes time for natural behaviour patterns to reestablish after lockdowns.




The higher level of alertness indoors is thought to be due to the proximity of humans -- the flock being locked inside meant keepers had to be closer than usual to feed and care for them.

Dr Rose added: "Our study shows the difficulty of trying to decipher animal wellbeing just by observing their behaviour.

"To assess birds' welfare, it's better to consider a range of information -- including social behaviour, resting and plumage condition."

Plumage is an especially important sign of flamingo health -- they spend much of their time preening, and a flamingo with rich pink feathers is likely to be very healthy.

Dr Rose was surprised to find plumage condition improved when flamingos were inactive -- but this may be explained by the birds experiencing less disturbance after lockdown, meaning feathers were less likely to get ruffled.

Commenting on the study's wider implication for bird keepers -- from zoos to people who keep pet chickens -- Dr Rose said: "Lockdowns prevent the spread of disease but birds also have behavioural requirements.

"Know your animal. They are hard-wired to do certain things, so you should try to provide opportunities -- whether that means roosting, feeding in certain ways, or whatever else they do."

The flamingos in the study were at Banham Zoo in Norfolk, UK.
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Scientists use AI to predict a wildfire's next move | ScienceDaily
Researchers at USC have developed a new method to accurately predict wildfire spread. By combining satellite imagery and artificial intelligence, their model offers a potential breakthrough in wildfire management and emergency response.


						
Detailed in an early study proof published in Artificial Intelligence for the Earth Systems, the USC model uses satellite data to track a wildfire's progression in real time, then feeds this information into a sophisticated computer algorithm that can accurately forecast the fire's likely path, intensity and growth rate.

The study comes as California and much of the western United States continues to grapple with an increasingly severe wildfire season. Multiple blazes, fueled by a dangerous combination of wind, drought and extreme heat, are raging across the state. Among them, the Lake Fire, the largest wildfire in the state this year, has already scorched over 38,000 acres in Santa Barbara County.

"This model represents an important step forward in our ability to combat wildfires," said Bryan Shaddy, a doctoral student in the Department of Aerospace and Mechanical Engineering at the USC Viterbi School of Engineering and the study's corresponding author. "By offering more precise and timely data, our tool strengthens the efforts of firefighters and evacuation teams battling wildfires on the front lines."

Reverse-engineering wildfire behavior with AI

The researchers began by gathering historical wildfire data from high-resolution satellite images. By carefully studying the behavior of past wildfires, the researchers were able to track how each fire started, spread and was eventually contained. Their comprehensive analysis revealed patterns influenced by different factors like weather, fuel (for example, trees, brush, etc.) and terrain.

They then trained a generative AI-powered computer model known as a conditional Wasserstein Generative Adversarial Network, or cWGAN, to simulate how these factors influence how wildfires evolve over time. They taught the model to recognize patterns in the satellite images that match up with how wildfires spread in their model.




They then tested the cWGAN model on real wildfires that occurred in California between 2020 and 2022 to see how well it predicted where the fire would spread.

"By studying how past fires behaved, we can create a model that anticipates how future fires might spread," said Assad Oberai, Hughes Professor and Professor of Aerospace and Mechanical Engineering at USC Viterbi and co-author of the study.

Using AI to predict wildfires: Impressive model

Oberai and Shaddy were impressed that the cWGAN, initially trained on simple simulated data under ideal conditions like flat terrain and unidirectional wind, performed well in its tests on real California wildfires. They attribute this success to the fact that the cWGAN was used in conjunction with actual wildfire data from satellite imagery, rather than on its own.

Oberai, whose research focuses on developing computer models to understand the underlying physics of various phenomena, has modeled everything from turbulent airflow over aircraft wings to infectious disease and how cells multiply within tumors and interact with their surroundings. Of everything he has modeled, Oberai notes that wildfires are among the most challenging.

"Wildfires involve intricate processes: Fuel like grass, shrubs or trees ignites, leading to complex chemical reactions that generate heat and wind currents. Factors such as topography and weather also influence fire behavior -- fires don't spread much in moist conditions but can move rapidly in dry conditions," he said. "These are highly complex, chaotic and nonlinear processes. To model them accurately, you need to account for all these different factors. You need advanced computing."

Additional co-authors include undergraduate student Valentina Calaza of the Department of Aerospace and Mechanical Engineering at USC Viterbi; Deep Ray of the University of Maryland, College Park (formerly a postdoctoral student at USC Viterbi); Angel Farguell and Adam Kochanski of San Jose State University; Jan Mandel of the University of Colorado, Denver; James Haley and Kyle Hilburn of Colorado State University, Fort Collins; and Derek Mallia of the University of Utah.

The research was funded by the Army Research Office, NASA and the Viterbi CURVE program.
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Chimpanzees gesture back and forth quickly like in human conversations | ScienceDaily
When people are having a conversation, they rapidly take turns speaking and sometimes even interrupt. Now, researchers who have collected the largest ever dataset of chimpanzee "conversations" have found that they communicate back and forth using gestures following the same rapid-fire pattern. The findings are reported on July 22 in the journal Current Biology.


						
"While human languages are incredibly diverse, a hallmark we all share is that our conversations are structured with fast-paced turns of just 200 milliseconds on average," said Catherine Hobaiter  at the University of St Andrews, UK. "But it was an open question whether this was uniquely human, or if other animals share this structure."

"We found that the timing of chimpanzee gesture and human conversational turn-taking is similar and very fast, which suggests that similar evolutionary mechanisms are driving these social, communicative interactions," says Gal Badihi, the study's first author.

The researchers knew that human conversations follow a similar pattern across people living in places and cultures all over the world. They wanted to know if the same communicative structure also exists in chimpanzees even though they communicate through gestures rather than through speech. To find out, they collected data on chimpanzee "conversations" across five wild communities in East Africa.

Altogether, they collected data on more than 8,500 gestures for 252 individuals. They measured the timing of turn-taking and conversational patterns. They found that 14% of communicative interactions included an exchange of gestures between two interacting individuals. Most of the exchanges included a two-part exchange, but some included up to seven parts.

Overall, the data reveal a similar timing to human conversation, with short pauses between a gesture and a gestural response at about 120 milliseconds. Behavioral responses to gestures were slower. "The similarities to human conversations reinforce the description of these interactions as true gestural exchanges, in which the gestures produced in response are contingent on those in the previous turn," the researchers write.

"We did see a little variation among different chimp communities, which again matches what we see in people where there are slight cultural variations in conversation pace: some cultures have slower or faster talkers," Badihi says.




"Fascinatingly, they seem to share both our universal timing, and subtle cultural differences," says Hobaiter. "In humans, it is the Danish who are 'slower' responders, and in Eastern chimpanzees that's the Sonso community in Uganda."

This correspondence between human and chimpanzee face-to-face communication points to shared underlying rules in communication, the researchers say. They note that these structures could trace back to shared ancestral mechanisms. It's also possible that chimpanzees and humans arrived at similar strategies to enhance coordinated interactions and manage competition for communicative "space." The findings suggest that human communication may not be as unique as one might think.

"It shows that other social species don't need language to engage in close-range communicative exchanges with quick response time," Badihi says. "Human conversations may share similar evolutionary history or trajectories to the communication systems of other species suggesting that this type of communication is not unique to humans but more widespread in social animals."

In future studies, the researchers say they want to explore why chimpanzees have these conversations to begin with. They think chimpanzees often rely on gestures to ask something of one another.

"We still don't know when these conversational structures evolved, or why!" Hobaiter says. "To get at that question we need to explore communication in more distantly related species -- so that we can work out if these are an ape-characteristic, or ones that we share with other highly social species, such as elephants or ravens."
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Deep-ocean floor produces its own oxygen | ScienceDaily
An international team of researchers, including a Northwestern University chemist, has discovered that metallic minerals on the deep-ocean floor produce oxygen -- 13,000 feet below the surface.


						
The surprising discovery challenges long-held assumptions that only photosynthetic organisms, such as plants and algae, generate Earth's oxygen. But the new finding shows there might be another way. It appears oxygen also can be produced at the seafloor -- where no light can penetrate -- to support the oxygen-breathing (aerobic) sea life living in complete darkness.

The study will be published Monday (July 22) in the journal Nature Geoscience.

Andrew Sweetman, of the Scottish Association for Marine Science (SAMS), made the "dark oxygen" discovery while conducting ship-based fieldwork in the Pacific Ocean. Northwestern's Franz Geiger led the electrochemistry experiments, which potentially explain the finding.

"For aerobic life to begin on the planet, there had to be oxygen, and our understanding has been that Earth's oxygen supply began with photosynthetic organisms," said Sweetman, who leads the Seafloor Ecology and Biogeochemistry research group at SAMS. "But we now know that there is oxygen produced in the deep sea, where there is no light. I think we, therefore, need to revisit questions like: Where could aerobic life have begun?"

Polymetallic nodules -- natural mineral deposits that form on the ocean floor -- sit at the heart of the discovery. A mix of various minerals, the nodules measure anywhere between tiny particles and an average potato in size.

"The polymetallic nodules that produce this oxygen contain metals such as cobalt, nickel, copper, lithium and manganese -- which are all critical elements used in batteries," said Geiger, who co-authored the study. "Several large-scale mining companies now aim to extract these precious elements from the seafloor at depths of 10,000 to 20,000 feet below the surface. We need to rethink how to mine these materials, so that we do not deplete the oxygen source for deep-sea life."

Geiger is the Charles E. and Emma H. Morrison Professor of Chemistry at Northwestern's Weinberg College of Arts and Sciences and member of the International Institute for Nanotechnology and the Paula M. Trienens Institute for Energy and Sustainability.




'Something ground-breaking and unthought-of'

Sweetman made the discovery while sampling the seabed of the Clarion-Clipperton Zone, a mountainous submarine ridge along the seafloor that extends nearly 4,500 miles along the north-east quadrant of the Pacific Ocean. When his team initially detected oxygen, he assumed the equipment must be broken.

"When we first got this data, we thought the sensors were faulty because every study ever done in the deep sea has only seen oxygen being consumed rather than produced," Sweetman said. "We would come home and recalibrate the sensors, but, over the course of 10 years, these strange oxygen readings kept showing up.

"We decided to take a back-up method that worked differently to the optode sensors we were using. When both methods came back with the same result, we knew we were onto something ground-breaking and unthought-of."

Hidden 'geobatteries' at play

In summer 2023, Sweetman contacted Geiger to discuss possible explanations for the oxygen source. In his previous work, Geiger found that rust, when combined with saltwater, can generate electricity. The researchers wondered if the deep-ocean's polymetallic nodules generated enough electricity to produce oxygen. This chemical reaction is part of a process called seawater electrolysis, which pulls electrons out of water's oxygen atom.




To investigate this hypothesis, Sweetman shipped several pounds of the polymetallic nodules, which were collected from the ocean floor, to Geiger's laboratory at Northwestern. Sweetman also visited Northwestern last December, spending a week in Geiger's lab.

Just 1.5 volts -- the same voltage as a typical AA battery -- is enough to split seawater. Amazingly, the team recorded voltages of up to 0.95 volts on the surface of single nodules. And when multiple nodules clustered together, the voltage can be much more significant, just like when batteries are connected in a series.

"It appears that we discovered a natural 'geobattery,'" Geiger said. "These geobatteries are the basis for a possible explanation of the ocean's dark oxygen production."

A new consideration for miners

The researchers agree that the mining industry should consider this discovery before planning deep-sea mining activities. According to Geiger, the total mass of polymetallic nodules in the Clarion-Clipperton Zone alone is enough to meet the global demand for energy for decades. But Geiger looks to mining efforts in the 1980s as a cautionary tale.

"In 2016 and 2017, marine biologists visited sites that were mined in the 1980s and found not even bacteria had recovered in mined areas," Geiger said. "In unmined regions, however, marine life flourished. Why such 'dead zones' persist for decades is still unknown. However, this puts a major asterisk onto strategies for sea-floor mining as ocean-floor faunal diversity in nodule-rich areas is higher than in the most diverse tropical rainforests."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240722154949.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Life signs could survive near surfaces of Enceladus and Europa | ScienceDaily
Europa, a moon of Jupiter, and Enceladus, a moon of Saturn, have evidence of oceans beneath their ice crusts. A NASA experiment suggests that if these oceans support life, signatures of that life in the form of organic molecules (e.g. amino acids, nucleic acids, etc.) could survive just under the surface ice despite the harsh radiation on these worlds. If robotic landers are sent to these moons to look for life signs, they would not have to dig very deep to find amino acids that have survived being altered or destroyed by radiation.


						
"Based on our experiments, the 'safe' sampling depth for amino acids on Europa is almost 8 inches (around 20 centimeters) at high latitudes of the trailing hemisphere (hemisphere opposite to the direction of Europa's motion around Jupiter) in the area where the surface hasn't been disturbed much by meteorite impacts," said Alexander Pavlov of NASA's Goddard Space Flight Center in Greenbelt, Maryland, lead author of a paper on the research published July 18 in Astrobiology. "Subsurface sampling is not required for the detection of amino acids on Enceladus -- these molecules will survive radiolysis (breakdown by radiation) at any location on the Enceladus surface less than a tenth of an inch (under a few millimeters) from the surface."

The frigid surfaces of these nearly airless moons are likely uninhabitable due to radiation from both high-speed particles trapped in their host planet's magnetic fields and powerful events in deep space, such as exploding stars. However, both have oceans under their icy surfaces that are heated by tides from the gravitational pull of the host planet and neighboring moons. These subsurface oceans could harbor life if they have other necessities, such as an energy supply as well as elements and compounds used in biological molecules.

The research team used amino acids in radiolysis experiments as possible representatives of biomolecules on icy moons. Amino acids can be created by life or by non-biological chemistry. However, finding certain kinds of amino acids on Europa or Enceladus would be a potential sign of life because they are used by terrestrial life as a component to build proteins. Proteins are essential to life as they are used to make enzymes which speed up or regulate chemical reactions and to make structures. Amino acids and other compounds from subsurface oceans could be brought to the surface by geyser activity or the slow churning motion of the ice crust.

To evaluate the survival of amino acids on these worlds, the team mixed samples of amino acids with ice chilled to about minus 321 Fahrenheit (-196 Celsius) in sealed, airless vials and bombarded them with gamma-rays, a type of high-energy light, at various doses. Since the oceans might host microscopic life, they also tested the survival of amino acids in dead bacteria in ice. Finally, they tested samples of amino acids in ice mixed with silicate dust to consider the potential mixing of material from meteorites or the interior with surface ice.

The experiments provided pivotal data to determine the rates at which amino acids break down, called radiolysis constants. With these, the team used the age of the ice surface and the radiation environment at Europa and Enceladus to calculate the drilling depth and locations where 10 percent of the amino acids would survive radiolytic destruction.

Although experiments to test the survival of amino acids in ice have been done before, this is the first to use lower radiation doses that don't completely break apart the amino acids, since just altering or degrading them is enough to make it impossible to determine if they are potential signs of life. This is also the first experiment using Europa/Enceladus conditions to evaluate the survival of these compounds in microorganisms and the first to test the survival of amino acids mixed with dust.




The team found that amino acids degraded faster when mixed with dust but slower when coming from microorganisms.

"Slow rates of amino acid destruction in biological samples under Europa and Enceladus-like surface conditions bolster the case for future life-detection measurements by Europa and Enceladus lander missions," said Pavlov. "Our results indicate that the rates of potential organic biomolecules' degradation in silica-rich regions on both Europa and Enceladus are higher than in pure ice and, thus, possible future missions to Europa and Enceladus should be cautious in sampling silica-rich locations on both icy moons."

A potential explanation for why amino acids survived longer in bacteria involves the ways ionizing radiation changes molecules -- directly by breaking their chemical bonds or indirectly by creating reactive compounds nearby which then alter or break down the molecule of interest. It's possible that bacterial cellular material protected amino acids from the reactive compounds produced by the radiation.

The research was supported by NASA under award number 80GSFC21M0002, NASA's Planetary Science Division Internal Scientist Funding Program through the Fundamental Laboratory Research work package at Goddard, and NASA Astrobiology NfoLD award 80NSSC18K1140.
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Waste Styrofoam can now be converted into polymers for electronics | ScienceDaily
University of Delaware and Argonne National Laboratory have come up with a chemical reaction that can convert Styrofoam into a high-value conducting polymer known as PEDOT:PSS. In a new paper published in JACS Au, the study demonstrates how upgraded plastic waste can be successfully incorporated into functional electronic devices, including silicon-based hybrid solar cells and organic electrochemical transistors.


						
The research group of corresponding author Laure Kayser, assistant professor in the Department of Materials Science and Engineering in UD's College of Engineering with a joint appointment in the Department of Chemistry and Biochemistry in the College of Arts and Sciences, regularly works with PEDOT:PSS, a polymer that has both electronic and ionic conductivity, and was interested in finding ways to synthesize this material from plastic waste.

After connecting with Argonne chemist David Kaphan during an event hosted by UD's research office, the research teams at UD and Argonne began evaluating the hypothesis that PEDOT:PSS could be made by sulfonating polystyrene, a synthetic plastic found in many types of disposable containers and packing materials.

Sulfonation is a common chemical reaction where a hydrogen atom is replaced by sulfonic acid; the process is used to create a variety of products such as dyes, drugs and ion exchange resins. These reactions can either be "hard" (with higher conversion efficiency but that require caustic reagents) or "soft" (a less efficient method but one that uses milder materials).

In this paper, the researchers wanted to find something in the middle: "A reagent that is efficient enough to get really high degrees of functionalization but that doesn't mess up your polymer chain," Kayser explained.

The researchers first turned to a method described in a previous study for sulfonating small molecules, one that showed promising results in terms of efficiency and yield, using 1,3-Disulfonic acid imidazolium chloride ([Dsim]Cl). But adding functional groups onto a polymer is more challenging than for a small molecule, the researchers explained, because not only are unwanted byproducts harder to separate, any small errors in the polymer chain can change its overall properties.

To address this challenge, the researchers embarked on many months of trial and error to find the optimal conditions that minimized side reactions, said Kelsey Koutsoukos, a materials science doctoral candidate and second author of this paper.




"We screened different organic solvents, different molar ratios of the sulfonating agent, and evaluated different temperatures and times to see which conditions were the best for achieving high degrees of sulfonation," he said.

The researchers were able to find reaction conditions that resulted in high polymer sulfonation, minimal defects and high efficiency, all while using a mild sulfonating agent. And because the researchers were able to use polystyrene, specifically waste Styrofoam, as a starting material, their method also represents an efficient way to convert plastic waste into PEDOT:PSS.

Once the researchers had PEDOT:PSS in hand, they were able to compare how their waste-derived polymer performed compared to commercially available PEDOT:PSS.

"In this paper, we looked at two devices -- an organic electronic transistor and a solar cell," said Chun-Yuan Lo, a chemistry doctoral candidate and the paper's first author. "The performance of both types of conductive polymers was comparable, and shows that our method is a very eco-friendly approach for converting polystyrene waste into high-value electronic materials."

Specific analyses conducted at UD included X-ray photoelectron spectroscopy (XPS) at the surface analysis facility, film thickness analysis at the UD Nanofabrication Facility, and solar cell evaluation at the Institute of Energy Conversion. Argonne's advanced spectroscopy equipment, such as carbon NMR, was used for detailed polymer characterization. Additional support was provided by materials science and engineering professor Robert Opila for solar cell analysis and by David C. Martin, the Karl W. and Renate Boer Chaired Professor of Materials Science and Engineering, for the electronic device performance analyses.

One unexpected finding related to the chemistry, the researchers added, is the ability to use stoichiometric ratios during the reaction.




"Typically, for sulfonation of polystyrene, you have to use an excess of really harsh reagents. Here, being able to use a stoichiometric ratio means that we can minimize the amount of waste being generated," Koutsoukos said.

This finding is something the Kayser group will be looking into further as a way to "fine-tune" the degree of sulfonation. So far, they've found that by varying the ratio of starting materials, they can change the degree of sulfonation on the polymer. Along with studying how this degree of sulfonation impacts the electrical properties of PEDOT:PSS, the team is interested in seeing how this fine-tuning capability can be used for other applications, such as fuel cells or water filtration devices, where the degree of sulfonation greatly impacts a material's properties.

"For the electronic devices community, the key takeaway is that you can make electronic materials from trash, and they perform just as well as what you would purchase commercially," Kayser said. "For the more traditional polymer scientists, the fact that you can very efficiently and precisely control the degree of sulfonation is going to be of interest to a lot of different communities and applications."

The researchers also see great potential for how this research can contribute to ongoing global sustainability efforts by providing a new way to convert waste products into value-added materials.

"Many scientists and researchers are working hard on upcycling and recycling efforts, either by chemical or mechanical means, and our study provides another example of how we can address this challenge," Lo said.

The complete list of co-authors includes Chun-Yuan Lo, Kelsey Koutsoukos, Dan My Nguyen, Yuhang Wu, David Angel Trujillo, Tulaja Shrestha, Ethan Mackey, Vidhika Damani, Robert Opila, David Martin, and Laure Kayser from the University of Delaware and Tabitha Miller, Uddhav Kanbur, and David Kaphan from Argonne National Laboratory.
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New snake discovery rewrites history, points to North America's role in snake evolution | ScienceDaily
A new species of fossil snake unearthed in Wyoming is rewriting our understanding of snake evolution. The discovery, based on four remarkably well-preserved specimens found curled together in a burrow, reveals a new species named Hibernophis breithaupti. This snake lived in North America 34 million years ago and sheds light on the origin and diversification of boas and pythons.


						
Hibernophis breithaupti has unique anatomical features, in part because the specimens are articulated -- meaning they were found all in one piece with the bones still arranged in the proper order -- which is unusual for fossil snakes. Researchers believe it may be an early member of Booidea, a group that includes modern boas and pythons. Modern boas are widespread in the Americas, but their early evolution is not well understood.These new and very complete fossils add important new information, in particular, on the evolution of small, burrowing boas known as rubber boas.

Traditionally, there has been much debate on the evolution of small burrowing boas. Hibernophis breithaupti shows that northern and more central parts of North America might have been a key hub for their development. The discovery of these snakes curled together also hints at the oldest potential evidence for a behavior familiar to us today -- hibernation in groups.

"Modern garter snakes are famous for gathering by the thousands to hibernate together in dens and burrows," says Michael Caldwell, a U of A paleontologist who co-led the research along with his former graduate student Jasmine Croghan, and collaborators from Australia and Brazil. "They do this to conserve heat through the effect created by the ball of hibernating animals. It's fascinating to see possible evidence of such social behavior or hibernation dating back 34 million years."
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Good timing: Study unravels how our brains track time | ScienceDaily
Ever hear the old adage that time flies when you're having fun? A new study by a team of UNLV researchers suggests that there's a lot of truth to the trope.


						
Many people think of their brains as being intrinsically synced to the human-made clocks on their electronic devices, counting time in very specific, minute-by-minute increments. But the study, published this month in the latest issue of the peer-reviewed Cell Press journal Current Biology, showed that our brains don't work that way.

By analyzing changes in brain activity patterns, the research team found that we perceive the passage of time based on the number of experiences we have -- not some kind of internal clock. What's more, increasing speed or output during an activity appears to affect how our brains perceive time.

"We tell time in our own experience by things we do, things that happen to us," said James Hyman, a UNLV associate professor of psychology and the study's senior author. "When we're still and we're bored, time goes very slowly because we're not doing anything or nothing is happening. On the contrary, when a lot of events happen, each one of those activities is advancing our brains forward. And if this is how our brains objectively tell time, then the more that we do and the more that happens to us, the faster time goes."

Methodology and Findings

The findings are based on analysis of activity in the anterior cingulate cortex (ACC), a portion of the brain important for monitoring activity and tracking experiences. To do this, rodents were tasked with using their noses to respond to a prompt 200 times.

Scientists already knew that brain patterns are similar, but slightly different, each time you do a repetitive motion, so they set out to answer: Is it possible to detect whether these slight differences in brain pattern changes correspond with doing the first versus 200th motion in series? And does the amount of time it takes to complete a series of motions impact brain wave activity?




By comparing pattern changes throughout the course of the task, researchers observed that there are indeed detectable changes in brain activity that occur as one moves from the beginning to middle to end of carrying out a task. And regardless of how slowly or quickly the animals moved, the brain patterns followed the same path. The patterns were consistent when researchers applied a machine learning-based mathematical model to predict the flow of brain activity, bolstering evidence that it's experiences -- not time, or a prescribed number of minutes, as you would measure it on a clock -- that produce changes in our neurons' activity patterns.

Hyman drove home the crux of the findings by sharing an anecdote of two factory workers tasked with making 100 widgets during their shift, with one worker completing the task in 30 minutes and the other in 90 minutes.

"The length of time it took to complete the task didn't impact the brain patterns. The brain is not a clock; it acts like a counter," Hyman explained. "Our brains register a vibe, a feeling about time. ...And what that means for our workers making widgets is that you can tell the difference between making widget No. 85 and widget No. 60, but not necessarily between No. 85 and No. 88."

But exactly "how" does the brain count? Researchers discovered that as the brain progresses through a task involving a series of motions, various small groups of firing cells begin to collaborate -- essentially passing off the task to a different group of neurons every few repetitions, similar to runners passing the baton in a relay race.

"So, the cells are working together and over time randomly align to get the job done: one cell will take a few tasks and then another takes a few tasks," Hyman said. "The cells are tracking motions and, thus, chunks of activities and time over the course of the task."

And the study's findings about our brains' perception of time applies to activities-based actions other than physical motions too.




"This is the part of the brain we use for tracking something like a conversation through dinner," Hyman said. "Think of the flow of conversation and you can recall things earlier and later in the dinner. But to pick apart one sentence from the next in your memory, it's impossible. But you know you talked about one topic at the start, another topic during dessert, and another at the end."

By observing the rodents who worked quickly, scientists also concluded that keeping up a good pace helps influence time perception: "The more we do, the faster time moves. They say that time flies when you're having fun. As opposed to having fun, maybe it should be 'time flies when you're doing a lot'."

Takeaways

While there's already a wealth of information on brain processes over very short time scales of less than a second, Hyman said that the UNLV study is groundbreaking in its examination of brain patterns and perception of time over a span of just a few minutes to hours -- "which is how we live much of our life: one hour at a time. "

"This is among the first studies looking at behavioral time scales in this particular part of the brain called the ACC, which we know is so important for our behavior and our emotions," Hyman said.

The ACC is implicated in most psychiatric and neurodegenerative disorders, and is a concentration area for mood disorders, PTSD, addiction, and anxiety. ACC function is also central to various dementias including Alzheimer's disease, which is characterized by distortions in time. The ACC has long been linked to helping humans with sequencing events or tasks such as following recipes, and the research team speculates that their findings about time perception might fall within this realm.

While the findings are a breakthrough, more research is needed. Still, Hyman said, the preliminary findings posit some potentially helpful tidbits about time perception and its likely connection to memory processes for everyday citizens' daily lives. For example, researchers speculate that it could lend insights for navigating things like school assignments or even breakups.

"If we want to remember something, we may want to slow down by studying in short bouts and take time before engaging in the next activity. Give yourself quiet times to not move," Hyman said. "Conversely, if you want to move on from something quickly, get involved in an activity right away."

Hyman said there's also a huge relationship between the ACC, emotion, and cognition. Thinking of the brain as a physical entity that one can take ownership over might help us control our subjective experiences.

"When things move faster, we tend to think it's more fun -- or sometimes overwhelming. But we don't need to think of it as being a purely psychological experience, as fun or overwhelming; rather, if you view it as a physical process, it can be helpful," he said. "If it's overwhelming, slow down or if you're bored, add activities. People already do this, but it's empowering to know it's a way to work your own mental health, since our brains are working like this already."
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        New gene therapy approach shows promise for Duchenne muscular dystrophy
        Researchers have made a significant breakthrough in developing a new gene therapy approach that restores full-length dystrophin protein, which could lead to new treatments for people with Duchenne muscular dystrophy (DMD).

      

      
        Could wearable devices adversely affect health?
        For patients with Afib, using a wearable device can lead to higher rates of anxiety about their Afib symptoms and treatment, doctor visits, and use of informal healthcare resources, according to a new study.

      

      
        Stroke recovery: It's in the genes
        New research has found that specific genes may be related to the trajectory of recovery for stroke survivors, providing doctors insights useful for developing targeted therapies.

      

      
        Does your body composition affect your risk of dementia or Parkinson's?
        People with high levels of body fat stored in their belly or arms may be more likely to develop diseases like Alzheimer's and Parkinson's than people with low levels of fat in these areas, according to new research. The study also found that people with a high level of muscle strength were less likely to develop these diseases than people with low muscle strength.

      

      
        Daily rhythms depend on receptor density in biological clock
        Tweaking the numbers of receptors in a key brain area changes the daily rhythms of rest and wake in mice.

      

      
        Increasing Prediabetes remission for type 2 diabetes
        In mice with heart failure with preserved ejection fraction (HFpEF), increasing ketone supply to the heart allowed their hearts to utilize more ketones and produce more energy.

      

      
        Prediabetes remission for type 2 diabetes prevention
        Current medical guidelines recommend that people in a preliminary stage of type 2 diabetes lose at least 7 percent of their body weight in order to prevent manifest diabetes. Diabetes experts advocate glycemic remission (normalization of blood sugar regulation) as a prevention goal for people with prediabetes or a high risk of type 2 diabetes. The article's claim is supported by numerous international scientists as well as by the DZD's Prevention Academy.Current medical guidelines recommend that ...

      

      
        Preventing brain damage in preterm babies
        An interdisciplinary team of physicians and scientists show for the first time that a blood protein called fibrin blocks an essential biological process that drives brain development in early life. They identified a root cause of developmental delays that result from brain bleeds in premature infants, opening a path for new therapeutic strategies to counter long-term health risks.

      

      
        AI model identifies certain breast tumor stages likely to progress to invasive cancer
        A new machine-learning model can identify the stage of disease in ductal carcinoma in situ, a type of preinvasive tumor that can sometimes progress to a deadly form of breast cancer. This could help clinicians avoid overtreating patients whose disease is unlikely to progress.

      

      
        Researchers are closing in on a mouse model for late-onset Alzheimer's
        Researchers are working to create the first strain of mice that's genetically susceptible to late-onset Alzheimer's, with potentially transformative implications for dementia research.

      

      
        Targeted Alzheimer's research and drug discovery
        Researchers offer the first comprehensive ranking of the relative role and significance of every known gene and protein in the development of Alzheimer's Disease.

      

      
        COVID-19 pandemic slowed progress towards health-related Sustainable Development Goals and increased inequalities
        The COVID-19 pandemic significantly widened existing economic and health disparities between wealthy and low-income countries and slowed progress toward health-related Sustainable Development Goals (SDGs), according to a new study.

      

      
        Proof-of-concept study to find functional cure for HIV
        Researchers conducted a breakthrough proof-of-concept study that found an HIV-like virus particle that could cease the need for lifelong medications.

      

      
        Fighting leukemia by targeting its stem cells
        Acute myeloid leukemia is one of the deadliest cancers. Leukemic stem cells responsible for the disease are highly resistant to treatment. A team has made a breakthrough by identifying some of the genetic and energetic characteristics of these stem cells, notably a specific iron utilization process. This process could be blocked, leading to the death or weakening of these stem cells without affecting healthy cells. These results pave the way for new therapeutic strategies.

      

      
        'Gene misbehavior' widespread in healthy people
        New insights into the prevalence and mechanisms of gene misexpression in a healthy population could help in diagnosing and developing treatments for complex diseases.

      

      
        Neuroscientists discover brain circuitry of placebo effect for pain relief
        Researchers have discovered a novel pain control pathway that links the cingulate cortex in the front of the brain, through the pons region of the brainstem, to cerebellum in the back of the brain.

      

      
        Staying hip to orthopedic advances: Comparing traditional and new hip replacement stems
        Surgeons compared traditional and new fully hydroxyapatite-coated hip replacement stems. They found the new stems offer larger contact areas, while traditional ones preserve bone density long-term. This insight aims to improve patient outcomes and reduce revision surgeries.

      

      
        At what age do Olympic athletes peak?
        There's a lot that goes into an Olympic athlete's quest for gold -- years of training and rigor -- but also, an athlete's age. A team used statistics to figure out when an Olympic track-and-field athletes' peak performance will be.

      

      
        Warehousing industry increases health-harming pollutants, research shows
        A new study shows an average 20-percent spike of nitrogen dioxide polluting the air for communities located near huge warehouses. And people of color are harder hit.

      

      
        Large genetic study on severe COVID-19
        Whether or not a person becomes seriously ill with COVID-19 depends, among other things, on genetic factors. With this in mind, researchers investigated a particularly large group of affected individuals. They confirmed the central and already known role of the TLR7 gene in severe courses of the disease in men, but were also able to find evidence for a contribution of the gene in women. In addition, they were able to show that genetic changes in three other genes of the innate immune system contr...

      

      
        BePRECISE consortium unveils guidelines to enhance reporting in precision medicine research
        The inaugural reporting guidelines for precision medicine research have just been published.

      

      
        Traffic-related ultrafine particles hinder mitochondrial functions in olfactory mucosa
        Ultrafine particles, UFPs, the smallest contributors to air pollution, hinder the function of mitochondria in human olfactory mucosa cells, a new study shows. The study showed that traffic-related UFPs impair mitochondrial functions in primary human olfactory mucosa cells by hampering oxidative phosphorylation and redox balance.

      

      
        Language affects how quickly we perceive shades of color
        People who speak a language that has multiple words for different shades of colour perceive the shades more quickly.

      

      
        Blood test may guide use of multiple myeloma immunotherapy
        A simple blood test that measures the number of lymphocytes, a type of white blood cell in the body, may predict whether people who have relapsed multiple myeloma are going to respond well to CAR-T immunotherapy, according to new research.

      

      
        Research sheds light on the role of PTPRK in tissue repair and cancer
        New research has advanced our knowledge of multiple roles for PTPRK, a receptor tyrosine phosphatase linked to the regulation of cell-cell adhesion, growth factor signalling and tumor suppression. Through a characterization of the function of PTPRK in human cell lines and mice, the team distinguished catalytic and non-catalytic functions of PTPRK. The findings extend what is known about the signalling mechanisms involving PTPRK as a phosphatase and its role in colorectal health but also shed new ...

      

      
        Study across multiple brain regions discerns Alzheimer's vulnerability and resilience factors
        Genomics and lab studies reveal numerous findings, including a key role for Reelin amid neuronal vulnerability, and for choline and antioxidants in sustaining cognition.

      

      
        Research finds no difference in myalgic encephalomyelitis/chronic fatigue syndrome prevalence caused by COVID-19 and other acute illnesses
        Rates of subsequent myalgic encephalomyelitis/chronic fatigue syndrome (ME/CFS) following an acute illness were roughly the same between people whose acute illness was due to COVID-19 and those who did not have COVID-19, a new study finds.

      

      
        Building a molecular brain map to understand Alzheimer's disease
        Resulting atlas of the aging human brain holds molecular insights into the brain's vulnerability and resilience.

      

      
        Under pressure: How cells respond to physical stress
        Cell membranes play a crucial role in maintaining the integrity and functionality of cells. However, the mechanisms by which they perform these roles are not yet fully understood. Scientists have used cryo-electron microscopy to observe how lipids and proteins at the plasma membrane interact and react to mechanical stress. This work shows that, depending on conditions, small membrane regions can stabilize various lipids to trigger specific cellular responses. These discoveries confirm the existen...

      

      
        Physical activity improves early with customized text messages in patients with heart problems
        Personalized text messages effectively promoted increased physical activity for patients after significant heart events -- such as a heart attack or surgery -- but those effects later diminished. Researcher say the results show incredible promise for simple, low cost interventions delivered through mobile technology and their potential to help prevent secondary cardiovascular events in patients.

      

      
        New study confirms mammal-to-mammal avian flu spread
        A new study provides evidence that a spillover of avian influenza from birds to dairy cattle across several U.S. states has now led to mammal-to-mammal transmission -- between cows and from cows to cats and a raccoon.

      

      
        Long-acting injectable cabotegravir for HIV prevention is safe in pregnancy, study finds
        Long-acting injectable cabotegravir (CAB-LA) was safe and well tolerated as HIV pre-exposure prophylaxis (PrEP) before and during pregnancy in the follow-up phase of a global study among cisgender women.

      

      
        Researchers leveraging AI to train (robotic) dogs to respond to their masters
        An international collaboration seeks to innovate the future of how a mechanical man's best friend interacts with its owner, using a combination of AI and edge computing called edge intelligence. The overarching project goal is to make the dog come 'alive' by adapting wearable-based sensing devices that can detect physiological and emotional stimuli inherent to one's personality and traits, such as introversions, or transient states, including pain and comfort levels.

      

      
        The unintended consequences of success against malaria
        The insecticide-treated bed nets and insecticide sprays that were so effective in preventing mosquito bites -- and therefore malaria -- are increasingly viewed as the causes of household pest resurgence after pests became resistant to pesticides, according to a new article.

      

      
        Brain's support cells contribute to Alzheimer's disease by producing toxic peptide
        Oligodendrocytes are an important source of amyloid beta and play a key role in promoting neuronal dysfunction in Alzheimer's disease, according to a new study.

      

      
        Tumor suppressor protein Par-4 triggers unique cell death pathway in cancerous cells
        A team of researchers has discovered that the tumor suppressor protein Prostate apoptosis response-4 (Par-4) can cause a unique type of cell death called ferroptosis in human glioblastoma -- the most common and aggressive type of brain tumor -- while sparing healthy cells. This new understanding has the potential to inform the development of novel treatments for various hard-to-treat cancers and neurodegenerative diseases.

      

      
        Study uses Game of Thrones to advance understanding of face blindness
        Psychologists have used the hit TV series Game of Thrones to understand how the brain enables us to recognize faces. Their findings provide new insights into prosopagnosia or face blindness, a condition that impairs facial recognition.

      

      
        Does the onset of daylight saving time lead to an unhealthy lifestyle?
        Consumers' attitudes and health behaviors respond negatively to the switch to daylight saving time.

      

      
        Could smart guide RNAs usher in an era of personalized medicine?
        Scientists utilize logic gate-based decision-making to construct circuits that control genes.

      

      
        Mass layoffs and data breaches could be connected
        A research team has been exploring how mass layoffs and data breaches could be connected. Their theory: since layoffs create conditions where disgruntled employees face added stress or job insecurity, they are more likely to engage in risky behaviors that heighten the company's vulnerability to data breaches.

      

      
        New video test for Parkinson's uses AI to track how the disease is progressing
        An automated assessment technique that uses artificial intelligence could revolutionize the management of Parkinson's disease.

      

      
        Wearable sensors help athletes achieve greater performance
        Researchers have developed a low-cost, flexible, and customizable sensor for badminton players that overcomes current monitoring constraints. The team used triboelectric sensors to construct their intelligent monitoring system because they are easy to adapt for flexible, wearable devices and to minimize interference during bending and twisting, they built a 3D-printed flexible arch-shaped sensor encased in a thermoplastic elastomer. This design is comfortable during use and can be easily customiz...

      

      
        Electric scooter and bike accidents are soaring across the United States
        In the crowded urban landscape, where small electric vehicles -- primarily scooters and bicycles -- have transformed short distance travel, researchers are reporting a major national surge in accidents tied to 'micromobility.'

      

      
        New research identifies less invasive method for examining brain activity following traumatic brain injury
        Researchers have published new research that reports on a potential alternative and less-invasive approach to measure intracranial pressure (ICP) in patients.

      

      
        Prostate cancer blood test equally effective across ethnic groups, study finds
        The Stockholm3 blood test is equally effective at detecting prostate cancer in different ethnic groups, a new paper reports. The test produces significantly better results than the current PSA standard.

      

      
        Study evaluates treatment interventions for severe obesity in adolescents
        Adolescents with severe obesity who received meal-replacement therapy plus financial incentives experienced a greater reduction in body mass index compared to those who received meal replacement therapy alone, according to recent findings.

      

      
        How does the brain respond to sleep apnea?
        Nearly 40 million adults in the U.S. have sleep apnea, and more than 30 million of them use a continuous positive airway pressure (CPAP) machine while sleeping. However, the machines tend to be expensive, clunky and uncomfortable -- resulting in many users giving up on using them. High blood pressure is often linked with sleep apnea because the brain works harder to regulate blood flow and breathing during sleep. A recent study offers new insight into the underlying mechanisms within the brain co...

      

      
        Dual action antibiotic could make bacterial resistance nearly impossible
        New drug that disrupts two cellular targets would make it much harder for bacteria to evolve resistance.

      

      
        Brain care score for dementia and stroke also predicts late-life depression
        Researchers have shown that a higher Brain Care Score is also associated with a lower risk of late-life depression. The findings provide further evidence of shared biological risk factors for stroke, dementia and depression and highlight the potential of the BCS to help patients make lifestyle changes to better care for their brain health.

      

      
        Pioneering the cellular frontier
        Scientists use a multimodal approach that combines hard X-ray computed tomography and X-ray fluorescence imaging to see the structure and chemical processes inside of a single cell.
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New gene therapy approach shows promise for Duchenne muscular dystrophy | ScienceDaily
Indiana University School of Medicine researchers have made a significant breakthrough in developing a new gene therapy approach that restores full-length dystrophin protein, which could lead to new treatments for people with Duchenne muscular dystrophy (DMD).


						
The study, recently published in Nature Communications, demonstrates the effectiveness of their novel gene therapy technology in improving muscle tissue and overall strength in mice models with Duchenne muscular dystrophy.

Duchenne muscular dystrophy is a genetic disorder caused by mutations in the DMD gene, resulting in a lack of the protein dystrophin. This deficiency leads to progressive muscle weakness and loss of muscle tissue over time. Patients with the disease experience impaired mobility, heart and lung problems, and ultimately a shortened life expectancy.

"Current gene therapy for Duchenne muscular dystrophy utilizes a truncated version of dystrophin," said Renzhi Han, PhD, senior author of the study and professor of pediatrics at the IU School of Medicine. "Unfortunately, this option doesn't fully protect the muscles because it lacks many important functional domains of full-length dystrophin."

While the U.S. Food and Drug Administration recently approved a micro-dystrophin gene therapy for Duchenne muscular dystrophy, Han said the therapeutic outcomes have been less satisfactory than expected.

Building on their experience using adeno-associated virus methods to deliver extra-large therapeutic genes into cells, Han and his team at the Herman B Wells Center for Pediatric Research developed a triple-adeno-associated virus vector system to deliver a complete version of the dystrophin protein into the muscles.

"We optimized and tested our new three-vector system to make sure it produced and assembled the full-length dystrophin protein effectively," Han said. "Our data confirmed we successfully restored full-length dystrophin in both the skeletal and heart muscles of mice with DMD, leading to significant improvements in their muscle health, strength and function."

Han has filed a provisional patent application for his triple-adeno-associated virus vector system and is collaborating with the IU Innovation and Commercialization Office to advance the treatment toward market availability. He is also seeking additional funding so patients with Duchenne muscular dystrophy have access to promising new treatment options.

"I believe this new gene therapy approach offers significant advantages to patients compared to what they currently have available, and I'm eager to get it into further clinical development," he said.

Other IU School of Medicine study authors include Yuan Zhou, Chen Zhang, Weidong Xiao and Roland W. Herzog.
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Could wearable devices adversely affect health? | ScienceDaily
Using a wearable device, such as a smart watch, to track health data and symptoms, is supposed to help people monitor their health and address symptoms as quickly as possible to spur positive health outcomes. But for people with atrial fibrillation, also known as Afib, using a wearable device to monitor the heart rate and to alert wearers of an irregular heartbeat might not be as helpful as wearers think.


						
A new study in the Journal of the American Heart Association, led by Lindsay Rosman, PhD,assistant professor of medicine in the division of cardiology at the University of North Carolina School of Medicine, is the first to show that wearable devices, such as smart watches, can significantly amplify anxiety and increase healthcare use in patients with Afib.

The study included 172 patients from UNC Health with a prior diagnosis of Afib who completed a survey and had their information linked to electronic health records. About half of the study sample had a wearable device and their data was compared to individuals without a wearable device. Rosman and her team found that patients with Afib who use wearables are more likely to be preoccupied with their heart symptoms, report concerns about their AFib treatment, and use healthcare resources compared to Afib patients without these devices. Providers and healthcare clinics were also impacted, as wearable users were more likely to call the clinic and send messages to their healthcare providers than individuals who did not have a device.

Also, 1 in 5 AFib patients who used wearables in this study experienced intense fear and anxiety in response to irregular rhythm notifications from their device. And a similar proportion (20%) routinely contacted their doctors when ECG results were abnormal or indicative of possible AFib. But it's unclear if they actually needed to see a doctor, due to the alerts from their devices. It's also unclear if the reported anxiety contributed to the worsening of symptoms, although anxiety has been a well-documented contributing factor to various conditions, including AFib.

"Given the significant increase in use of wearable devices in this patient group (and the population in general)," said Rosman, "we believe prospective studies and randomized trials are needed to understand the net effects of wearables -- including their alerts -- on patients' healthcare use and psychological well-being, as well as the downstream effects on providers, hospitals, and health systems."
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Stroke recovery: It's in the genes | ScienceDaily
New research led by UCLA Health has found that specific genes may be related to the trajectory of recovery for stroke survivors, providing doctors insights useful for developing targeted therapies.


						
Published in the journal Stroke this month, the findings were part of an exploratory study that sought to find if candidate genes could predict a higher likelihood of stroke outcomes related to depression, post-traumatic stress disorder and cognitive decline.

Dr. Steven C. Cramer, MD, the study's lead author and a professor of neurology at UCLA, said while there are some predictors physicians can use to anticipate stroke recovery, such as a patient's age or baseline health, they only tell part of the story.

"In the big picture, the issue that we face is that, when somebody has a stroke, it's hard to anticipate what's going to come next," said Cramer. "People look up to us from the gurney in the ER and say, 'What's next? What's going to happen to me?' People want to understand what their trajectory will be, people want to have a sense of how well going to be, or not, and what treatments are available to them."

Similarly, clinicians who treat patients with stroke need improved methods to understand how a patient will fare in order to develop a personalized medicine approach for each individual, Cramer said.

Past studies have provided evidence that genetic differences are related the process of stroke recovery, but there has been limited study on the specific outcomes with which these genes are associated. For example, most previous genetic studies related to stroke have relied on the modified Rankin scale, which is a measure of global disability that combines recovery data across all behaviors into one single-digit score.

However, Cramer said this scoring system does not account for the granular differences in stroke outcomes for patients, such as a patient having improved movement but continued severe depression, or having persistent anxiety but showing good recovering of arm movement. As a result, Dr. Cramer, in collaboration with Dr. E. Alison Holman at UC Irvine, sought to determine whether there was a method to more precisely measure the various behavioral outcomes among stroke survivors.




To do this, Cramer and his team measured details for a group of candidate genes to examine in more than 700 patients enrolled throughout the U.S. Additionally, researchers conducted detailed behavioral assessments of the participants' cognitive health, depression, post-traumatic stress disorder symptoms, and other deficits for one year after the stroke.

The study found significant associations between certain genes and these behavioral health outcomes. Specifically, the rs6265 gene variant was associated with poorer cognition. This gene variant is related to brain-derived neurotrophic factor, or BDNF, which is the most common growth factor in the brain and is strongly associated with learning. About 20-30% of people are estimated to have this genetic variant, which slows the release of BDNF.

"Your brain gushes out BDNF when you're learning new things," Cramer said. "Hopefully your brain is gushing out BDNF at this very moment. People who have this gene variant had poorer cognitive status at one year."

Environmental factors, such as stressors, also played a role in genetic expression among stroke patients. Patients with the gene variants rs4291 and rs324420 were at higher risk for developing more severe depression and PTSD symptoms after one-year post-stroke.

"The more stress they reported, the more the gene variant was associated with poorer outcomes," Cramer said.

Another variant, rs4680 was linked to lower depression and PTSD symptoms.

While the results still require independent verification, Cramer said these insights could help physicians and other allied health professionals tailor treatment options for patients based on a simple genetic test.

"If these discoveries are validated as accurate, you could look at someone on the day they have their stroke and say, 'I know that on average you are at higher risk of a poorer outcome regarding cognitive function a year from now,'" Cramer said. "Maybe those are the people that need extra cognitive rehab or maybe one day we'll have a drug that targets certain gene receptors. The idea is that you could divide people into different groups and use that knowledge not just for prediction but hopefully one day for improved, individualized treatment."
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Does your body composition affect your risk of dementia or Parkinson's? | ScienceDaily
People with high levels of body fat stored in their belly or arms may be more likely to develop diseases like Alzheimer's and Parkinson's than people with low levels of fat in these areas, according to a study published in the July 24, 2024, online issue of Neurology(r), the medical journal of the American Academy of Neurology. The study also found that people with a high level of muscle strength were less likely to develop these diseases than people with low muscle strength.


						
"These neurodegenerative diseases like Alzheimer's and Parkinson's affect over 60 million people worldwide, and that number is expected to grow as the population ages, so it's crucial that we identify ways to modify risk factors to develop some preventive tools," said study author Huan Song, MD, PhD, of Sichuan University in Chengdu, China. "This study highlights the potential to lessen people's risk of developing these diseases by improving their body composition. Targeted interventions to reduce trunk and arm fat while promoting healthy muscle development may be more effective for protection against these diseases than general weight control."

The study involved 412,691 people with an average age of 56 who were followed for an average of nine years. At the beginning of the study, measurements were taken for body composition, such as waist and hip measurements, grip strength, bone density and fat and lean mass.

During the study, 8,224 people developed neurodegenerative diseases -- mainly Alzheimer's disease, other forms of dementia, and Parkinson's disease.

Male participants with high levels of body fat in their bellies developed the neurodegenerative diseases at a rate of 3.38 per 1,000 person-years, compared to 1.82 cases per 1,000 person-years for those with low levels of body fat in their bellies. For female participants, the rates were 2.55 for high levels and 1.39 for low levels. Person-years represent both the number of people in the study and the amount of time each person spends in the study.

After adjusting for other factors that could affect the rate of disease, such as high blood pressure, smoking and drinking status and diabetes, researchers found that overall people with high levels of belly fat were 13% more likely to develop these diseases than people with low levels of belly fat.

People with high levels of arm fat were 18% more likely to develop the diseases than those with low levels of arm fat.




Those with high muscle strength were 26% less likely to develop the diseases than those with low levels of strength.

The relationship between these body compositions and the neurodegenerative diseases was partly explained by the occurrence after the start of the study of cardiovascular diseases such as heart disease and stroke.

"This underscores the importance of managing these cardiovascular diseases right away to help prevent or delay the development of Alzheimer's, Parkinson's, or other degenerative diseases," Song said.

A limitation of the study is that participants were mainly white people from the United Kingdom of Great Britain and Northern Ireland, so the results may not apply to other populations.

The study was supported by Sichuan University, Sichuan Provincial Science and Technology Department and the Swedish Research Council.
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Daily rhythms depend on receptor density in biological clock | ScienceDaily
In humans and other animals, signals from a central circadian clock in the brain generate the seasonal and daily rhythms of life. They help the body to prepare for expected changes in the environment and also optimize when to sleep, eat and do other daily activities.


						
Scientists at Washington University in St. Louis are working out the particulars of how our internal biological clocks keep time. Their new research, published July 24 in the Proceedings of the National Academy of Sciences, helps answer longstanding questions about how circadian rhythms are generated and maintained.

In all mammals, the signals for circadian rhythms come from a small part of the brain called the suprachiasmatic nucleus, or SCN. Several previous studies from WashU and other institutions have attempted to determine if a neurotransmitter called GABA plays a role in synchronizing circadian rhythms among individual SCN neurons. However, the role of GABA in the SCN had remained unclear.

"In the past, we have published data on pharmacological blocking of the GABA system and found only modest increases in synchrony among SCN cells," said Daniel Granados-Fuentes, a research scientist in Arts & Sciences and first author of the new study.

The chemical interventions that he and other scientists introduced didn't seem to change the way that neurons in the SCN fired that much, or to affect circadian regulation of actual behavior in mice, either.

So Granados-Fuentes and his team members took a different approach. The researchers changed the expression of two kinds of GABA receptors to figure out if receptor density had any impact on synchrony or behavior.

"Tuning the number of receptors is considered to be important to regulate physiological processes like learning and memory, but not circadian rhythms," Granados-Fuentes said. But in this case, changing the density of either g2 or d GABA receptors had a dramatic effect.




Reducing or mutating these receptors in the SCN of mice decreased the amplitude of their circadian rhythms to one-third. The mice in this study increased their daytime wheel-running and reduced their normal nocturnal running.

The researchers also found that reduction or mutation of either g2 or d GABA receptors halved the synchrony among, and amplitude of, circadian SCN cells as measured by firing rate or protein expression in vitro.

Overexpression of either of two GABA receptor types compensated for the loss of the other, suggesting that these two receptors can function in a similar way in the SCN, even though they have been described to mediate different physiological processes, Granados-Fuentes said.

Understanding circadian rhythms is important because people can suffer many negative consequences if these rhythms get disrupted. They can experience daytime fatigue, changes in hormone profiles, gastrointestinal issues, changes in mood and more.

"These findings open a possibility to understand if changes in the density of GABA receptors are important to regulate seasonal responses, for example how animals in nature respond to summer when days are long or winter when days are short," Granados-Fuentes said.

Granados-Fuentes works in the laboratory of biologist Erik Herzog, the Viktor Hamburger Distinguished Professor in Arts & Sciences and a co-author of this study. Steven Mennerick, the John P. Feighner Professor of Neuropsychopharmacology at Washington University School of Medicine and a professor of psychiatry and of neuroscience, is a collaborator and co-author.

This research helped lead to a new grant from the National Institute of Neurological Disorders and Stroke, part of the National Institutes of Health (NIH), for the Herzog laboratory with collaborators in WashU's McKelvey School of Engineering and at Saint Louis University.

Research reported in this publication was supported by a grant from the NINDS (RO1NS121161). The study authors also thank the Taylor Family Institute for Innovative Psychiatric Research for support.
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Increasing Prediabetes remission for type 2 diabetes | ScienceDaily
Increasing ketone supply to the heart in mice with heart failure with preserved ejection fraction (HFpEF) allowed their hearts to utilize more ketones and produce more energy, according to preliminary research presented today at the American Heart Association's Basic Cardiovascular Sciences Scientific Sessions 2024.


						
Heart failure with preserved ejection fraction, a common type of heart failure, occurs when there are signs and symptoms of heart failure with a high left ventricle filling pressure despite normal or a near-normal left ventricle ejection fraction of 50% or higher. Heart failure with reduced ejection fraction is when the heart's pumping power is 40% or less. A normal ejection fraction reading is between 50 to 70%. Heart failure with reduced ejection fraction (HFrEF) is well-studied and has established management plans and therapeutic strategies; in contrast, there is no current evidence-based treatment for HFpEF.

Healthy hearts require a high rate of adenosine triphosphate (ATP) production (provides the energy to drive and support the heart) to maintain their continuous pumping action. This energy comes from a balanced use of glucose and fats to support the heart's contractile function.

"Ketones are a special energy resource," said study author Qiuyu (Violet) Sun, B.Sc., a Ph.D. candidate at the University of Alberta in Canada. "Humans normally rely on carbohydrates and fat for energy. However, when blood glucose levels fall, such as after prolonged fasting or strenuous exercise, it poses a risk to our brain, which depends on glucose and cannot utilize fats for energy. To address this, our body has a built-in mechanism to produce this special energy substrate called ketones."

"This process is known as ketogenesis and involves breaking down fats from fat storage. The liver then converts these fats into ketone bodies, which enter the bloodstream to fuel the brain," Sun explained. "Ketones can convert the chemical energy in the form of ATP to improve the heart's pumping ability in a continuous fashion."

According to the researchers, relying on fatty acids to produce ATP could be problematic. Fatty acids are a less efficient fuel source compared to glucose because fats require more oxygen to produce the same amount of ATP as glucose.

In this study, researchers assessed mice hearts' metabolism and found that hearts with HFpEF reconstructed their metabolic profiles. Specifically, the researchers found in HFpEF hearts, ketone use was impaired, as well was also an impaired glucose oxidation rate coupled with an increase in fatty acid oxidation. These two changes balance each other, leading to overall preserved energy production.




When HFpEF hearts were given more ketones, this resulted in an increase in overall ATP production coming from ketones and glucose oxidation to ATP from 15% to 28% with preserved pumping ability. So, increasing ketone supply to the heart in HFpEF mice led to higher ATP production.

"This is crucial because this increase in ketone use by the heart did not cause any interference with glucose or fat use. In other words, ketones were not competing with glucose or fats as the energy source. As such, elevated ketone oxidation does not further aggravate the disrupted metabolic profile of the heart in HFpEF," Sun said.

According to the American Heart Association's 2024 Heart Disease and Stroke Statistics, an estimated 56.2 million people were living with heart failure across 204 countries globally in 2019. However, this estimate likely underrepresents the true rate of heart failure because of data and diagnostic gaps in low-resource regions and countries.

"The prevalence of heart failure with preserved ejection fraction is rising, driven by an aging population and increasing obesity rates. Unfortunately, there is still a lack of clinically effective treatment for this condition," Sun said. "We hope our study can help us better understand this condition. Identifying key proteins involved in cardiac energy metabolism could potentially lead to identification of druggable targets for future development of medications to treat HFpEF."

Sun said the next steps are to investigate the precise role of ketone use by the heart in HFpEF and to assess whether increasing the ketone supply to the heart could potentially optimize heart energy production and lead to improved cardiac function.

The AHA/ACC/HFSA 2022 joint guideline for the management of heart failure calls for increased focus on preventing heart failure in people who are showing early signs of "pre-heart failure," and updated treatment strategies for people with symptomatic heart failure to include SGLT-2 inhibitor (SGLT2i) medicines. SGLT-2 inhibitors are a class of prescription medicines that are FDA-approved for use with diet and exercise to lower blood sugar in adults with Type 2 diabetes.

Study background:
    	In a lab setting, two groups of mice were used. The first experimental group of mice received a 60% high-fat diet and L-NAME (an inhibitor of nitric oxide synthesis) every day for 6 weeks to induce HFpEF. The second control group (HFpEF was not induced) were fed a low-fat diet and regular drinking water.
    	The mouse hearts were removed and treated with two different levels of b-hydroxybutyrate and studied for how quickly the hearts used the major energy sources, such as glucose, fatty acids and ketones.

Study limitations were that it focused on the metabolic phenotype of HFpEF. However, there are different subgroups of HFpEF that possess varied clinical presentation, such as the fibrotic type or the diastolic dysfunction phenotypes of HFpEF. Both subgroups of HFpEF are of equal importance and should be investigated further. Additionally, because mice have different physiology and metabolic profiles than humans, future research should better characterize cardiac energy metabolism in HFpEF using experimental models that more closely align and translate to humans.
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Prediabetes remission for type 2 diabetes prevention | ScienceDaily
Current medical guidelines recommend that people in a preliminary stage of type 2 diabetes lose at least 7 percent of their body weight in order to prevent manifest diabetes. In an article in Nature Reviews Endocrinology, diabetes experts Prof. Andreas Birkenfeld and Prof. Viswanathan Mohan advocate glycemic remission (normalization of blood sugar regulation) as a prevention goal for people with prediabetes or a high risk of type 2 diabetes. The article's claim is supported by numerous international scientists as well as by the DZD's Prevention Academy.


						
Prediabetes is the greatest risk factor for the development of type 2 diabetes (T2D). In the preliminary stage of diabetes, fasting blood sugar is already elevated and glucose tolerance is impaired (see Box 1). To prevent the development of T2D and damage to blood vessels, lifestyle changes, such as diet and more exercise, are usually used to combat prediabetes. The US guidelines from the American Diabetes Association (ADA) recommend reducing body weight by at least 7%. Nevertheless, the number of diabetes mellitus cases has almost quadrupled since 1980 and the incidence continues to rise -- especially in low-income countries. In low- and middle-income countries, the global age-standardized mortality rate for diabetes has also risen by 13% over the past 15 years. According to the two authors, improved strategies are needed to reduce the massive increase in the incidence and prevalence of T2D worldwide and to address the disparities in rates of diabetes mellitus. In addition to weight reduction, they also advocate for incorporating the normalization of blood sugar regulation (prediabetes remission, see Box 1) into diabetes prevention.

Normalizing Blood Sugar Regulation

The concept of "prediabetes remission" was established in analyses of the Prediabetes Lifestyle Intervention Study (PLIS) of the German Center for Diabetes Research (DZD) and the US Diabetes Prevention Program (DPP). The studies showed that in some patients with prediabetes (~40%), weight loss ([?]5% of original body weight) led to prediabetes remission. Fasting blood sugar, glucose tolerance and HbA1c levels normalized in this group (see Box 2). Participants who had achieved remission showed a 73% reduced risk of developing T2D even two years after the end of the lifestyle intervention. They also showed reduced markers of kidney damage and better condition of their blood vessels. Some of the participants did not achieve remission despite losing weight and still had prediabetes.

Mechanisms of Prediabetes Remission

Studies have shown that a greater reduction in visceral abdominal fat and improved insulin sensitivity are crucial in achieving prediabetes remission. The authors' hypothesis is that improving insulin resistance promotes remission from prediabetes to normal glucose regulation. This could indicate that prediabetes remission targets a point in time at which the beta cells are not yet permanently damaged to a clinically relevant extent. This could make prediabetes a window of opportunity to preserve beta cell function in the long term.

Does Prediabetes Remission Reduce the Risk of T2D?

Researchers investigated whether weight loss-induced prediabetes remission is more effective than the currently recommended strategies for preventing type 2 diabetes. They analyzed the data of 480 participants in the Diabetes Prevention Program (DPP) who had prediabetes and had lost at least 7% of their weight through a one-year lifestyle intervention. Blood sugar levels normalized in 114 people (prediabetes remission), while the majority of the 366 participants did not improve their blood glucose regulation. Preliminary results indicate that individuals who achieved prediabetes remission in combination with weight loss of [?]7% reduced their relative risk of diabetes mellitus by 76% over six years compared to weight loss of [?]7% alone.

The authors suggest that remission to normal glucose regulation should be considered in prevention strategies for people with prediabetes. Weight loss plays a decisive role in this regard. The results suggest that people with prediabetes who do not achieve remission after losing at least 7% of their body weight should continue to lose weight until they reach their individual threshold or take other measures.

"We believe that prediabetes remission should be considered in future studies and guidelines as it has the potential to protect beta cell function from the development of type 2 diabetes and possibly reduce the rising incidence and prevalence of type 2 diabetes worldwide," says Prof. Andreas Birkenfeld. Future studies should clarify whether prediabetes remission can also lead to reduced complication rates.
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Preventing brain damage in preterm babies | ScienceDaily
Mark Petersen, MD, has seen firsthand the devastating effects of brain bleeds in premature babies. It's an exceedingly common condition that affects up to 20 percent of infants born before 28 weeks of gestation, bringing an increased risk for developmental delays and autism.


						
"As a neonatologist and neuroscientist, it's frustrating that we don't have any treatments to counteract the harmful effects of bleeding in the developing brain, even though we know it often leads to lasting problems," says Petersen, director of the Neuro-Intensive Care Nursery at UC San Francisco (UCSF), associate professor of pediatrics at UCSF, and a visiting scientist at Gladstone Institutes. "Adding to this frustration, we've had very little understanding -- until now -- of why and how this bleeding is so closely tied to the long-term neurological issues these babies often face."

In a study that appears in Proceedings of the National Academy of Sciences (PNAS), Petersen and an interdisciplinary team of physicians and scientists from Gladstone and UCSF shed light on this vexing medical condition, showing for the first time that a blood protein called fibrin blocks an essential biological process that drives brain development in early life.

When babies are born extremely prematurely, the tiny and fragile blood vessels in their brain can break, causing a hemorrhage; the younger the baby, the higher the risk. Why this happens is not fully known, but poor neurological outcomes from brain bleeding are well established, explains Petersen, who leads his research laboratory at the UCSF Newborn Brain Research Institute.

In the new study, scientists demonstrated in mouse models that fibrin, which normally works to enable blood clotting, interferes with a cell-signaling pathway that plays a vital role in neuron creation -- particularly in the cerebellum. They also confirmed their findings using brain scans from nearly 60 preterm infants.No other blood protein had the same inhibitory effect on this pathway, Petersen says, which allowed the team to pinpoint fibrin as a clear therapeutic target for treating babies who experience brain bleeds.

A Druggable Target 

The study's findings hold great significance for neonatal care, but also expand into other realms of medicine, as the signaling pathway (known as the "sonic hedgehog" pathway, or SHH) at the center of the study plays other important roles in human development and is implicated in a wide range of diseases.




At Gladstone, Petersen worked closely with the lab of Senior Investigator Katerina Akassoglou, PhD, who has long investigated how blood that leaks into the brain triggers neurologic diseases, essentially by hijacking the brain's immune system and setting off a cascade of harmful, often-irreversible effects leading to problems with cognition and motor functions.

"Toxic effects of blood in the developing brain point to potential new causes for neurodevelopmental disorders associated with preterm births," says Akassoglou, who also serves as director of the Gladstone-UCSF Center for Neurovascular Brain Immunology. "Neutralizing the toxic effects of fibrin in the brain presents a promising therapeutic approach for many neurological diseases -- and now, we believe may also be an approach for treating the youngest patients of all."

Akassoglou's lab previously developed a drug, a therapeutic monoclonal antibody, that acts only on fibrin's harmful properties without affecting its beneficial role in blood clotting. This fibrin-targeting immunotherapy protects from multiple sclerosis and Alzheimer's disease in mice. A humanized version of this first-in-class fibrin immunotherapy is already in Phase 1 safety clinical trials by Therini Bio.

"We're encouraged that we've been able to confirm the cause of lasting neurological issues in preterm babies with brain bleeding, and that we have a druggable target to potentially address this unmet need," Petersen says. "Our new study establishes the groundwork to test our therapeutic approach in developmental brain injury and other disease models with neurovascular disruption or abnormal SHH signaling."

Changing Life's Trajectory

Petersen has been leading the study for the past three years, starting with observations that premature babies often have a smaller cerebellum over time. By working with MRI experts and neurologists at UCSF to follow a cohort of 59 preterm infants, the team was able to show that the smaller cerebellum was linked to brain bleeding rather than infections or other possible causes.




"During this stage of early development, the cerebellum is going through a rapid change and is very sensitive to injury," Petersen says. "Anything that blocks the SHH pathway would have major implications on the brain, and it led us to investigate whether fibrin could be at play."

In addition to the MRI analyses -- led by UCSF pediatric neurologist Dawn Gano, MD -- the team conducted experiments in experimental models to fully understand how fibrin impacts the SHH pathway and neuron growth.

Lennart Mucke, MD, director of the Gladstone Institute of Neurological Disease, noted that the research addresses a fundamental biomedical question and has the potential to prevent persistent neurological problems stemming from a person's earliest days of life.

"The team made a really interesting discovery that may one day change the whole life trajectory of young patients with brain bleeds," Mucke says. "The focus now is on bringing this work to the clinic as quicky as possible."
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AI model identifies certain breast tumor stages likely to progress to invasive cancer | ScienceDaily
Ductal carcinoma in situ (DCIS) is a type of preinvasive tumor that sometimes progresses to a highly deadly form of breast cancer. It accounts for about 25 percent of all breast cancer diagnoses.


						
Because it is difficult for clinicians to determine the type and stage of DCIS, patients with DCIS are often overtreated. To address this, an interdisciplinary team of researchers from MIT and ETH Zurich developed an AI model that can identify the different stages of DCIS from a cheap and easy-to-obtain breast tissue image. Their model shows that both the state and arrangement of cells in a tissue sample are important for determining the stage of DCIS.

Because such tissue images are so easy to obtain, the researchers were able to build one of the largest datasets of its kind, which they used to train and test their model. When they compared its predictions to conclusions of a pathologist, they found clear agreement in many instances.

In the future, the model could be used as a tool to help clinicians streamline the diagnosis of simpler cases without the need for labor-intensive tests, giving them more time to evaluate cases where it is less clear if DCIS will become invasive.

"We took the first step in understanding that we should be looking at the spatial organization of cells when diagnosing DCIS, and now we have developed a technique that is scalable. From here, we really need a prospective study. Working with a hospital and getting this all the way to the clinic will be an important step forward," says Caroline Uhler, a professor in the Department of Electrical Engineering and Computer Science (EECS) and the Institute for Data, Systems, and Society (IDSS), who is also director of the Eric and Wendy Schmidt Center at the Broad Institute of MIT and Harvard and a researcher at MIT's Laboratory for Information and Decision Systems (LIDS).

Uhler, co-corresponding author of a paper on this research, is joined by lead author Xinyi Zhang, a graduate student in EECS and the Eric and Wendy Schmidt Center; co-corresponding author GV Shivashankar, professor of mechogenomics at ETH Zurich jointly with the Paul Scherrer Institute; and others at MIT, ETH Zurich, and the University of Palermo in Italy. The open-access research was published in Nature Communications.

Combining imaging with AI

Between 30 and 50 percent of patients with DCIS develop a highly invasive stage of cancer, but researchers don't know the biomarkers that could tell a clinician which tumors will progress.




Researchers can use techniques like multiplexed staining or single-cell RNA sequencing to determine the stage of DCIS in tissue samples. However, these tests are too expensive to be performed widely, Shivashankar explains.

In previous work, these researchers showed that a cheap imagining technique known as chromatin staining could be as informative as the much costlier single-cell RNA sequencing.

For this research, they hypothesized that combining this single stain with a carefully designed machine-learning model could provide the same information about cancer stage as costlier techniques.

First, they created a dataset containing 560 tissue sample images from 122 patients at three different stages of disease. They used this dataset to train an AI model that learns a representation of the state of each cell in a tissue sample image, which it uses to infer the stage of a patient's cancer.

However, not every cell is indicative of cancer, so the researchers had to aggregate them in a meaningful way.

They designed the model to create clusters of cells in similar states, identifying eight states that are important markers of DCIS. Some cell states are more indicative of invasive cancer than others. The model determines the proportion of cells in each state in a tissue sample.




Organization matters

"But in cancer, the organization of cells also changes. We found that just having the proportions of cells in every state is not enough. You also need to understand how the cells are organized," says Shivashankar.

With this insight, they designed the model to consider proportion and arrangement of cell states, which significantly boosted its accuracy.

"The interesting thing for us was seeing how much spatial organization matters. Previous studies had shown that cells which are close to the breast duct are important. But it is also important to consider which cells are close to which other cells," says Zhang.

When they compared the results of their model with samples evaluated by a pathologist, it had clear agreement in many instances. In cases that were not as clear-cut, the model could provide information about features in a tissue sample, like the organization of cells, that a pathologist could use in decision-making.

This versatile model could also be adapted for use in other types of cancer, or even neurodegenerative conditions, which is one area the researchers are also currently exploring.

"We have shown that, with the right AI techniques, this simple stain can be very powerful. There is still much more research to do, but we need to take the organization of cells into account in more of our studies," Uhler says.

This research was funded, in part, by the Eric and Wendy Schmidt Center at the Broad Institute, ETH Zurich, the Paul Scherrer Institute, the Swiss National Science Foundation, the U.S. National Institutes of Health, the U.S. Office of Naval Research, the MIT Jameel Clinic for Machine Learning and Health, the MIT-IBM Watson AI Lab, and a Simons Investigator Award.
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Researchers are closing in on a mouse model for late-onset Alzheimer's | ScienceDaily
Mice don't get Alzheimer's -- and while that's good news for mice, it's a big problem for biomedical researchers seeking to understand the disease and test new treatments. Now, researchers at The Jackson Laboratory are working to create the first strain of mice that's genetically susceptible to late-onset Alzheimer's, with potentially transformative implications for dementia research.


						
In humans, two of the defining traits of Alzheimer's disease are amyloid plaques between brain cells, and tangles of tau proteins within neurons. In mice, however, intercellular plaques don't give rise to intracellular protein tangles, so mice don't develop significant cognitive impairments. "It's easy enough to create mouse models for studying amyloid plaques," said Greg Carter, the Bernard and Lusia Milch Endowed Chair at JAX who also leads the Model Organism Development and Evaluation for Late-onset Alzheimer's Disease (MODEL-AD) consortium with JAX colleagues Gareth Howell, Ph.D. and Mike Sasner, Ph.D. "But that replicates only a very limited aspect of Alzheimer's -- and if we could cure the disease with those models, we'd have done it 20 years ago."

To develop new mouse strains that accurately reflect the full complexity of Alzheimer's disease, Carter's team drew on recent genome-wide studies that have identified over 70 genes associated with the illness. Using CRISPR gene editing, they collaborated with Sasner and Howell at JAX to introduce different genetic factors associated with Alzheimer's into 11 separate strains of mice, and raised the mice to maturity to explore how the genetic variants affected their brain health.

That presented a separate challenge: how can you tell when a mouse is developing Alzheimer's? "Mice aren't very smart, so it's really hard to check whether a disease is impacting their cognitive abilities," Carter explained, whose work appears in the July issue of Alzheimer's & Dementia, the journal of the Alzheimer's Association. "Any behavioral metric can be easily confounded by other factors like hyperactivity or sensory impairment, so focusing on mouse cognition has really led the field astray."

To get around that problem, the JAX team used transcriptomics -- a technique that reveals the way genes are transcribed and "activated" within cells -- to compare the biological signatures present in mouse brains to those of deceased human Alzheimer's patients. "By comparing the molecular biology of mouse and human brains, we can see where the two overlap, and what part of the Alzheimer's disease biology a particular gene is driving," Carter said. "It's a way to very systematically map out the disease-relevant contributions of all 11 different genetic variants."

Using transcriptomics also creates a clearer benchmark for testing new therapeutics: if a treatment aims to prevent inflammation associated with Alzheimer's, for instance, it's possible to evaluate its impact on the transcriptome signature specifically associated with inflammation. "This approach can assess whether a treatment is working at the molecular level, without worrying so much about behavioral changes that are hard to spot in mice," said Carter. "For pre-clinical studies, it's much more precise and efficient."

First, however, Carter and team need to map the contributions of each individual genetic factor, then figure out how to combine them into a single mouse strain that shows all the key biological hallmarks of Alzheimer's. In a separate project, Carter's team tested about a dozen additional genes; now, they are working to find the most effective way to combine the genes into a single mouse model. "We've used machine learning to figure out how to combine the genes we've studied," Carter said. "Now, we're setting up studies that will combine three or four genes at a time, and hopefully give us mice with much more complete Alzheimer's."

That's an important step forward, given that most mouse-model research into dementia focuses on the impact of single genes. "While different genes may increase your risk of dementia, no single gene causes Alzheimer's -- that's not how complex genetics works," Carter explained. Working at JAX made it possible to raise multiple strains and study dozens of genes in parallel, and ultimately to home in on the best possible model for studying Alzheimer's Disease," Carter said

"We know how valuable it would be to have a mouse model for Alzheimer's disease," he added. "This research is bringing that goal within reach."
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Targeted Alzheimer's research and drug discovery | ScienceDaily
Researchers at The Jackson Laboratory offer the first comprehensive ranking of the relative role and significance of every known gene and protein in the development of Alzheimer's Disease in advance of the Alzheimer's Association International Conference, July 28.


						
From studying the human genome, to analyzing the way proteins are encoded, or monitoring RNA expression, researchers are rapidly gaining a far richer understanding of the complex genetic and cellular mechanisms that underpin dementia. But there's a catch: While new technologies are revealing myriad avenues for Alzheimer's research, it's impossible to know in advance which research pathways will lead to effective treatments.

"We have countless potential targets, but we don't know which ones to aim at," said Greg Carter, the Bernard and Lusia Milch Endowed Chair at the Jackson Laboratory (JAX), who led the study. "Drug development is slow and costly, so to make use of these new insights, we need a way to prioritize them effectively."

Now, Carter and his colleagues at JAX -- in collaboration with partners from Stanford University School of Medicine, Emory University, and Sage Bionetworks -- are doing just that, offering the first comprehensive ranking of the relative role and significance of every gene and protein in the disease's development. The work is reported in the July issue of Alzheimer's & Dementia in advance of the Alzheimer's Association International Conference on July 28, where the work will be presented.

"This is the most comprehensive study to date of Alzheimer's patients' brains," Carter said. "We're integrating research from multiple fields, including genetics and -omics, across the patient's lifespan, and at a much larger scale than has previously been possible."

The team used machine learning to draw together and overlay findings from more than two dozen large-scale genetic studies, along with multi-omic analyses of almost 2,900 brains, to identify thousands of potential targets for therapeutic interventions. The targets were then sorted into 19 separate "biodomains" reflecting biological mechanisms believed to contribute to Alzheimer's disease.

Carter and his colleagues didn't just want a long list of undifferentiated gene and protein targets. Instead, each target is associated with a specific therapeutic hypothesis -- making it easier to understand how it works, and to identify candidates for experimental validation.

The team was also able to flag targets likely to play a role in the early stages of Alzheimer's, supporting the development of new diagnostic and therapeutic tools for pre-symptomatic interventions. "This is incredibly important, but also very challenging: most of our data come from post-mortem brains, so our job was like trying to deduce where a forest fire began after everything has been incinerated," said Carter. "Our computer modeling effectively rewinds the progression of the disease to identify early markers that correspond to late-stage pathology."

That approach is already generating important insights, including new evidence that mitochondria -- the powerhouse of the cell -- could play a significant role in the early stages of Alzheimer's disease. The team found a number of promising targets in this biodomain, suggesting that mitochondrial function could be a very strong early indicator of Alzheimer's -- and a key driver of the disease's progression.

The findings and their full dataset are being made publicly available through the Emory-Sage-Structural Genomics Consortium-JAX TREAT-AD Center, part of an NIH-funded consortium dedicated to de-risking Alzheimer's research, giving researchers and biotech innovators a foundational tool to support smarter and more targeted future research. "We're taking an aggressively open approach," said Carter. "If any biotech or pharmaceutical company wants to pick this up and run with it, they can -- and we hope they will."
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COVID-19 pandemic slowed progress towards health-related Sustainable Development Goals and increased inequalities | ScienceDaily
The COVID-19 pandemic significantly widened existing economic and health disparities between wealthy and low-income countries and slowed progress toward health-related Sustainable Development Goals (SDGs), according to a new study published July 24, 2024, in the open-access journal PLOS ONE by Wanessa Miranda of Federal University of Minas Gerais, Brazil, and colleagues.


						
The global SDGs were established in 2015 as a wide and integrated agenda with themes ranging from eradicating poverty and promoting well-being to addressing socioeconomic inequalities. However, the COVID-19 pandemic is known to have delivered a devastating blow to global health, with large economic repercussions.

The new study investigated the potential impact of these economic disruptions on progress toward health-related SDGs. The research team used data from the official United Nations SDG database and analyzed the associations between well-being, income levels, and other key socioeconomic health determinants. A yearly model was extrapolated to predict trends between 2020 and 2030 using a baseline projection as well as a post-COVID-19 scenario.

The study estimated average economic growth losses in the wake of the COVID-19 pandemic as 42% and 28% for low and lower middle-income countries and 15% and 7% in high- and upper middle-income countries. These economic disparities are projected to drive global health inequalities in the themes of infectious disease, injuries and violence, maternal and reproductive health, health systems coverage and neonatal and infant health. Overall, low-income countries can expect an average progress loss of 16.5% across all health indicators, whereas high-income countries can expect losses as low as 3%. Individual countries, such as Turkmenistan and Myanmar, have estimated a loss of progress which is as much as nine times worse than the average loss of 8%. The most significant losses are seen in Africa, the Middle East, Southern Asia, and Latin America.

The authors conclude that the impact of the pandemic has been highly uneven across global economies and led to heightened inequalities globally, particularly impacting the health-related targets of the 2030 SDG Agenda.

The authors add: "The COVID-19 pandemic significantly widened existing economic and health disparities between wealthy and low-income countries and slowed progress toward health-related Sustainable Development Goals (SDGs). Overall, low-income countries can expect an average progress loss of 16.5% across all health indicators, whereas high-income countries can expect losses as low as 3%."
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Proof-of-concept study to find functional cure for HIV | ScienceDaily
Researchers in George Mason University's Center for Infectious Disease Research (CIDR) and Tulane National Primate Research Center conducted a breakthrough proof-of-concept study in Nature's Gene Therapy that found an HIV-like virus particle that could cease the need for lifelong medications. Scientists have made great strides in the treatment of HIV (human immunodeficiency virus) over the past few decades, yet those with the virus must still take antiretroviral therapy (ART) for life as the disease is difficult to eradicate.


						
Researchers at CIDR, led by Yuntao Wu, professor in George Mason's School of Systems Biology and the principal investigator of the NIH-funded study, developed a special HIV-like virus particle, called HIV Rev-dependent lentiviral vector, that uses an HIV protein, Rev, as a trigger to selectively target and activate therapeutic genes in HIV-infected cells. The Mason team, including Brian Hetrick, Mark Spear, Jia Guo, Huizhi Liang, Yajing Fu, Zhijun Yang, and Ali Andalibi, has been developing the HIV Rev-dependent vector technology since 2002.

According to Wu, patients need to take medications for the rest of their lives because of the persistence of HIV reservoirs, which are infected immune cells harboring the virus. Currently, ART used by patients can effectively block the virus, but cannot eliminate the viral reservoirs. Experimental approaches such as "shock and kill" and "block and lock" of the reservoirs have been in development to either eliminate or silence viral reservoirs. Wu said the HIV Rev-dependent lentiviral vector technology, that his team has been developing, uses a different approach, which relies on the HIV Rev protein to selectively target reservoirs for killing or for inactivation.

"Our approach shows signs of not only reducing viral reservoirs but also boosting the immune system to produce antiviral neutralizing antibodies," said Wu. "Think about turning a bad guy into a good one."

The reservoir cells can be targeted by the Rev-dependent vector and be turned into releasing defective viruses that can act as a vaccine to stimulate neutralizing antibodies. Wu's team named this new approach "rehab and redeem" of the HIV reservoirs.

Scientists at Tulane National Primate Research Center, including Summer Siddiqui, Lara Doyle-Meyers, Bapi Pahar, Ronald S. Veazey, Jason Dufour, and Binhua Ling, collaborated with Wu's team to test this technology on monkeys infected with SIVmac239 (a virus similar to HIV), finding in one monkey that the virus levels in the blood and brain have been reduced to undetectable most of the time for over two years after ceasing to administer ART.

According to Hetrick, this approach shows promise in controlling viremia and opens new avenues for developing effective treatments for HIV without relying on daily antiretrovirals.

"Our proof-of-concept animal studies demonstrate a step forward in the fight against this virus, bringing us closer to innovative and potentially transformative therapies for HIV patients," said Hetrick.

This proof-of-concept study signals what technologies could come for the 1.2 million people in the United States and 39 million worldwide (as of 2022) with HIV who depend on medications to keep the virus under control. Additional funded studies are needed to expand and optimize the animal studies, followed by human clinical trials serving as the next pivotal steps for the development of the new treatment. Wu thanked the NYCDC AIDS Ride organized by Marty Rosen that raised funding to keep his team going in early years, leading to the more recent NIH-supported animal trial.

"It took us 20 years to walk the first step, we will certainly keep going," Wu said.
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Fighting leukemia by targeting its stem cells | ScienceDaily
Acute myeloid leukaemia is one of the deadliest cancers. Leukaemic stem cells responsible for the disease are highly resistant to treatment. A team from the University of Geneva (UNIGE), University Hospital of Geneva (HUG), and Inserm has made a breakthrough by identifying some of the genetic and energetic characteristics of these stem cells, notably a specific iron utilisation process. This process could be blocked, leading to the death or weakening of these stem cells without affecting healthy cells. These results, published in Science Translational Medicine, pave the way for new therapeutic strategies.


						
Acute myeloid leukaemia (AML) is the most common blood and bone marrow cancer in adults. Caused by an increase in immature cells that rapidly destroy and replace healthy blood cells (red and white blood cells and platelets), AML is lethal in half of those affected under the age of 60, and in 85% of those over that age.

This unfavorable prognosis may be due to the presence of so-called ''dormant'' or ''quiescent'' leukaemic stem cells (LSCs), which evade chemotherapy. Often invisible, these cells can ''wake up'' and reactivate the disease after an apparently successful course of treatment. Developing therapies that target these cells is therefore a major research challenge. However, the mechanisms controlling them are poorly understood.

By identifying genetic and metabolic characteristics specific to LSCs, a team from the UNIGE, HUG, and Inserm is providing new insights, as well as ways of combating the disease. These results, published in Science Translational Medicine, pave the way for a new therapeutic target and its clinical application.

A distinctive genetic signature

''Using advanced bioinformatics techniques and in collaboration with the team of Dr Petros Tsantoulis from the Department of Oncology and Precision Oncology at the HUG, we first established that these quiescent cells contain a unique genetic signature consisting of 35 genes. When we used this signature in large clinical databases of patients with AML, we were able to show that this signature was strongly linked to the prognosis of the disease,'' explains Jerome Tamburini, associate professor in the Department of Medicine and the Centre for Translational Research in Onco-haematology (CRTOH) in the UNIGE Faculty of Medicine and at the Swiss Cancer Center Leman (SCCL), staff physician in the Division of Oncology at HUG, who led this research.

Blocking a specific nutrient

The study also highlights a metabolic difference between dormant and active leukaemic stem cells. In general, to survive, cells trigger chemical reactions that enable them to break down nutrients and thus produce energy. This also involves ''autophagy'', a process that allows cells to recycle cellular components to generate new ones and to provide energy in case of a lack of external nutrients. Scientists have discovered that dormant leukaemic stem cells depend on ''ferritinophagy'', a specific form of autophagy targeting ferritin, the main iron storage molecule.




''This process is mediated by a protein called NCOA4. It controls the availability of iron in cells. By inhibiting it, either genetically or chemically, we observed that leukaemia cells, especially dormant stem cells, are more likely to die, whereas healthy blood stem cells remain intact,'' reveals Inserm researcher Clement Larrue, a former post-doctoral researcher in Jerome Tamburini's group, currently a post-doctoral researcher at the Toulouse Cancer Research Center, and first author of the study.

Towards clinical trials

Experiments conducted with mouse models have confirmed that blocking the NCOA4 protein reduces tumour growth, viability and self-renewal of leukaemic stem cells. Targeting ferritinophagy through this inhibition pathway could therefore be a promising therapeutic strategy. The compound used to block NCOA4 is in the early stages of development for future clinical trials, under the direction of one of the study's co-authors, Jun Xu, a professor at Sun Yat-Sen University in China.

The next step for the UNIGE team will be to explore further the mechanisms of ferritinophagy and its association with mitophagy, another key mechanism in the regulation of LSCs. This new stage of research is supported by the Swiss Cancer League.
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'Gene misbehavior' widespread in healthy people | ScienceDaily
Scientists have uncovered that 'gene misbehaviour' -- where genes are active when they were expected to be switched off -- is a surprisingly common phenomenon in the healthy human population.


						
The team also identify several mechanisms behind these gene activity errors. This may help inform precision medicine approaches and enable the development of targeted therapies to correct expression.

Researchers from the Wellcome Sanger Institute, the University of Cambridge and AstraZeneca studied the activity of inactive genes in a large, healthy population for the first time. While rare at the individual gene level, they revealed misexpression is widespread across samples and involved more than half of the genes that should be inactive.

The findings, published today (24 July) in the American Journal of Human Genetics, shed new light on how our genetic code operates. The approach could be used in future research to investigate various complex diseases.

The human genome contains about 19,900 genes. These genes form part of the instruction manual for our bodies, encoding proteins needed to carry out cell functions. Proper gene regulation involves turning these gene instructions on and off as needed, depending on a cell's specific role or environmental factors. When this regulation fails and a typically inactive gene is activated, or 'expressed', it can disrupt normal cell function1.

While gene misexpression has previously been linked to several rare diseases, such as congenital limb syndromes2, it is not known how often or why this may happen in the general population.

In this new study, researchers analysed blood samples from 4,568 healthy individuals from the INTERVAL study3. They used advanced RNA sequencing techniques to measure gene activity and whole genome sequencing to identify genetic changes behind irregular gene activity.




The team found that while misexpression events were rare at the individual gene level -occurring in only 0.07 per cent of genes -- nearly all samples -- 96 per cent -- had some misexpression, with over half of the normally inactive genes showing misexpression. They also found these events can be caused by rare structural changes in the DNA4.

While these findings show that gene misbehaviour is common, it may not always lead to health issues. This new understanding of the prevalence and mechanisms of gene misexpression provides a valuable tool for further investigation into the complexities of human genetics and disease. This could help in diagnosing and developing treatments for conditions caused by misexpression.

Thomas Vanderstichele, first author of the study at the Wellcome Sanger Institute, said: "Until now, we have been looking at disease risk through the lens of highly active genes. Our study reveals 'unusual' gene activity is far more usual than previously thought and we need to consider the full picture, including genes that shouldn't be active but sometimes are. This is a big step towards more personalised healthcare, enabling a more comprehensive understanding of all the ways our genes impact our health."

Dr Katie Burnham, author of the study at the Wellcome Sanger Institute, said: "Interestingly, while over half of genes occasionally misexpress, we find certain critical genes, particularly those governing development, rarely make such mistakes. This suggests that when these essential genes do misexpress, the consequences for health and disease are likely to be more severe."

Dr Emma Davenport, senior author of the study at the Wellcome Sanger Institute, said: "The work of this pioneering large-scale study is testament to the incredible 'genomics ecosystem' in Cambridge that brought together experts from the Sanger Institute, the University of Cambridge and AstraZeneca. The findings open avenues for research into gene misexpression across different tissues, to understand its role in various diseases and potential treatments."
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Neuroscientists discover brain circuitry of placebo effect for pain relief | ScienceDaily
The placebo effect is very real. This we've known for decades, as seen in real-life observations and the best double-blinded randomized clinical trials researchers have devised for many diseases and conditions, especially pain. And yet, how and why the placebo effect occurs has remained a mystery. Now, neuroscientists have discovered a key piece of the placebo effect puzzle.


						
Publishing in Nature, researchers at the University of North Carolina School of Medicine- with colleagues from Stanford, the Howard Hughes Medical Institute, and the Allen Institute for Brain Science -- discovered a pain control pathway that links the cingulate cortex in the front of the brain, through the pons region of the brainstem, to cerebellum in the back of the brain.

The researchers, led by Greg Scherrer, PharmD, PhD, associate professor in the UNC Department of Cell Biology and Physiology, the UNC Neuroscience Center, and the UNC Department of Pharmacology, then showed that certain neurons and synapses along this pathway are highly activated when mice expect pain relief and experience pain relief, even when there is no medication involved.

"That neurons in our cerebral cortex communicate with the pons and cerebellum to adjust pain thresholds based on our expectations is both completely unexpected, given our previous understanding of the pain circuitry, and incredibly exciting," said Scherrer. "Our results do open the possibility of activating this pathway through other therapeutic means, such as drugs or neurostimulation methods to treat pain."

Scherrer and colleagues said research provides a new framework for investigating the brain pathways underlying other mind-body interactions and placebo effects beyond the ones involved in pain.

The Placebo Paradox

It is the human experience, in the face of pain, to want to feel better. As a result -- and in conjunction with millennia of evolution -- our brains can search for ways to help us feel better. It releases chemicals, which can be measured. Positive thinking and even prayer have been shown to benefit some patients. And the placebo effect -- feeling better even though there was no "real" treatment -- has been documented as a very real phenomenon for decades.




In clinical research, the placebo effect is often seen in what we call the "sham" treatment group. That is, individuals in this group receive a fake pill or intervention that is supposed to be inert; no one in the control group is supposed to see a benefit. Except that the brain is so powerful and individuals so desire to feel better that some experience a marked improvement in their symptoms. Some placebo effects are so strong that individuals are convinced they received a real treatment meant to help them.

In fact, it's thought that some individuals in the "actual" treatment group also derive benefit from the placebo effect. This is one of the reasons why clinical research of therapeutics is so difficult and demands as many volunteers as possible so scientists can parse the treatment benefit from the sham. One way to help scientists do this is to first understand what precisely is happening in the brain of someone experiencing the placebo effect.

Enter the Scherrer lab

The authors of the Nature paper knew that the scientific community's understanding of the biological underpinnings of pain relief through placebo analgesia -- when the positive expectation of pain relief is sufficient for patients to feel better -- came from human brain imaging studies, which showed activity in certain brain regions. Those imaging studies did not have enough precision to show what was actually happening in those brain regions. So Scherrer's team designed a set of meticulous, complementary, and time-consuming experiments to learn in more detail, with single nerve cell precision, what was happening in those regions.

First, the researchers created an assay that generates in mice the expectation of pain relief and then very real placebo effect of pain relief. Then the researchers used a series of experimental methods to study the intricacies of the anterior cingulate cortex (ACC), which had been previously associated with the pain placebo effect. While mice were experiencing the effect, the scientists used genetic tagging of neurons in the ACC, imaging of calcium in neurons of freely behaving mice, single-cell RNA sequencing techniques, electrophysiological recordings, and optogenetics -- the use of light and fluorescent-tagged genes to manipulate cells.

These experiments helped them see and study the intricate neurobiology of the placebo effect down to the brain circuits, neurons, and synapses throughout the brain.




The scientists found that when mice expected pain relief, the rostral anterior cingulate cortex neurons projected their signals to the pontine nucleus, which had no previously established function in pain or pain relief. And they found that expectation of pain relief boosted signals along this pathway.

"There is an extraordinary abundance of opioid receptors here, supporting a role in pain modulation," Scherrer said. "When we inhibited activity in this pathway, we realized we were disrupting placebo analgesia and decreasing pain thresholds. And then, in the absence of placebo conditioning, when we activated this pathway, we caused pain relief.

Lastly, the scientists found that Purkinje cells -- a distinct class of large branch-like cells of the cerebellum -- showed activity patterns similar to those of the ACC neurons during pain relief expectation. Scherrer and first author Chong Chen, MD, PhD, a postdoctoral research associate in the Scherrer lab, said that this is cellular-level evidence for the cerebellum's role in cognitive pain modulation.

"We all know we need better ways to treat chronic pain, particularly treatments without harmful side effects and addictive properties," Scherrer said. "We think our findings open the door to targeting this novel neural pain pathway to treat people in a different but potentially more effective way."

This project was supported by the National Institutes of Health grants R01NS106301 and R01DA05483, the New York Stem Cell Foundation, the Stanford School of Medicine Dean's Fellowship, seed funds from Biogen, the Stanford Mind, Brain, Computation and Technology Program, and the Vannevar Bush Faculty Fellowship 

Other authors of this paper at the time of this research are Jesse Niehaus, Karen Huang, Alexander Barnette, Adrien Tassou, Kimberly Ritola, and Adam Hantman at the UNC School of Medicine; Fatih Dinc, and Mark Schnitzer at Stanford/Howard Hughes Medical Institute; Andrew Shuster at Harvard; Lihua Wang and Andrew Lemire of the Howard Hughes Medical Institute Janelia Research Campus: Vilas Menon at Columbia; and Hongkui Zeng at the Allen Institute for Brain Science.
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Staying hip to orthopedic advances: Comparing traditional and new hip replacement stems | ScienceDaily
Needing a hip replacement is unfortunate, but even more unfortunate is to need to do it again.


						
Surgeons at Osaka Metropolitan University have provided new insights into the performance of two types of stems used in total hip replacement surgery. Their findings are expected to contribute to the enhancement of long-term outcomes, improving patients' quality of life and reducing the need for revision surgeries.

Their paper was published in The Bone & Joint Journal on June 1.

The hip joint, which connects the femur, or thighbone, to the pelvis, plays a crucial role in supporting body weight and facilitating movement. Total hip replacement, or total hip arthroplasty, involves replacing a damaged hip joint with an implant to alleviate pain and stiffness caused by disease or aging.

"After surgery, a decrease in bone density around the femur can increase the risk of fractures and loosening of the artificial joint, necessitating hip revision surgery," said Yohei Ohyama, lead author, surgeon, and PhD candidate at the Osaka Metropolitan University Graduate School of Medicine.

The team therefore conducted a detailed analysis of bone density changes and stem-femur contact between two types of stems used in total hip replacement: traditional fully hydroxyapatite (HA)-coated stems and newly introduced fully HA-coated stems. Hydroxyapatite is a naturally occurring mineral form of calcium apatite and a major component in bone. The traditional HA stems are renowned for their excellent long-term results while the new HA stems -- which are shorter -- are designed for minimally invasive surgery.

The study included 66 patients, with 36 receiving the traditional HA stems and 30 receiving the new HA stems. Bone density around the implants was measured using dual-energy x-ray absorptiometry one year and two years post-surgery. A 3D density mapping system assessed stem contact with femoral cortical bone.




Results indicated significantly larger contact areas in certain femur regions with the new HA stems. Conversely, the traditional HA stems showed increased bone density around the upper inner femur (proximal-medial femur) at the two-year mark, compared to a decrease in the new HA stems.

The study highlights the distinct fixation patterns and bone density preservation capabilities of the two stem types. The new HA stems have larger adequate contact areas, however, the traditional HA stems demonstrated superior long-term preservation of bone density.

These findings are critical for surgeons when selecting stems for total hip replacement, aiming to optimize patient outcomes and ensure implant longevity.

"Total hip arthroplasty is a life-enhancing procedure that extends patients' healthy lifespans and improves their quality of life," Ohyama said. "We hope our findings will contribute to treatment strategies that make artificial joints a lifetime solution."
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At what age do Olympic athletes peak? | ScienceDaily
There's a lot that goes into an Olympic athlete's quest for gold -- years of training and rigour -- but also, an athlete's age. A team of University of Waterloo students used statistics to figure out when an Olympic track-and-field athletes' peak performance will be.


						
Track-and-field encompasses running, jumping, throwing, and combined event disciplines. Most athletes' career performance progressions can typically be visualized as a bell curve, in which they train over several years to reach their best performance, or "peak," at a certain age and then gradually decline.

"Unlike other Olympic sports such as soccer and tennis that have their own high-profile competitions outside of the Games, the Olympics is the largest stage upon which track-and-field athletes compete," said David Awosoga, a master's student in data science and the lead author on the research.

"Because the Olympics occur only once every four years, track-and-field athletes must carefully consider when and how they should train to maximize their probability of qualifying for the Olympics while at their personal peak."

The researchers curated a data set of year-by-year career performance data from every track and field athlete who has competed in an individual event at an Olympics since the 1996 Games in Atlanta. They analyzed the data that considered five factors: gender, nationality, event type, how long the athlete had been training at an elite level, and whether or not it was an Olympic year.

They found that the average age of participation of Olympic track-and-field athletes has remained remarkably consistent for both men and women over the past three decades: just under 27 years old. "Interestingly enough, our analysis also demonstrated that the median peak age for these athletes was 27," Awosoga said.

After the age of 27, there is only a 44 per cent probability that an athlete's peak is still ahead of them, and this number drops every subsequent year.




"Age, however, isn't the only factor in an athlete's peak," said Matthew Chow, an undergraduate economics student and co-author of the research. "What's really exciting is that we also found that knowing it's an Olympic year actually helps predict an athlete's performance."

While the researchers emphasize that their analysis is mainly theoretical, they hope that the findings can be helpful for both athletes and fans.

"Our main takeaway is that we have established a list of variables that help predict when your peak will be," Awosoga said. "You can't change the year of the Olympics, your genetics, or your nationality, but you might modify your training regimes to better align with these biological and external factors."

This kind of research really helps us appreciate how hard it is to make it to the Olympics in the first place, Chow noted.

"When we watch track-and-field athletes compete, we are witnessing a statistical anomaly: someone who is both at the peak of their physical performance, while also benefiting from extremely fortuitous timing," he said.
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Warehousing industry increases health-harming pollutants, research shows | ScienceDaily
America's demand for products delivered to the doorstep has led to a dramatic increase in e-commerce and the warehousing industry.


						
A first-of-a-kind study now shows that people living in communities located next to these large warehouses are exposed to 20% more of a traffic-related air pollutant that can lead to asthma and other life-threatening health conditions.

"Increased truck traffic to and from these recently built large warehouses means people living downwind are inhaling an increased amount of harmful nitrogen dioxide pollution," said Gaige Kerr, lead author of the study and an assistant research professor of environmental and occupational health at the George Washington University Milken Institute School of Public Health. "Communities of color are disproportionately affected because they often live in close proximity to warehouses, especially dense clusters of warehouses."

Kerr and his colleagues measured a traffic-related pollutant called nitrogen dioxide by using a satellite instrument from the European Space Agency to zero in from space on the nearly 150,000 large warehouses located across the United States. Trucks and other vehicles traveling to and from these large warehouses spew out nitrogen dioxide, particulates, and other harmful pollutants.

The researchers also looked at traffic information from the Federal Highway Administration and demographic data from the US Census Bureau.

Additional key findings of the study:
    	Although the average spike of nitrogen dioxide associated with warehouses was 20%, nitrogen dioxide levels near warehouses were even larger when there was greater heavy duty vehicle activity near these facilities.
    	Warehouses with more loading docks and parking spaces attract the most traffic and are associated with the highest nitrogen dioxide levels.
    	Communities with large racial and ethnic minority populations are often located near warehouses and thus are inhaling more nitrogen dioxide and other pollutants. For example, this study found that the proportion of Hispanic and Asian people living close to the largest clusters of warehouses is about 250% higher than the average nationwide.
    	Although warehouses are located all over the US, 20% are concentrated in just 10 counties: Los Angeles, California; Harris, Texas; Cook, Illinois; Miami-Dade, Florida; Maricopa, Arizona; San Bernardino, California; Orange, California; Dallas, Texas; Alameda, California; and Cuyahoga, Ohio.

The pandemic fueled the explosion of the e-commerce industry and warehouses that receive and sort consumer goods. The transportation infrastructure needed to ship goods to warehouses and then onto consumers is enormous, according to the researchers. For example, Amazon, an industry leader in e-commerce operated 175,000 delivery vans and more than 37,000 semi trailers in 2021 alone.




Earlier studies have looked at warehouses and pollution in specific neighborhoods around the country, but this is the first nationwide study to show that people living near these warehouses are exposed to higher than average levels of damaging pollutants. And while other research has shown that communities of color are exposed to more nitrogen dioxide pollution than predominantly non-Hispanic white communities, this is the first study linking the warehousing industry to the exposure inequities faced by these overburdened populations, Kerr says.

Previous research by the GW team found that communities of color in the US face a growing burden from polluted air. That study showed that such communities endure nearly 8 times higher rates of pediatric asthma from exposure to nitrogen dioxide and 30% higher rates of dying prematurely from exposure to fine particulate matter, both of which are emitted by cars, trucks and other vehicles.

The authors say the new study underscores the need for regulations that drive zero-emission vehicle use in logistics, particularly to protect vulnerable communities located near industrial hubs. They also say that industry leaders and utilities have crucial roles in planning and implementing this transition.

"Such measures would mean people living near warehouses could breathe cleaner air," said Kerr. "In addition to a reduced risk of pollutant-related diseases, such measures would also reduce greenhouse gas emissions associated with climate change."

The study, "Air pollution impacts from warehousing in the United States uncovered with satellite data," was published July 24, 2024 in Nature Communications. In addition to Kerr, Susan Anenberg, professor and chair of the Department of Environmental and Occupational Health at GW, and Daniel Goldberg, assistant research professor in the same department, contributed to this paper alongside researchers from the International Council on Clean Transportation.

The research was funded by NASA.
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Large genetic study on severe COVID-19 | ScienceDaily
Whether or not a person becomes seriously ill with COVID-19 depends, among other things, on genetic factors. With this in mind, researchers from the University Hospital Bonn (UKB) and the University of Bonn, in cooperation with other research teams from Germany, the Netherlands, Spain and Italy, investigated a particularly large group of affected individuals. They confirmed the central and already known role of the TLR7 gene in severe courses of the disease in men, but were also able to find evidence for a contribution of the gene in women. In addition, they were able to show that genetic changes in three other genes of the innate immune system contribute to severe COVID-19. The results have now been published in the journal Human Genetics and Genomics Advances.


						
Even though the number of severe cases following infection with the SARS-CoV-2 virus has decreased, there is still great interest in understanding why, at the height of the coronavirus pandemic, the infection was severe in some people but not in others. "This is important because it gives us information about the function and reaction of the immune system when it first comes into contact with a pathogen. If we have a better understanding of how severe courses of the disease develop, we can identify people at risk and protect them better or develop targeted therapies. We assume that the findings can be transferred at least in part to future pandemics," says corresponding author Prof. Kerstin Ludwig from the Institute of Human Genetics at the UKB, who is also a member of the Cluster of Excellence ImmunoSenstation2 and the Transdisciplinary Research Area (TRA) "Life and Health" at the University of Bonn.

In addition to many possible reasons such as increased age or pre-existing conditions, some people's own genetic make-up can cause a severe course of the disease. Early work in the pandemic had already identified affected genes, most of which are involved in the innate immune response. The gene with the strongest evidence to date is the TLR7 gene, which was identified as the cause of the disease in two pairs of Dutch brothers with severe cases back in summer 2020. However, it was not yet known to what extent the effect of genetic changes in TLR7 is independent of other non-genetic risk factors, such as increased age or previous illnesses, and whether there are other genes in which so-called mutations significantly increase the risk of severe COVID.

Increased risk of severe Covid-19 lies in three other genes in addition to TLR7

In the recently published study, an international research group led by Prof. Ludwig looked at the gene sequences of 52 candidate genes, including TLR7, in a comparatively large patient sample. Through collaborations with various European groups, the Bonn researchers gained access to DNA material from 1,772 people with severe COVID-19 and 5,347 control individuals with unknown SARS-CoV-2 status from Spain and Italy -- i.e. from regions where a very high incidence and high mortality rate was observed, especially at the beginning of the pandemic. All those affected were infected at a time when vaccinations were not yet available -- these people therefore had no immune protection and were exposed to the virus virtually "unprepared."

In this large group of people, mutations that render the TLR7 gene non-functional were actually observed significantly more frequently in severely affected COVID-19 patients than in the control group. "This 'enrichment' was even stronger when only those affected people were considered who, due to their age and state of health, would not actually have had a high risk of a severe course. This means that certain mutations in this gene significantly increase the risk of severe progression," says first author and doctoral student at the Bonn Institute of Human Genetics Jannik Boos, who was in charge of the project. In addition to TLR7, the Bonn researchers were also able to identify mutations in the three other genes TBK1, INFAR1 and IFIH1 in the group of severely affected individuals.

Gender-specific differences in COVID-19 progression due to hereditary factors?

The Bonn researchers then took a closer look at TLR7 and found something interesting: the TLR7 gene is located on the X chromosome, of which men only have one copy, but women have two. "So if there is a loss of function of TLR7 on one copy, men no longer have a functioning gene -- women, on the other hand, still have a healthy copy, so at least a little bit of functioning TLR7. It was therefore surprising for us that we also found TLR7 mutations more frequently in women with severe COVID-19 courses," says Dr. Axel Schmidt, who is a resident at the Institute of Human Genetics and in the Department of Neuropaediatrics at the UKB and led the study with Prof. Ludwig. Together with Prof. Alexander Hoischen's team from Radboudumc University Hospital in the Netherlands, the Bonn researchers found initial indications that the type of genetic changes is different in women: while in men the mutations lead to the absence of TLR7, in women the "broken" TLR7 versions appear to interact with the "healthy" copies and thus also influence their function. "We assume that TLR7 can also be impaired in women with severe COVID, but presumably via a different biological mechanism," says Ludwig, who is now working with groups from the Immunosensation2 cluster to clarify whether this hypothesis is correct and, if so, what the effects of this mechanism are on the immune system.

In addition to the University Hospital Bonn and the University of Bonn, the University Hospital Schleswig-Holstein, the Humanitas University Milan (Italy) and the University Hospital Radboudumc (Netherlands) were also centrally involved.

The study was supported by the NGS Core Facility of the UKB and the BONFOR program of the Faculty of Medicine.
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BePRECISE consortium unveils guidelines to enhance reporting in precision medicine research | ScienceDaily
The paper from the BePRECISE consortium describes comprehensive guidelines aimed at improving the accuracy, safety, and health equity in precision medicine.


						
BePRECISE is Better Precision-data Reporting of Evidence from Clinical Intervention Studies & Epidemiology.

Chair of the Guidelines committee, Professor Paul Franks, Lund University, Sweden, says: "Precision medicine seeks to tailor healthcare to individual characteristics, accounting for the heterogeneous [dissimilar] nature of diseases such as diabetes, cardiovascular disease, cancers, mental health disorders, musculoskeletal disorders, and infectious diseases. However, this heterogeneity, combined with varied research methodologies, has created challenges in comparing studies and implementing findings across the field."

Professor Michele Ramsay, Director of the Sydney Brenner Institute for Molecular Bioscience (SBIMB) at the University of the Witwatersrand, Johannesburg(Wits University), is a member of the BePRECISE consortium that developed the guidelines and a co-author of the paper.

Ramsay says: "Africa and its people will contribute to global solutions in the field of precision medicine by virtue of their unique genetic diversity and challenging environments. They should not be left behind, but potential benefit will require generating and sharing research data and reporting outcomes according to international best practices."

The SBIMB at Wits University conducts high impact and relevant research on Africa's genetic heritage that will ultimately contribute to improving the health of people living on the continent. Its vision is to create an African Genomics research hub with a focus on strengthening the continent's capacity to analyse large genome, transcriptome and epigenomic datasets for the purpose of promoting a precision medicine approach in Africa.

"The BePRECISE checklist is an important tool to ensure that research studies can be compared, and similarities and differences accurately evaluated, to avoid a one-size-fits-all misfit for African populations," says Ramsay.




A first for precision medicine research standardised reporting guidelines 

To date, there have been no standardised guidelines for reporting precision medicine research, which has hindered progress. Addressing this gap, the BePRECISE consortium -- comprising 23 global experts in precision medicine, cardiometabolic diseases, statistics, editorial, and lived experience -- conducted a scoping review of evidence and engaged in a modified Delphi and nominal group technique process to create the new reporting guidelines.

The resulting BePRECISE Checklist includes 23 items organised into five sections corresponding to typical sections of a scientific publication.

A dedicated section on health equity emphasizes the importance of including under-represented and under-served communities in precision medicine research, as well as patient and public involvement and engagement.

Adopt guidelines to expedite equitable clinical implementation 

The BePRECISE consortium encourages adoption of these guidelines by researchers, reviewers, funders and editors to promote and expedite the equitable clinical implementation of precision medicine. The checklist is expected to enhance the quality and comparability of precision medicine studies, fostering advancements in healthcare for all.

About BePRECISE

The BePRECISE consortium is a collaborative group of experts based in low-, middle- and high-income countries dedicated to improving the reporting standards of precision medicine research. Through rigorous review and consensus-building methods, BePRECISE aims to advance the field of precision medicine by promoting transparency, inclusivity, and high-quality research practices.
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Traffic-related ultrafine particles hinder mitochondrial functions in olfactory mucosa | ScienceDaily
Ultrafine particles, UFPs, the smallest contributors to air pollution, hinder the function of mitochondria in human olfactory mucosa cells, a new study shows. Led by the University of Eastern Finland, the study showed that traffic-related UFPs impair mitochondrial functions in primary human olfactory mucosa cells by hampering oxidative phosphorylation and redox balance. Furthermore, the responses of olfactory mucosa cells of individuals with Alzheimer's disease differed from those of cognitively healthy controls. The findings were published in Redox Biology.


						
Air pollution forms a major global burden to health, and it has been identified as a risk factor for dementia, including Alzheimer's disease, AD. Despite the growing body of evidence, the role of UFPs in the cellular and molecular changes in the human brain leading to Alzheimer's disease remains obscure.

The olfactory mucosa is a sensory tissue responsible for odour detection, and it is directly exposed to the environment and in contact with the brain. Interestingly, one of the earliest clinical symptoms of Alzheimer's disease is an impaired sense of smell. The Kanninen Lab at the University of Eastern Finland uses a physiologically relevant human-based in-vitro model of the olfactory mucosa, which is generated from cells obtained from voluntary donors and collected in collaboration with Kuopio University Hospital. Earlier studies by the Kanninen Lab have shown that this model recapitulates AD-related alterations, which makes it suitable for investigating air pollution and its connection to AD.

"Dysfunction of mitochondria plays a key role in the development and progression of neurodegenerative diseases such as AD, and mitochondria are known to be especially vulnerable to environmental toxicants. Still, the connection between UFPs and mitochondrial functions in the context of AD has not been previously investigated in the human olfactory mucosa," says first author, Doctoral Researcher Laura Mussalo of the Kanninen Lab at the University of Eastern Finland.

The study explored molecular mechanisms of how UFPs affect the mitochondrial function of olfactory mucosa cells from cognitively healthy individuals and individuals diagnosed with Alzheimer's disease. The researchers compared responses in mitochondria of these two health status groups by examining gene expression, and with functional assessment. The researchers were also interested in determining whether fossil and renewable diesel fuels cause different effects, and how modern aftertreatment devices in the engine, such as particulate filters, affect the responses observed at the mitochondrial level.

The study provides evidence of traffic-related UFPs being able to reach even the inner mitochondrial membrane, impair oxidative phosphorylation, and cause mitochondrial dysfunction. Both gene expression level alterations and functional studies confirmed disruptions in mitochondrial respiration, decreased ATP levels, and alterations in redox balance leading to increased oxidative stress. These alterations were strongest in response to exhausts derived from an engine without aftertreatment devices. However, the exhaust from an engine with after-treatment devices showed only negligible changes. Responses observed in cells from individulas with AD were slightly deviating from those of the controls, suggesting AD-related alterations in olfactory mucosa cells upon exposure to UFPs.

There is an urgent need to understand the interplay of air pollutants and human health in order to steer the political decision-making for efficient reduction of air pollutants, which could, in the long run, reduce the economic burden caused by adverse health effects. This study provides important information on the increased sensitivity of individuals with AD to the effects of air pollution exposure. It also provides new insight to form the basis for mitigation and preventive actions against the health impairments caused by UFP exposure.

The study constitutes part of TUBE project, which was funded by the Horizon 2020 programme of the European Union. The study has also received funding from the Kuopio Area Respiratory Foundation, the Finnish Brain Foundation, Yrjo Jahnsson Foundation, Paivikki and Sakari Sohlberg Foundation, and The Finnish Cultural Foundation's North Savo Regional Fund.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240724123042.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Language affects how quickly we perceive shades of color | ScienceDaily
Bees have a phenomenal ability to perceive different shades of colour, and their eyes are able to see ultraviolet light. This helps them find flowers that produce nectar. Human beings are also influenced by colours and different shades of colours. For example, we use different colours to create different moods in rooms.


						
Colours are used on signs to send signals to the brain's ability to perceive and interpret. If a sign has a lot of red on it, you should be extra cautious; it may indicate danger if you do not follow the sign's instructions.

At sea, there are clear colour codes on pennants and maritime signal flags. For example, it is a good idea to keep a certain distance from ships with a yellow flag on the mast; this is the colour code for contagious disease or quarantine.

More words for blue

Researchers have long been interested in how language affects our perception of the world. A fascinating aspect of this is how we perceive colours. Researchers at NTNU and the University of Oslo (UiO) have recently investigated how language affects our perception of shades of various colours.

The human eye's perception of colours is determined by its biology and is based on the perception of light. However, the colour spectrum is divided and defined differently in different languages.

For example, there are two words for blue in Russian: 'siniy' for dark blue and 'goluboy' for light blue, while English only has only one word: 'blue'. Previous studies have shown that Russian speakers can distinguish between light and dark blue faster than English speakers.




"A logical next question is to what extent does your mother tongue influence your categorisation of colours, which are otherwise perceived in an objective way due to the biology of the eye," says language professor Mila Vulchanova at NTNU.

Dynamic interaction

In the new study from NTNU and UiO, researchers have further investigated this phenomenon by analysing how bilingualism affects colour perception.

The researchers have studied how people who speak both Lithuanian and Norwegian defined shades of colour through the two different languages.

Lithuanian, like Russian, has two completely different words for blue: 'zydra' (light blue) and 'melyna' (dark blue), while Norwegian only has one word: 'bla'.

"Our study revealed that the bilingual participants' ability to distinguish between shades of colour was influenced by the language they used while performing the task.These findings shed light on the dynamic interaction between language and perception, i.e. our perception of sensory input," says Mila Vulchanova.




In practical terms, this means that the brain responds quickly to the language that is activated and connects the sensory impression to that language. This phenomenon is known as 'code switching' among bilinguals. As soon as a language is activated, the entire language system is active, including words and concepts.

"Our results also refer to the dynamic link between language and cognition, i.e. the brain's ability to receive, process and express the information. Our research and research done by others show that this is a two-way process. This means that language can activate and influence cognitive categories, and vice versa, that cognitive mechanisms and categories influence language," explains Vulchanova.

Close collaboration

For many years, Mila Vulchanova has conducted research on language, perception and brain activity, especially on phenomena related to bilingualism. Several of the research projects are conducted in collaboration with students and PhD candidates she supervises.

In this study, master's degree student Akvile Sinkeviciute is the lead author of the article published in Language Learning.

The co-authors of the article are Mila Vulchanova and UiO professors Julien Mayor and Natalia Kartushina. All four have participated in the design of the study, the collection and analysis of the data material, and writing the scientific article.

"The research reveals that the language being actively used by bilingual individuals can significantly affect their perception of colour. The findings show that the language you use can shape how you perceive the world, right down to basic colour perception. Our research demonstrates the intricate connection between language and perception, highlighting the profound impact of linguistic context on basic cognitive processes," says Akvile Sinkeviciute..

Akvile Sinkeviciute is currently a PhD candidate at Northeastern University of London.

Method: Defining shades of blue

Participants in the study were divided into three groups: monolingual Lithuanians, monolingual Norwegians, and people who are bilingual in Lithuanian and Norwegian. All of them performed a task in which they had to distinguish between different shades of blue on a scale of 1 to 20.

They performed the task with and without a verbal interference task, i.e. with and without the active use of language to express where on the colour scale the shade of blue they were supposed to define was located.

This took place in Lithuanian for the Lithuanians, in Norwegian for the Norwegians, and in both Lithuanian and Norwegian for the bilingual participants.

The bilingual participants had started learning Norwegian sometime between the ages of 5 and 43. A total of 106 people participated in the study.

Results and conclusion

Bilingual participants: The Lithuanian-Norwegian bilinguals showed a clear colour category effect when performing the task in Lithuanian, but not when using Norwegian.

This means that they distinguished between light and dark blue faster when they were thinking in Lithuanian, whereas this advantage disappeared when they were thinking in Norwegian.

Monolingual participants: The monolingual Lithuanians also had a colour category effect, while the monolingual Norwegians did not. This means that the Lithuanians who have two words for blue were quicker to define the different shades of blue than the Norwegians who only have one word for blue.

"This supports the idea that the language we use can affect how we perceive colours -- and that this link is very dynamic and dependent on the activation in the brain," says Mila Vulchanova.

The study shows that the language we use can actively influence our perception of colours, also among bilingual people. When the Lithuanian-Norwegian participants were thinking in Lithuanian, they had an advantage in distinguishing different shades of blue, which was not present when they were thinking in Norwegian.

"This suggests that language not only shapes how we communicate about colour, but also affects the colour categories that establish themselves in the brain during childhood -- and that this can directly affect how we perceive shades of colour," says Mila Vulchanova.
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Blood test may guide use of multiple myeloma immunotherapy | ScienceDaily
A simple blood test that measures the number of lymphocytes, a type of white blood cell in the body, may predict whether people who have relapsed multiple myeloma are going to respond well to CAR-T immunotherapy, according to new research from Weill Cornell Medicine, NewYork-Presbyterian, Columbia University and Icahn School of Medicine at Mount Sinai.


						
The paper, published online May 22 in Blood Advances, found that patients who had an increase in absolute lymphocyte count (ALC) during the first 15 days after receiving a CAR-T infusion had a higher chance of a complete response and better progression-free survival than patients with a lower ALC at day 15. Knowing that the treatment may not work allows doctors to try other options more quickly.

Multiple myeloma is a blood cancer that originates in plasma cells, a type of white blood cell found in the bone marrow. Nearly all patients who have multiple myeloma relapse at some point, meaning after an initial positive treatment outcome, the cancer returns and requires further therapy.

Chimeric antigen receptor T-cell immunotherapy used to treat relapsed multiple myeloma after other drugs have failed involves collecting a patient's own immune cells and genetically modifying them to find and kill cancer cells. The souped-up immune cells, called CAR-T cells, are infused back into the patient where they home in on BCMA, a protein found in high amounts on the surface of multiple myeloma cells.

"This highly active FDA-approved treatment is widely used, but until now there's really been nothing to tell us whether BCMA CAR-T is going to work or not after the patient has received this personalized therapy," said lead author Dr. Mateo Mejia Saldarriaga, assistant professor of medicine in the Division of Hematology and Medical Oncology at Weill Cornell Medicine and an oncologist at NewYork-Presbyterian/Weill Cornell Medical Center. "Using ALC as a marker for how well a patient will respond could better guide treatment."

Dr. Ruben Niesvizky, professor of medicine at Weill Cornell Medicine and an oncologist at NewYork-Presbyterian/Weill Cornell Medical Center is co-senior author with Dr. Mark Bustoros, an assistant professor of medicine at Weill Cornell Medicine and corresponding author. Both researchers are also members of the Sandra and Edward Meyer Cancer Center at Weill Cornell Medicine. They worked with their colleagues at Columbia Herbert Irving Comprehensive Cancer Center and The Tisch Cancer Institute at the Icahn School of Medicine at Mount Sinai.

Predicting Who Will Benefit from Treatment

Based on previous observations, the researchers analyzed data at the three medical institutions from 156 patients who had received BCMA-CAR-T therapy between 2017 and 2023 for relapsed multiple myeloma. Patient ALCs were taken five days before treatment started and for the first 15 days of BCMA CAR-T therapy.




Patients with higher ALC at day 15 had significantly better response to treatment with their cancer under control for an average of 30 months whereas those who had lower ALC only had six months of progression-free survival on average.

"This was a multicenter collaborative study between three big institutions in New York that ensures the diversity of the patient population and decreases the chance of bias," Dr. Bustoros said. "We were able to confirm that high ALC is an independent predictive marker of disease progression after accounting for various factors like age, previous treatments and high-risk disease features."

Laboratory studies showed that higher ALC was associated with the BCMA CAR-T cells thriving in the body -- growing and multiplying, which may be a reason the cancer was kept in check.

"If doctors can identify patients who are more likely to have a poor response to BCMA CAR-T, other treatments can be explored or given earlier," said Dr. Mejia Saldarriaga. Researchers also want to determine how they can create strategies to enhance BCMA CAR-T activity in patients who have lower ALC. "The treatment has been a great tool, but there is still room for improvement," he added.
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Research sheds light on the role of PTPRK in tissue repair and cancer | ScienceDaily
Receptor protein tyrosine phosphatases are cell membrane-localised proteins. They are regulators of cell-cell contacts and are also considered likely to be tumour suppressors but the specifics of how they function are unknown. A member of this family, PTPRK, is implicated as a tumour suppressor in several cancer types, particularly colorectal cancer, and mutations and genetic events inactivating PTPRK are found in human colorectal cancers. PTPRK has also been linked genetically to celiac disease.


						
The Sharpe lab at the Babraham Institute investigated the role and signalling mechanisms of PTPRK in cell adhesion, growth factor signalling and tumour suppression in the mouse colon and also in human colorectal cancer cells. Their findings, published in the Journal of Cell Science, are relevant to better understanding the cellular environments that function to repress tumour development as well as understanding the cell interactions that affect repair after injury and potentially cancer metastasis.

Dr Katie Young, lead author on the paper who undertook this research as a PhD student in the Sharpe lab, said: "Through this work we aimed to investigate the role of PTPRK in the colon, working together several observations in the field and connecting these back to the complex signalling mechanisms behind them. It's vital that we know more about how receptor protein tyrosine phosphatases sense and transmit signals to ensure the healthy growth of our cells, as well as how errors in these mechanisms cause disease."

Using human colorectal cancer cell lines, the team found that the deletion of PTPRK altered the appearance of the cells, compared to control cells where PTPRK was functional, and observed that the knockout cells showed impaired wound-healing response, which was likely to be due to the loss of PTPRK affecting coordinated action by cells and their neighbours and defects in cellular polarisation.

Utilising a mouse line where PTPRK had been deleted, the team uncovered a role for PTPRK in colon repair. When inflammation of the colon (colitis) was stimulated, mice lacking PTPRK showed a more severe response, demonstrating either increased susceptibility to damage or decreased repair following inflammation. The knockout mice also developed larger and more invasive tumours in a colorectal cancer model compared to wild-type controls, confirming that PTPRK has a role in suppressing tumour growth and invasion.

Using a catalytic mutant, where the catalytic function of PTPRK was abolished, and a xenograft model where cancer cells were transplanted into mice, the researchers confirmed the function for PTPRK in suppressing tumour growth and demonstrated that this was independent of the protein's phosphatase activity.

Comparing gene expression profiles between cells with and without PTPRK, the team identified genes that were affected by the loss of PTPRK. These genes are characterised in function as being related to epithelial cell identity (being involved in the epithelial to mesenchymal transition and mesenchymal cell differentiation).

The team hypothesise that PTPRK regulation could be a central factor giving plasticity in epithelial barriers, such as lines the intestines, to facilitate epithelial repair while providing a signal to stop the repair response.

Analysing the xenograft tumour samples, the team quantified tyrosine phosphorylation to determine the signalling mechanisms by which PTPRK suppresses tumour development. Their work suggests that the suppression of epidermal growth factor receptor (EGFR) signalling by PTPRK is a key factor and is mediated separately from its function as a phosphatase.

Dr Hayley Sharpe, group leader in the Signalling research programme at the Institute, said: "The goal of our research was to pull several observations together and begin to fill in the gaps of what we don't know about PTPRK. It has been assumed that PTPs act as tumour suppressors by countering kinase activity by dephosphorylation on oncogenic phosphotyrosine modifications. Therefore, the non-catalytic role of PTPRK in signalling is really intriguing to us and how it achieves this is an important next question to fully understand its role in tumour suppression."
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Study across multiple brain regions discerns Alzheimer's vulnerability and resilience factors | ScienceDaily

Brain cells all have the same DNA but what makes them differ, both in their identity and their activity, are their patterns of how they express those genes. The new analysis measured gene expression differences in more than 1.3 million cells of more than 70 cell types in six brain regions from 48 tissue donors, 26 of whom died with an Alzheimer's diagnosis and 22 of whom without. As such, the study provides a uniquely large, far-ranging and yet detailed accounting of how brain cell activity differs amid Alzheimer's disease by cell type, by brain region, by disease pathology, and by each person's cognitive assessment while still alive.

"Specific brain regions are vulnerable in Alzheimer's and there is an important need to understand how these regions or particular cell types are vulnerable," said co-senior author Li-Huei Tsai, Picower Professor of Neuroscience and director of The Picower Institute for Learning and Memory and the Aging Brain Initiative at MIT. "And the brain is not just neurons. It's many other cell types. How these cell types may respond differently, depending on where they are, is something fascinating we are only at the beginning of looking at."

Co-senior author Manolis Kellis, professor of computer science and head of MIT's Computational Biology Group, likened the technique used to measure gene expression comparisons, single cell RNA profiling, to being a much more advanced "microscope" than the ones that first allowed Alois Alzheimer to characterize the disease's pathology more than a century ago.

"Where Alzheimer saw amyloid protein plaques and phosphorylated tau tangles in his microscope, our single-cell 'microscope' tells us, cell by cell and gene by gene, about thousands of subtle yet important biological changes in response to pathology," said Kellis. "Connecting this information with the cognitive state of patients reveals how cellular responses relate with cognitive loss or resilience, and can help propose new ways to treat cognitive loss. Pathology can precede cognitive symptoms by a decade or two before cognitive decline becomes diagnosed. If there's not much we can do about the pathology at that stage, we can at least try to safeguard the cellular pathways that maintain cognitive function."

Hansruedi Mathys, a former MIT postdoc in the Tsai Lab, who is now an assistant professor at the University of Pittsburgh, Carles Boix, a former graduate student in Kellis's lab who is now a postdoc at Harvard Medical School, and Leyla Akay, a graduate student in Tsai's lab, led the study analyzing the prefrontal cortex, entorhinal cortex, hippocampus, anterior thalamus, angular gyrus, and the midtemporal cortex. The brain samples came from the Religious Order Study and the Rush Memory and Aging Project at Rush University.

Neural vulnerability and Reelin

Some of the earliest signs of amyloid pathology and neuron loss in Alzheimer's occurs in memory-focused regions called the hippocampus and the entorhinal cortex. In those regions, and in other parts of the cerebral cortex, the researchers were able to pinpoint a potential reason why. One type of excitatory neuron in the hippocampus and four in the entorhinal cortex were significantly less abundant in people with Alzheimer's than in people without. Individuals with depletion of those cells performed significantly worse on cognitive assessments. Moreover, many vulnerable neurons were interconnected in a common neuronal circuit. And just as importantly, several either directly expressed a protein called Reelin, or were directly affected by Reelin signaling. In all, therefore, the findings distinctly highlight especially vulnerable neurons, whose loss is associated with reduced cognition, that share a neuronal circuit and a molecular pathway.




Tsai noted that Reelin has become prominent in Alzheimer's research because of a recent study of a man in Colombia. He had a rare mutation in the Reelin gene that caused the protein to be more active, and was able to stay cognitively healthy at an advanced age despite having a strong family predisposition to early-onset Alzheimer's. The new study shows that loss of Reelin-producing neurons is associated with cognitive decline. Taken together it may mean that the brain benefits from Reelin, but that neurons that produce it may be lost in at least some Alzheimer's patients.

"We can think of Reelin as having maybe some kind of protective or beneficial effect," Akay said. "But we don't yet know what it does or how it could confer resilience."

In further analysis the researchers also found that specifically vulnerable inhibitory neuron subtypes identified in a previously study from this group in the prefrontal cortex also were involved in reelin signaling, further reinforcing the significance of the molecule and its signaling pathway.

To further check their results, the team directly examined the human brain tissue samples and the brains of two kinds of Alzheimer's model mice. Sure enough, those experiments also showed a reduction in Reelin-positive neurons in the human and mouse entorhinal cortex.

Resilience associated with choline metabolism in astrocytes

To find factors that might preserve cognition, even amid pathology, the team examined which genes, in which cells, and in which regions, were most closely associated with cognitive resilience, which they defined as residual cognitive function, above the typical cognitive loss expected given the observed pathology.




Their analysis yielded a surprising and specific answer: across several brain regions astrocytes that expressed genes associated with antioxidant activity and with choline metabolism and polyamine biosynthesis were significantly associated with sustained cognition, even amid high levels of tau and amyloid. The results reinforced previous research findings led by Tsai and Susan Lundqvist in which they showed that dietary supplement of choline helped astrocytes cope with the dysregulation of lipids caused by the most significant Alzheimer's risk gene, the APOE4 variant. The antioxidant findings also pointed to a molecule that can be found as a dietary supplement, spermidine, which may have anti-inflammatory properties, although such an association would need further work to be established causally.

As before, the team went beyond the predictions from the single-cell RNA expression analysis to make direct observations in the brain tissue of samples. Those that came from cognitively resilient individuals indeed showed increased expression of several of the astrocyte-expressed genes predicted to be associated with cognitive resilience.

New analysis method, open dataset

To analyze the mountains of single-cell data, the researchers developed a new robust methodology based on groups of coordinately-expressed genes (known as "gene modules"), thus exploiting the expression correlation patterns between functionally-related genes in the same module.

"In principle, the 1.3 million cells we surveyed could use their 20,000 genes in an astronomical number of different combinations," explain Kellis. "In practice, however, we observe a much smaller subset of coordinated changes. Recognizing these coordinated patterns allow us to infer much more robust changes, because they are based on multiple genes in the same functionally-connected module."

He offered this analogy: With many joints in their bodies, people could move in all kinds of crazy ways, but in practice they engage in many fewer coordinated movements like walking, running, or dancing. The new method enables scientists to identify such coordinated gene expression programs as a group.

While Kellis and Tsai's labs already reported several noteworthy findings from the dataset, the researchers expect that many more possibly significant discoveries still wait to be found in the trove of data. 

To facilitate such discovery the team posted handy analytical and visualization tools along with the data on Kellis's website at: https://compbio.mit.edu/ad_multiregion.

"The dataset is so immensely rich. We focused on only a few aspects that are salient that we believe are very, very interesting, but by no means have we exhausted what can be learned with this dataset," Kellis said. "We expect many more discoveries ahead, and we hope that young researchers (of all ages) will dive right in and surprise us with many more insights."

Going forward, Kellis said, the researchers are studying the control circuitry associated with the differentially expressed genes, to understand the genetic variants, the regulators, and other driver factors that can be modulated to reverse disease circuitry across brain regions, cell types, and different stages of the disease.

Additional authors of the study include Ziting Xia, Jose Davila Velderrain, Ayesha P. Ng, Xueqiao Jiang, Ghada Abdelhady, Kyriaki Galani, Julio Mantero, Neil Band, Benjamin T. James, Sudhagar Babu, Fabiola Galiana-Melendez, Kate Louderback, Dmitry Prokopenko, Rudolph E. Tanzi, and David A. Bennett.

Support for the research came from the National Institutes of Health, The Picower Institute for Learning and Memory, The JPB Foundation, the Cure Alzheimer's Fund, The Robert A. and Renee E. Belfer Family Foundation, Eduardo Eurnekian, and Joseph DiSabato.
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Research finds no difference in myalgic encephalomyelitis/chronic fatigue syndrome prevalence caused by COVID-19 and other acute illnesses | ScienceDaily
A new study led by UCLA finds that rates of subsequent myalgic encephalomyelitis/chronic fatigue syndrome (ME/CFS) following an acute illness were roughly the same between people whose acute illness was due to COVID-19 and those who did not have COVID-19.


						
Researchers of the large, multi-site study found a 3% to 4% prevalence of ME/CFS-like illness among study participants who tested positive for SARS-CoV-2 infection and the same prevalence in others who tested negative for COVID-19. The research was based on survey data collected three months to one year after patients' initial illnesses.

ME/CFS is a long-lasting, multi-system illness with no known cure or definitive cause. It is characterized by inability to do activities that the patient could easily do before they became ill. This is often due to severe fatigue, trouble with cognition, and other symptoms that have a profoundly negative impact on daily living. It's not known what causes ME/CFS but researchers and ME/CFS experts have suspected it may be tied to an infection since many patients report an illness directly prior to developing ME/CFS symptoms.

"ME/CFS is no more likely to occur in people infected with COVID-19 than people with other acute illnesses," said Dr. Joann Elmore, a professor of medicine in the division of general internal medicine and health services research at the David Geffen School of Medicine at UCLA, and a co-senior author on the study. "However, a 3 to 4% prevalence of ME/CFS after an acute COVID-19 illness would impose a very high burden on society and our healthcare system given the many millions of persons infected with SARS-CoV-2."

The findings will be published July 24 in the peer-reviewed JAMA Network Open.

The study was conducted in English and Spanish under the umbrella of INSPIRE (Innovative Support for Patients with SARS-CoV-2 Infections Registry), a project funded by the U.S. Centers for Disease Control and Prevention (CDC). It comprised 4,700 participants who experienced COVID-like symptoms between December 11, 2020 and August 29, 2022, with 68% of participants female.

The average percentage of participants with ME/CFS at three months was 3.4% for COVID-positive people and 3.7% for the COVID-negative group, with no significant differences in prevalence through 12months of follow-ups.

The researchers note several limitations to the findings. Differences in participants' characteristics at baseline between the COVID-positive and -negative groups may not have been fully mitigated. For instance, new COVID infections were more common in the months after the acute illness in the group that initially tested negative than in those who had tested positive at the beginning, and some people may not have been aware of a subsequent infection. Also, there may have been false-positive and false-negative COVID test results, leading to misclassification of participants. Finally, assessment of ME/CFS is based on self-reported symptoms and may be subject to recall bias.

Additional study authors are Drs. Lauren E. Wisk, Michelle L'Hommedieu, and Helen Lavretsky of UCLA; Drs. Elizabeth R. Unger, Jin-Mann S. Lin and Sharon Saydah of the U.S. Centers for Disease Control and Prevention; Dr. Huihui Yu, Jocelyn Dorney, Dr. Erica S. Spatz, and Dr. Arjun K. Venkatesh of Yale University; Drs. Juan Carlos C. Montoy and Robert M. Rodriguez of UC San Francisco; Dr. Michael A. Gottlieb, Michelle Santangelo and Dr. Robert A. Weinstein of Rush University; Drs. Kristin L. Rising and Efrat R. Kean of Thomas Jefferson University; Dr. Nicole L. Gentile, Rachel E. Geyer and Dr. Kari A. Stephens of the University of Washington; Drs. Mandy J. Hill and Ryan Huebinger of UTHealth Houston; Drs. Samuel A. McDonald and Ahamed H. Idris of the University of Texas Southwestern; and Dr. Bala Hota of Tendo Systems, Inc. Dr. Weinstein is also affiliated with Cook County Hospital in Chicago.

The study was funded by CDC (75D30120C08008).
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Building a molecular brain map to understand Alzheimer's disease | ScienceDaily
Less than a decade ago, when Dr. Hansruedi Mathys launched an ambitious project to create an annotated library of all the gene readouts stored within 100 individual brain cells, the task felt daunting.


						
Now, with technological advances, Mathys successfully mapped out such 'transcriptomes' from not just 100, but from 1.3 million brain cortex cells from 48 individuals with and without Alzheimer's disease.

Mathys, who pioneered single-cell transcriptomic analysis on post-mortem human brain tissue during his postdoctoral training and is now an assistant professor of neurobiology at the University of Pittsburgh School of Medicine, says that the resulting atlas of the aging human brain holds molecular insights into the brain's vulnerability and resilience.

"I am extremely interested in understanding the phenomenon of cognitive resilience where, despite the characteristic signs of Alzheimer's tissue pathology, individuals display no cognitive impairment," Dr. Mathys said. "Our recent findings have made me more hopeful than ever that it might be possible to artificially induce such resilience in people who otherwise are susceptible to memory loss."

In the study, published this week in Nature, Mathys and his colleagues at the Massachusetts Institute of Technology analyzed transcriptomes of cells across six distinct brain regions that are often affected by Alzheimer's pathology. The resulting atlas, which is now available online to researchers worldwide, could be used as a tool for gene and molecular discovery across pathways affecting brain health.

By tracking how transcriptomic changes are linked to cognitive decline and Alzheimer's pathology, Mathys and his colleagues discovered that astrocytes -- one of the cell types that make up the brain tissue scaffold alongside maintaining a host of other crucial functions -- could be holding a key to cognitive resilience. Mathys' ongoing research, which resulted from the transcriptome mapping, aims to explore the functional significance of altering astrocyte metabolic pathways to affect cognitive function.

"There is still a lot to learn about Alzheimer's disease and the human brain," said Mathys. "This project is just the beginning."
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Under pressure: How cells respond to physical stress | ScienceDaily
Cell membranes play a crucial role in maintaining the integrity and functionality of cells. However, the mechanisms by which they perform these roles are not yet fully understood. Scientists from the University of Geneva (UNIGE), in collaboration with the Institut de biologie structurale de Grenoble (IBS) and the University of Fribourg (UNIFR), have used cryo-electron microscopy to observe how lipids and proteins at the plasma membrane interact and react to mechanical stress. This work shows that, depending on conditions, small membrane regions can stabilize various lipids to trigger specific cellular responses. These discoveries, published in the journal Nature, confirm the existence of well-organized lipid domains and begin to reveal the role they play in cell survival.


						
Cells are surrounded by a membrane -- the plasma membrane -- which acts as a physical barrier but must also be malleable. These properties are endowed by the constituent components of membranes -- lipids and proteins -- whose molecular organisation varies according to the external environment. This dynamism is critical to membrane function but must be finely balanced to ensure that the membrane becomes neither too tense nor too floppy. How cells sense changes in the biophysical properties of the plasma membrane is thought to involve microregions on the membrane -- known as microdomains -- which are postulated to possess a specific lipid and protein content and organization.

High-resolution cryo-electron microscopy

The team led by Robbie Loewith, full professor in the Department of Molecular and Cellular Biology at the UNIGE Faculty of Science, is interested in how the components of the plasma membrane interact with each other to ensure that the overall biophysical properties of the membrane remain optimised for cell growth and survival.

''Until now, the techniques available did not allow us to study lipids in their natural environment inside membranes. Thanks to the Dubochet Center for Imaging (DCI) at the Universities of Geneva, Lausanne, Bern and the EPFL, we have been able to meet this challenge by using cryo-electron microscopy,'' explains Robbie Loewith. This technique allows samples to be frozen at -200degC to trap membranes in their native state, which can then be observed under an electron microscope.

The scientists used baker's yeast (Saccharomyces cerevisiae), a model organism used in many research laboratories because it is very easy to grow and genetically manipulate. What's more, most of its fundamental cellular processes mirror those of higher organisms. This study focused on a specific membrane microdomain scaffolded by a protein coat known as eisosomes. These structures are believed to be capable of sequestering or releasing proteins and lipids to help the cells resist and/or signal damage to the membrane, using processes that were previously unknown.

''For the first time, we have succeeded in purifying and observing eisosomes containing plasma membrane lipids in their native state. This is a real step forward in our understanding of how they function,'' explains Markku Hakala, a post-doctoral student in the Department of Biochemistry at the UNIGE Faculty of Science and co-author of the study.

Converting a mechanical signal into a chemical signal

Using cryo-electron microscopy, the scientists observed that the lipid organisation of these microdomains is altered in response to mechanical stimuli. ''We discovered that when the eisosome protein lattice is stretched, the complex arrangement of lipids in the microdomains is altered. This reorganisation of the lipids likely enables the release of sequestered signalling molecules to trigger stress adaptation mechanisms. Our study reveals a molecular mechanism by which mechanical stress can be converted to biochemical signaling via protein-lipid interactions in unprecedented detail,'' enthuses Jennifer Kefauver, post-doctoral researcher in the Department of Molecular and Cellular Biology and first author of the study.

This work opens many new avenues for studying the primordial role of membrane compartmentalisation -- i.e. the movement of proteins and lipids within membranes to form sub-compartments known as microdomains. This mechanism enables cells to perform specialised biochemical functions, in particular the activation of cellular communication pathways in response to the various stresses to which they may be exposed.
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Physical activity improves early with customized text messages in patients with heart problems | ScienceDaily
Exercise is one of the best ways to reduce your risk of heart disease or having a second cardiovascular event, such as a heart attack or stroke.


						
As more people use wearable technology, such as smartwatches, health care researchers continue to explore whether it can successfully promote physical activity.

That includes customized messages designed to encourage individual patients to be more active in their current location, like walking outside when the weather is nice.

In such a study led by the University of Michigan Health Frankel Cardiovascular Center, personalized text messages effectively promoted increased physical activity for patients after significant heart events -- such as a heart attack or surgery -- but those effects later diminished.

The research, published in Circulation: Cardiovascular Quality and Outcomes, comes from the Virtual AppLication-supported Environment To Increase Exercise Study, or VALENTINE Study.

The randomized clinical trial assessed, over six months, differences in physical activity levels for over 200 patients enrolled in cardiac rehabilitation who did or did not receive a mobile health intervention promoting exercise. The text messages accounted for context, including the weather, time and day of the week.

Over the first 30 days, Apple Watch users who received the intervention experienced a 10% increase in step count in the hour following a message, while Fitbit users saw a 17% increase.




"Our study shows incredible promise for simple, low cost interventions delivered through mobile technology and their potential to help prevent secondary cardiovascular events in patients," said first author Jessica R. Golbus, M.D., assistant professor of internal medicine-cardiology at University of Michigan Medical School and member of the U-M Precision Health initiative.

Cardiac rehabilitation is a medically supervised program that combines physical activity with lifestyle changes to improve health after cardiovascular events. While recommended, it remains widely underutilized.

After one month, the effects of the personalized messaging began to wear off for both Apple Watch and Fitbit users.

This regression, researchers say, is natural as patients get accustomed to the messages. However, the team remains optimistic that they can further improve the mobile health intervention through better tailoring over time.

"We learned a lot in this study on how patients could better use digital health tools like smartwatches in the future," said Brahmajee Nallamothu, M.D., M.P.H., senior author and professor of internal medicine-cardiology at U-M Medical School.

"While the most consistent effects were seen in the first month after smartwatch use, this study was conducted will allow us to further narrow down on how different individuals are likely to be impacted. This is an incredibly exciting time in the field of mobile health technology."
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New study confirms mammal-to-mammal avian flu spread | ScienceDaily
A new Cornell University study provides evidence that a spillover of avian influenza from birds to dairy cattle across several U.S. states has now led to mammal-to-mammal transmission -- between cows and from cows to cats and a raccoon.


						
"This is one of the first times that we are seeing evidence of efficient and sustained mammalian-to-mammalian transmission of highly pathogenic avian influenza H5N1," said Diego Diel, associate professor of virology and director of the Virology Laboratory at the Animal Health Diagnostic Center in the College of Veterinary Medicine.

Diel is co-corresponding author of the study, "Spillover of Highly Pathogenic Avian Influenza H5N1 Virus to Dairy Cattle" published in Nature.

Whole genome sequencing of the virus did not reveal any mutations in the virus that would lead to enhanced transmissibility of H5N1 in humans, although the data clearly shows mammal-to-mammal transmission, which is concerning as the virus may adapt in mammals, Diel said.

So far, 11 human cases have been reported in the U.S., with the first dating back to April 2022, each with mild symptoms: four were linked to cattle farms and seven have been linked to poultry farms, including an outbreak of four cases reported in the last few weeks in Colorado. These recent patients fell ill with the same strain identified in the study as circulating in dairy cows, leading the researchers to suspect that the virus likely originated from dairy farms in the same county.

While the virus does have the ability to infect and replicate in people, the efficiency of those infections is low. "The concern is that potential mutations could arise that could lead adaptation to mammals, spillover into humans and potential efficient transmission in humans in the future," Diel said.

It is therefore critical to continue to monitor the virus in affected animals and also in any potential infected humans, Diel said. The U.S. Department of Agriculture has funded programs for H5N1 testing, at no cost to producers. Early testing, enhanced biosecurity and quarantines in the event of positive results, would be necessary to contain any further spread of the virus, according to Diel.




Infections from H5N1 were first detected in January 2022, and have resulted in the deaths of more than 100 million domestic birds and thousands of wild birds in the U.S. The Cornell AHDC's and Texas A&M Veterinary Medical Diagnostic Laboratory scientists were among the first to report detection of the virus to dairy cattle herds. The cows were likely infected by wild birds, leading to symptoms of reduced appetite, changes in fecal matter consistency, respiratory distress and abnormal milk with pronounced decrease in milk production.

The study shows a high tropism of the virus (capability to infect particular cells) for the mammary gland and high infectious viral loads shed in milk from affected animals.

Using whole genome sequencing of characterized viral strains, modeling and epidemiological information, the researchers' determined cases of cow to cow transmission when infected cows from Texas were moved to a farm with healthy cows in Ohio. Sequencing also showed that the virus was transmitted to cats, a raccoon and wild birds that were found dead on affected farms. The cats and raccoon most likely became ill from drinking raw milk from infected cows. Though it isn't known how the wild birds became infected, the researchers suspect it may have resulted from environmental contamination or aerosols kicked up during milking or cleaning of the milking parlors.

Kiril Dimitrov, assistant agency director for microbiology and research and development at the Texas A&M Veterinary Medical Diagnostic Laboratory, is also a co-corresponding author.

Co-first authors include Leonardo Caserta, assistant research professor and interim associate director of the Virology Laboratory at AHDC, and Elisha Frye, DVM '10, assistant professor of practice, both in the Department of Population Medicine and Diagnostic Sciences; and Salman Butt, a postdoctoral researcher in Diel's lab. Cornell co-authors include Melissa Laverack, Mohammed Nooruzzaman, Lina Covaleda, Brittany Cronk, Gavin Hitchener, John Beeby, Manigandan Lejeune and Francois Elvinger.

The study was funded by the AHDC, the Ohio Animal Disease and Diagnostic Laboratory, the Texas A&M Veterinary Medical Diagnostic Laboratory and the USDA.
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Long-acting injectable cabotegravir for HIV prevention is safe in pregnancy, study finds | ScienceDaily
Long-acting injectable cabotegravir (CAB-LA) was safe and well tolerated as HIV pre-exposure prophylaxis (PrEP) before and during pregnancy in the follow-up phase of a global study among cisgender women. The analysis of outcomes from more than 300 pregnancies and infants will be presented at the 2024 International AIDS Conference (AIDS 2024) in Munich, Germany.


						
"Cisgender women experience biological changes and social dynamics that can increase their likelihood of acquiring HIV during pregnancy and the postnatal period, and we need to offer them evidence-based options when they may need them most," said Jeanne Marrazzo, M.D., M.P.H., director of the National Institutes of Health's (NIH) National Institute of Allergy and Infectious Diseases (NIAID). "These data provide reassurance about long-acting injectable cabotegravir for HIV prevention during pregnancy."

CAB-LA is a highly effective HIV prevention method, administered by intramuscular injection every two months. However, data regarding the safety of CAB-LA during pregnancy are limited. An open-label extension study of the CAB-LA efficacy trial in cisgender women included women in several countries across East and Southern Africa who had the potential to become pregnant during the longitudinal study and who did not have HIV. Participants chose between CAB-LA or oral PrEP with tenofovir disoproxil fumarate and emtricitabine and had the option to use contraception if they wished. They were monitored closely for safety. Participants who became pregnant also were monitored for pregnancy-related adverse events including gestational hypertension, pre-eclampsia, and weight gain, as well as infant outcomes, such as miscarriage, intrauterine fetal death or stillbirth, premature birth, or low birthweight.

There were 367 pregnancies in this phase of the study. Pregnancy-related maternal adverse event incidence was 45.7, 47.1, and 37.5 per 100 person years among people using CAB-LA during pregnancy, prior to pregnancy, or with no CAB-LA use, respectively. Adverse infant outcomes were similar across groups, with negative outcomes reported in 33%, 38%, and 27% of pregnancies with CAB-LA use, prior CAB-LA use, or no CAB-LA use, respectively. One major congenital anomaly was reported in a participant receiving CAB-LA. No maternal deaths occurred. Pregnancy and infant outcomes in the study were similar to estimated general population outcomes.

Overall, CAB-LA was safe and well tolerated. These findings demonstrate the safety of using CAB-LA prior to and during pregnancy.

"The overlap between high HIV incidence and the specific risks that cisgender pregnant women face in acquiring HIV in many countries calls for diverse and highly effective PrEP options as part of sexual and reproductive health approaches," said study chair Sinead Delany-Moretlwe, M.B.B.Ch., Ph.D., director of Research at Wits RHI and professor of Global Health and Infectious Diseases at the University of the Witwatersrand, Johannesburg. "We hope that these findings can fill an important knowledge gap that can help increase access to this highly effective HIV PrEP option among cisgender women before, during, and after pregnancy."

This study is conducted and implemented by the NIH-funded HIV Prevention Trials Network (HPTN). NIAID sponsors and co-funds the trial with ViiV Healthcare and the Bill & Melinda Gates Foundation. ViiV Healthcare and Gilead Sciences, Inc., provide study medications. The NIH's National Institute of Mental Health, National Institute on Drug Abuse, and Eunice Kennedy Shriver National Institute of Child Health and Human Development collaborated with NIAID on this study.

For more information about this trial, called HPTN 084, please visit ClinicalTrials.gov using the study identifier NCT03164564.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240723204800.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Researchers leveraging AI to train (robotic) dogs to respond to their masters | ScienceDaily
An international collaboration seeks to innovate the future of how a mechanical man's best friend interacts with its owner, using a combination of AI and edge computing called edge intelligence.


						
The project is sponsored through a one-year seed grant from the Institute for Future Technologies (IFT), a partnership between New Jersey Institute of Technology (NJIT) and Ben-Gurion University of the Negev (BGU).

Assistant Professor Kasthuri Jayarajah in NJIT's Ying Wu College of Computing is researching how to design a socially assistive model of her Unitree Go2 robotic dog that will dynamically adapt its behavior and nature of interactions based on the characteristics of the people with whom it interacts.

The overarching project goal is to make the dog come "alive" by adapting wearable-based sensing devices that can detect physiological and emotional stimuli inherent to one's personality and traits, such as introversions, or transient states, including pain and comfort levels.

The invention will have an impact on home and healthcare settings in battling loneliness in the elderly population and be an aid in therapy and rehabilitation. Jayarajah's initial work where robotic dogs understand and respond to gestural cues from their partners will be presented at the International Conference on Intelligent Robots and Systems (IROS) later this year.

Co-principal investigator Shelly Levy-Tzedek, associate professor in the Department of Physical Therapy at BGU, is an experienced researcher and leader in rehabilitation robotics, with a focus on studying the effects of age and disease on the control of the body.

The researchers note that wearable devices are increasingly accessible, and everyday models such as earphones can be repurposed to extract wearers' states such as brain activity and micro expressions. The project aims to combine such multimodal wearable sensors with traditional robot sensors (e.g. visual and audio) to objectively and passively track user attributes.

According to Jayarajah, while the concept of socially assistive robots is exciting, long-term sustained use is a challenge due to cost and scale. "Robots like the Unitree Go2 are not yet up for big AI tasks. They have limited processing power compared to big GPU clusters, not a lot of memory and limited battery life," she said.

Initial steps in the project include building on traditional sensor fusion, as well as exploring carefully designed deep-learning based architectures that will assist in developing commodity wearable sensors for extracting user attributes and adapting motion commands.
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The unintended consequences of success against malaria | ScienceDaily
For decades, insecticide-treated bed nets and indoor insecticide spraying regimens have been important -- and widely successful -- treatments against mosquitoes that transmit malaria, a dangerous global disease. Yet these treatments also -- for a time -- suppressed undesirable household insects like bed bugs, cockroaches and flies.


						
Now, a new North Carolina State University study reviewing the academic literature on indoor pest control shows that as the household insects developed resistance to the insecticides targeting mosquitoes, the return of these bed bugs, cockroaches and flies into homes has led to community distrust and often abandonment of these treatments -- and to rising rates of malaria.

In short, the bed nets and insecticide treatments that were so effective in preventing mosquito bites -- and therefore malaria -- are increasingly viewed as the causes of household pest resurgence.

"These insecticide-treated bed nets were not intended to kill household pests like bed bugs, but they were really good at it," said Chris Hayes, an NC State Ph.D. student and co-corresponding author of a paper describing the work. "It's what people really liked, but the insecticides are not working as effectively on household pests anymore."

"Non-target effects are usually harmful, but in this case they were beneficial," said Coby Schal, Blanton J. Whitmire Distinguished Professor of Entomology at NC State and co-corresponding author of the paper.

"The value to people wasn't necessarily in reducing malaria, but was in killing other pests," Hayes added. "There's probably a link between use of these nets and widespread insecticide resistance in these house pests, at least in Africa."

The researchers add that other factors -- famine, war, the rural/city divide, and population displacement, for example -- also could contribute to rising rates of malaria.




To produce the review, Hayes combed through the academic literature to find research on indoor pests like bed bugs, cockroaches and fleas, as well as papers on malaria, bed nets, pesticides and indoor pest control. The search yielded more than 1,200 papers, which, after an exhaustive review process, was whittled down to a final count of 28 peer-reviewed papers fulfilling the necessary criteria.

One paper -- a 2022 survey of 1,000 households in Botswana -- found that while 58% were most concerned with mosquitoes in homes, more than 40% were most concerned with cockroaches and flies.

Hayes said a recent paper -- published after this NC State review was concluded -- showed that people blamed the presence of bed bugs on bed nets.

"There is some evidence that people stop using bed nets when they don't control pests," Hayes said.

The researchers say that all hope is not lost, though.

"There are, ideally, two routes," Schal said. "One would be a two-pronged approach with both mosquito treatment and a separate urban pest management treatment that targets pests. The other would be the discovery of new malaria-control tools that also target these household pests at the same time. For example, the bottom portion of a bed net could be a different chemistry that targets cockroaches and bed bugs.

"If you offer something in bed nets that suppresses pests, you might reduce the vilification of bed nets."

The study appears in Proceedings of the Royal Society B. The review was supported in part by the Blanton J. Whitmire Endowment at NC State, and grants from the U.S. Department of Housing and Urban Development Healthy Homes program (NCHHU0053-19), the Department of the Army, U.S. Army Contracting Command, Aberdeen Proving Ground, Natick Contracting Division, Ft. Detrick, Maryland (W911QY1910011), and the Triangle Center for Evolutionary Medicine (257367).
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Brain's support cells contribute to Alzheimer's disease by producing toxic peptide | ScienceDaily
Oligodendrocytes are an important source of amyloid beta (Ab) and play a key role in promoting neuronal dysfunction in Alzheimer's disease (AD), according to a study published July 23, 2024 in the open-access journal PLOS Biology by Rikesh Rajani and Marc Aurel Busche from the UK Dementia Research Institute at University College London, and colleagues.


						
AD is a devastating neurodegenerative disorder affecting millions of people worldwide. Accumulation of Ab -- peptides consisting of 36 to 43 amino acids -- is an early critical hallmark of the disease. Recent clinical trials demonstrating a slowing of cognitive and functional decline in individuals with AD who are treated with anti-Ab antibodies reinforce the important role of Ab in the disease process. Despite the key cellular effects of Ab and its essential role in AD, the traditional assumption that neurons are the primary source of toxic Ab in the brain has remained untested.

In the study, Rajani and Busche showed that non-neuronal brain cells called oligodendrocytes produce Ab. They further demonstrated that selectively suppressing Ab production in oligodendrocytes in an AD mouse model is sufficient to rescue abnormal neuronal hyperactivity. The results provide evidence for a critical role of oligodendrocyte-derived Ab for early neuronal dysfunction in AD. Collectively, the findings suggest that targeting oligodendrocyte Ab production could be a promising therapeutic strategy for treating AD.

According to the authors, the functional rescue is remarkable given the relatively modest reduction in plaque load that results from blocking oligodendrocyte Ab production, while blocking neuronal Ab production leads to a near elimination of plaques -- another hallmark of the disease. This small contribution of oligodendrocytes to plaque load could suggest that a main effect of oligodendrocyte-derived Ab is to promote neuronal dysfunction.

Together with the data showing an increased number of Ab-producing oligodendrocytes in deeper cortical layers of the brains of individuals with AD, these results indicate that oligodendrocyte-derived Ab plays a pivotal role in the early impairment of neuronal circuits in AD, which has important implications for how the disease progresses and is treated. The increased number of oligodendrocytes in human AD brains also raises the intriguing possibility that these cells could potentially offset reduced Ab production due to neuronal loss as the disease progresses.

The authors add, "Our study challenges the long-held belief that neurons are the exclusive source of amyloid beta in the brain, one of the key toxic proteins that builds up in Alzheimer's Disease. In fact, we show that oligodendrocytes, the myelinating cells of the central nervous system, can also produce significant amounts of amyloid beta which impairs neuronal function, and suggests that targeting these cells may be a promising new strategy to treat Alzheimer's Disease."
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Tumor suppressor protein Par-4 triggers unique cell death pathway in cancerous cells | ScienceDaily
A team of researchers at NYU Abu Dhabi, led by Professor Sehamuddin Galadari, has discovered that the tumor suppressor protein Prostate apoptosis response-4 (Par-4) can cause a unique type of cell death called ferroptosis in human glioblastoma -- the most common and aggressive type of brain tumor -- while sparing healthy cells. This new understanding has the potential to inform the development of novel treatments for various hard-to-treat cancers and neurodegenerative diseases.


						
Ferroptosis is triggered by the iron-mediated production of reactive oxygen species (ROS) and subsequent lipid peroxidation, which plays a crucial role in shrinking cancerous tumors. This is the first time that Par-4, already known for killing cancer cells through apoptosis -- a form of programmed cell death -- has been shown to promote ferroptosis in glioblastoma cells.

The tumor suppressor protein Par-4 is widely expressed across species, but is often reduced, mutated, or inactivated in the presence of various cancers. In the study "Tumor suppressor Par-4 activates autophagy-dependent ferroptosis," recently published in the journal Communications Biology, the researchers identified that Par-4 plays an unanticipated role in promoting ferroptosis-mediated cancer regression. They demonstrated that Par-4 triggers the activation of ferritinophagy (autophagic degradation of ferritin) through the nuclear receptor co-activator 4 (NCOA4). This activation is necessary for the accumulation of the labile iron pool, the production of ROS, and the subsequent lipid peroxidation, all of which lead to ferroptosis.

Ferroptosis plays a key role in various health issues, such as cancer, heart disease, brain damage, kidney failure, lung injury, and diseases like Parkinson's, Huntington's, and Alzheimer's. The identification of Par-4 as a key player in ferroptosis is essential, as it is involved in the main processes and signals that make this alternative cell death pathway, ferroptosis, occur. Many types of cancer cells don't respond to today's treatments or have developed resistance to existing drugs therapies.

This research was a collaborative effort between Associate Professor Mazin Magzoub's lab at NYU Abu Dhabi and Professor Vivek M. Rangnekar from the University of Kentucky, who discovered Par-4 in 1993.

"Our team's discovery that Par-4 triggers ferroptosis is a breakthrough in the field of cancer treatment development," said Galadari, who is the Senior Vice Provost for Research and Managing Director of the Research Institute at NYU Abu Dhabi. "Developing methods to activate alternative cell death pathways presents new opportunities for the creation of more potent and effective therapies for glioblastoma and other deadly and debilitating diseases."

"Investing in research at institutions such as NYUAD is instrumental in transforming the UAE into a knowledge-based economy that attracts local, regional, and global talent -- a symbiotic relationship that creates opportunities, knowledge, and wealth," Galadari added.
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Study uses Game of Thrones to advance understanding of face blindness | ScienceDaily
Psychologists have used the hit TV series Game of Thrones to understand how the brain enables us to recognise faces.


						
Their findings provide new insights into prosopagnosia or face blindness, a condition that impairs facial recognition and affects approximately 1 in 50 people.

The researchers scanned the brains of over 70 study participants as they watched footage from the popular TV series. Half of the participants were familiar with the show's famously complex lead characters and the other half had never seen the series.

When lead characters appeared on screen, MRI scans showed that in neurotypical participants who were familiar with the characters, brain activity increased in regions of the brain associated with non visual knowledge about the characters, such as who they are and what we know about them. Interestingly, connections between the visual brain and these non-visual regions were also increased in people who were familiar with Game of Thrones. However, these waves of activity were significantly reduced in the group of neurotypical participants who had never watched the series.

To determine whether these regions are important for face recognition, the researchers then repeated the study in people with prosopagnosia. As with the previous group, half had watched Game of Thrones and half had never seen the series. Consistent with their difficulty in recognising faces, the effect of familiarity was not found in the same regions of the brain found in neurotypical participants. The connections between the visual and non-visual regions were also reduced in face blindness.

Senior author of the study, Professor Tim Andrews from the Department of Psychology, said: "We were really excited to see the results of our study as they suggest that our ability to recognise faces relies on what we know about people, not just what they look like."

"While it was believed that we recognise faces by learning their visual properties -- such as features, configuration, and texture -- our study indicates that it involves connecting a face with knowledge about the person, including their character traits, body language, our personal experiences with them, and our feelings towards them.




"Facial recognition is essential for daily life and social interactions. When people struggle with this, it can significantly impact their lives and relationships, often leading to mental health issues and social anxiety.

"Our research enhances the understanding of how prosopagnosia appears to be linked to reduced neural connections, making it challenging to associate faces with personal knowledge, which is crucial for recognition."

The researchers chose to show participants footage from Game of Thrones because of its international appeal and the multitude of well-developed lead characters.

Lead author of the study and PhD student in the Department of Psychology, Kira Noad, said: "We chose to show participants footage from Game of Thrones because the series captivated people around the world with its strong characters and their deeply nuanced personalities.

"Many previous studies on the mechanisms in the brain behind facial recognition have been done in laboratory settings with 2D static images of faces. We aimed to create a study format that was more like real life, using video to show complex scenes with multiple people.

"We now need to carry out further studies to explore in more detail how activity across different regions of the brain allows us to recognise faces as well as what factors can disrupt this process."

'Familiarity enhances functional connectivity between visual and non-visual regions of the brain during natural viewing' is published in the journal Cerebral Cortex.
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Does the onset of daylight saving time lead to an unhealthy lifestyle? | ScienceDaily
Researchers from North Carolina State University, University of Manitoba, Bern University of Applied Sciences, University of South Carolina, and California Baptist University published a new Journal of Marketing study that explores whether the onset of daylight saving time leads consumers to engage in unhealthy behaviors.


						
The study, forthcoming in the Journal of Marketing, is titled "Spring Forward = Fall Back? The Effect of Daylight Saving Time Change on Consumers' Unhealthy Behavior" and is authored by Ramkumar Janakiraman, Harsha Kamatham, Sven Feurer, Rishika Rishika, Bhavna Phogaat, and Marina Girju.

Changing clocks twice a year is a tradition for most people living in the United States, with the spring transition to daylight saving time raising the ire of many due to the loss of an hour of sleep.

Public policy makers are grappling with the question of whether to abolish the biannual time change and, if so, whether to make standard time or daylight saving time permanent. While sleep scientists call for year-round standard time because it best aligns with humans' circadian rhythms, many retailers and outdoor industries support permanent daylight saving time, arguing that longer sunlight in the evenings supports their business. It is thus crucial to further illuminate the consequences of the current policy to better inform policy makers, managers, and consumers.

This new Journal of Marketing study explores whether the onset of daylight saving time leads consumers to engage in unhealthy behaviors. The researchers examine social media data from X (formerly Twitter) to study consumer responses to the onset of daylight saving time. They say that "the number of tweets with keywords related to the disruptive nature of the switch to daylight saving time peaked around 12 hours after the change occurred. We also find that the volume of negatively toned tweets rose more substantially, indicating a stronger increase in negative sentiment toward the time change. Overall, our preliminary findings suggests that consumers respond negatively to the switch to daylight saving time."

Snack Consumption and Fitness Center Visits

The study then examines two unique disaggregate level datasets that capture two different consumer behaviors: snack consumption and fitness center visits. The first dataset captures consumers' real-time snack consumption in their natural environments while the second dataset tracks the attendance records of customers visiting fitness centers. To understand consumer behavior following the onset of daylight saving time, the researchers compare consumers' calorie consumption from packaged snacks and visits to fitness centers across two customer groups: those who are affected by the onset of daylight saving time (the treatment group) and those who are not affected by the onset of daylight saving time (the control group), before and after the onset of daylight saving time.




Results show that:
    	calorie consumption from largely unhealthy snacks increases following the time change and
    	visits to fitness centers decrease.

The effect on calorie consumption is amplified during the evening hours and for cloudy days. Further, visits to fitness centers are reduced among fitness center members who live farther away and who do not visit the fitness centers regularly. Finally, the researchers examine the effect of the transition from daylight saving time to standard time (during fall) and find that there is no effect of the fall transition on calories consumed from unhealthy snacks. These results highlight the role of sleepiness caused by the one-hour setback, which impairs consumers' self-control and leads to less healthy consumption behavior.

Lessons for Public Policy Makers

"Our study indicates that the onset of daylight saving time is an obstacle to consumers' health goals, suggesting that policy makers should continue trying to end the time changes. Further, from a consumer well-being perspective, public health campaigns promoting healthy eating and exercise might be especially necessary around the time change," the research team advises.

Lessons for Consumers

Consumers can emphasize self-control strategies such as avoiding stocking up on unhealthy snacks before the time change. Conversely, fitness center members might plan activities close to the center to reduce the effort required to visit it following the time change. Consumers vulnerable to self-control failures might also seek support from peers (e.g., online social networks) and platforms incentivizing healthy behavior (e.g., through gamification).

Novel technologies, such as smart circadian lighting systems, might also help consumers reset their circadian clocks in a less disruptive fashion. Apps originally designed for travelers to reduce jet lag can be used to minimize the effect of the time change.

Lessons for Chief Marketing Officers

Firms involved in health-related industries can use these insights to anticipate demand and to better serve their customers around the onset of daylight saving time. For instance, when daylight saving time starts, fitness centers could offer promotions like free coffee or a competition or event to bring people in and counter their tendency to skip exercising.
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Could smart guide RNAs usher in an era of personalized medicine? | ScienceDaily
Guides typically assist tourists with directions, but the experience could be greatly enhanced if they offered personalized services tailored to individual interests. Recently, researchers have transformed guide RNAs, which direct enzymes, into a smart RNA capable of controlling networks in response to various signals. This innovative research is gaining significant attention in the academic community.


						
A research team consisting of Professor Jongmin Kim and PhD candidates Hansol Kang and Dongwon Park from the Department of Life Sciences at POSTECH has developed a multi-signal processing guide RNA. This guide RNA can be programmed to logically regulate gene expression. Their findings were recently published in Nucleic Acids Research, an international journal of molecular biology and biochemistry.

The CRISPR/Cas system, often referred to as "gene scissors," is a technology capable of editing gene sequences to add or delete biological functions. Central to this technology, which is used in several fields such as treating genetic diseases and genetically engineering crops, is a guide RNA that directs the enzyme to edit the gene sequence at a specific location. While advances in RNA engineering have spurred research into guide RNAs that respond to biological signals, achieving precise control of networks of genes to respond to multiple signals has remained challenging.

In this study, the team combined the CRISPR/Cas system with biocomputing to overcome these limitations. Biocomputing is a technology that connects biological components like electronic circuits to program cellular and organismal activities. The researchers implemented a guide RNA gene circuit capable of decision-making based on inputs, similar to a Boolean logic gate, which is one of the fundamental representations of input-output relationships in digitized signal operations.

The team successfully controlled essential genes involved in E. coli metabolism and cell division, demonstrating the capability to combine multiple logic gates for processing various signals and complex inputs. They used this circuit to control cell morphology and metabolic flows at the appropriate level.

This study is significant because it integrates existing systems and technologies to precisely control gene networks, enabling the processing, integration, and response to diverse signals within an organism. This goes beyond the role of guide RNAs in merely directing enzymes to specific locations.

Professor Jongmin Kim of POSTECH stated, "The research could enable the precise design of gene therapies based on biological signals within complex genetic circuits involved in disease." He added, "RNA molecular engineering allows for the simplicity of software-based structure design which will significantly advance the development of personalized treatments for cancer, genetic disorders, metabolic diseases, and more."

The research was conducted with grants from the Ministry of Science and ICT and the National Research Foundation of Korea, and support from the LINC Program of the National Research Foundation of Korea and the Ministry of Education, a program of Korea Basic Science Institute and LINC 3.0 sponsored by the Ministry of Education, the Korea Health Technology R&D Program of the Korea Health Industry Development Institute (KHIDI), the Program for Fostering and Supporting Food Tech R&D Centers of North Gyeongsang Province and Pohang, and IBS POSTECH.
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Mass layoffs and data breaches could be connected | ScienceDaily
A research team led by faculty from Binghamton University, State University of New York has been exploring how mass layoffs and data breaches could be connected. Their theory: since layoffs create conditions where disgruntled employees face added stress or job insecurity, they are more likely to engage in risky behaviors that heighten the company's vulnerability to data breaches.


						
The research, outlined in a paper titled "The Impacts of Layoffs Announcement on Cybersecurity Breaches," was presented by Binghamton faculty at the Pacific Asia Conference on Information Systems (PACIS) in Vietnam in early July. The study's motivation was to explore the revenge-type behavior of people affected by layoffs and the social justice aspect of people seeking to "punish" a seemingly "bad business" through hacking. The research was done in collaboration with scholars on two continents -- including Vietnam National University and Liverpool John Moores University in the U.K.

"Some companies try to be nice by announcing layoffs first, terminating access to the laid-off employees later, but that can easily open the door to cybersecurity risks -- especially if the laid-off employee is feeling vengeful," said Assistant Professor Thi Tran, who is leading the project and presented the paper at PACIS.

"Because they used to be an employee, they have confidential information about security layers that can be bypassed," he added. "The more they know about the system, the worse it could be."

In the study, researchers propose if companies were more proactive with corporate social responsibility initiatives that emphasize ethical conduct and data security during layoffs, they could reduce the risk of data breaches arising from those situations.

An IBM Cost of Data Breach report in 2023 revealed the significance of losses posed by data breaches. The report stated the global average cost of a data breach that year was $4.5 million, a 15% increase from the previous three years.

While announcements about mass layoffs are not uncommon among today's headlines, there has been little research related to the possible connection between them and cybersecurity for those companies. This is primarily because the concept of mass layoffs is a relatively recent phenomenon, said Sumantra Sarkar, an associate SOM professor who is helping conduct the research.




"In the old days, industries were more manual-oriented, and you could not replace people with the click of a button, but in the current information technology world, you hire people by the thousands, and you can lay off people much the same way. This opens the door for our research because humans are statistically the weakest link of the IT security chain," Sarkar said.

"People react to triggers in their environment, such as layoffs," he added, "and that's why security problems often come from the people either inside the organization or vendors with inside knowledge of the infrastructure."

The researchers said companies could also leave themselves vulnerable, apart from using outdated security systems, by outsourcing IT and cybersecurity tasks as a cost-cutting measure in response to layoffs.

In addition, negative publicity that tends to follow layoffs could lead people to infer the company had been suffering from financial problems or poor leadership, which could create an opportunity for hackers with political motivations to take advantage.

"When people hear about layoffs, it's going to be viewed as something bad that can happen to them or anyone else in society. So, if you're in tune with how people consume information, you want to do whatever you can to build a good picture in the public's mind to minimize negative consequences," Tran said. "We're looking at not only the probability of something like data breaches resulting from mass layoffs happening but the severity if something like that actually does happen."
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New video test for Parkinson's uses AI to track how the disease is progressing | ScienceDaily
A video-processing technique developed at the University of Florida that uses artificial intelligence will help neurologists better track the progression of Parkinson's disease in patients, ultimately enhancing their care and quality of life.


						
The system, developed by Diego Guarin, Ph.D., an assistant professor of applied physiology and kinesiology in the UF College of Health and Human Performance, applies machine learning to analyze video recordings of patients performing the finger-tapping test, a standard test for Parkinson's disease that involves quickly tapping the thumb and index finger 10 times.

"By studying these videos, we could detect even the smallest alterations in hand movements that are characteristic of Parkinson's disease but might be difficult for clinicians to visually identify," said Guarin, who is affiliated with the Norman Fixel Institute for Neurological Diseases at UF Health. "The beauty of this technology is that a patient can record themselves performing the test, and the software analyzes it and informs the clinician how the patient is moving so the clinician can make decisions."

Parkinson's disease is a brain disorder that affects movement and can result in slowness of movement, tremors, stiffness, and difficulty with balance and coordination. Symptoms usually begin gradually and worsen over time. There is not a specific lab or imaging test that can diagnose Parkinson's disease, but a series of exercises and maneuvers performed by the patient helps clinicians identify and evaluate the severity of the disorder.

The rating scale most used to follow the course of Parkinson's disease is the Movement Disorder Society-Unified Parkinson's Disease Rating Scale. Guarin explained that, despite its reliability, the rating is restricted to a 5-point scale, which limits its ability to track subtle changes in progression and is prone to subjective interpretations.

The research team, which included UF neurologists Joshua Wong, M.D.; Nicolaus McFarland, M.D., Ph.D.; and Adolfo Ramirez-Zamora, M.D., created a more objective way to quantify motor symptoms in Parkinson's patients by using machine learning algorithms to analyze videos and capture nuanced changes in the disease over time.

"We found that we can observe the same features that the clinicians are trying to see by using a camera and a computer," Guarin said. "With help from AI, the same examination is made easier and less time-consuming for everyone involved."

Guarin said the automated system has also revealed previously unnoticed details about movement using precise data collected by the camera, like how quickly the patient opens or closes the finger during movement and how much the movement properties change during every tap.




"We've seen that, with Parkinson's disease, the opening movement is delayed, compared to the same movement in individuals that are healthy," Guarin said. "This is new information that is almost impossible to measure without the video and computer, telling us the technology can help to better characterize how Parkinson's disease affects movement and provide new markers to help evaluate the effectiveness of therapies."

To perfect the system, which Guarin originally designed to analyze facial features for conditions other than Parkinson's disease, the team tapped into UF's HiPerGator -- one of the world's largest AI supercomputers -- to train some of its models.

"HiPerGator enabled us to develop a machine learning model that simplifies the video data into a movement score," Guarin explained. "We used HiPerGator to train, test, and refine different models with large amounts of video data, and now those models can run on a smartphone."

Michael S. Okun, M.D., the director of the Norman Fixel Institute and medical advisor for the Parkinson's Foundation, said the automated video-based assessments could be a "game changer" for clinical trials and care.

"The finger-tapping test is one of the most critical elements used for diagnosis and for measuring disease progression in Parkinson's disease," Okun said. "Today, it takes an expert to interpret the results, but what is transformative is how Diego and three Parkinson's neurologists at the Fixel Institute were able to use AI to objectify disease progression."

In addition to placing this technology in the hands of neurologists and other care providers, Guarin is working with UFIT to develop it into an app for mobile devices, allowing individuals to assess their disease over time at home.
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Wearable sensors help athletes achieve greater performance | ScienceDaily
Today's athletes are always on the lookout for new techniques and equipment to help them train more effectively. Modern coaches and sports trainers use intelligent data monitoring through videos and wearable sensors to help enhance athletic conditioning. However, traditional video analysis and wearable sensor technologies often fall short when tasked to produce a comprehensive picture of an athlete's performance.


						
In APL Materials, by AIP Publishing, researchers from Lyuliang University developed a low-cost, flexible, and customizable sensor for badminton players that overcomes current monitoring constraints.

Badminton is known for its many technical movements and the dynamic speed and precision required to play successfully. Monitoring the postures, footwork, arm swings, and muscle strength shown by badminton players is limited by video shooting angles and the discomfort of rigid wearable sensors.

"We integrated our expertise in flexible sensor technology and intelligent perception systems into badminton motion monitoring for a quantitative analysis of badminton techniques, to provide more professional guidance for badminton players," said author Yun Yang.

The team used triboelectric sensors to construct their intelligent monitoring system because they are easy to adapt for flexible, wearable devices. A triboelectric sensor transfers charge from one material to another when the materials come into contact and slide past each other. No external power supply is required.

To minimize interference during bending and twisting, the team built a 3D-printed flexible arch-shaped sensor encased in a thermoplastic elastomer. This design is comfortable during use and can be easily customized to individual athletes.

The sport-friendly construction of the sensor is responsive to body motions often seen in sports and is suitable for many active body parts, such as wrists, elbows, shoulders, fingers, and knee joints, as well as bending points at the waist and neck.

The intelligent badminton sports system was made from three of the 3D-printed sensors, a multichannel acquisition card, and neural network algorithms. This technical design provides online monitoring and real-time feedback to the athlete. It recognizes seven typical movements in the badminton game, including forehand serve, backhand serve, forehand hook, and backhand hook, with a recognition accuracy rate of 97.2%.

"Our research provides new ideas for solving the problems of large joint bends or twists faced by current 3D-printed triboelectric sensors," said Yang. "It offers a new solution for monitoring and analyzing triboelectric sensors in badminton and can be extended to other smart sports fields. This has great potential for intelligent sports monitoring and analysis in the era of big data."

Future work by the team will continue to focus on triboelectric sensors to propose new solutions for human health monitoring and pathological diagnosis.
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Electric scooter and bike accidents are soaring across the United States | ScienceDaily
In the crowded urban landscape, where small electric vehicles -- primarily scooters and bicycles -- have transformed short distance travel, UC San Francisco researchers are reporting a major national surge in accidents tied to "micromobility."


						
E-bicycle injuries doubled every year from 2017 to 2022, while e-scooter injuries rose by 45 percent. Injured e-riders tended to be slightly older and wore helmets less often than conventional riders. And e-scooter riders were more likely to sustain internal injuries than conventional scooter riders, while upper extremity injuries were more common among non-EV riders.

The researchers analyzed injuries and hospitalizations from electric bicycles, electric scooters, conventional bicycles and conventional scooters. The study, which appears July 23 in JAMA Network Open, is believed to be the first investigation into recent injury patterns in the U.S.

"The U.S. had a remarkable increase in micromobility injuries during the study period," said co-lead author Adrian Fernandez, MD, chief resident with the UCSF Department of Urology. "This increase in accidents not only introduced a demographic shift, but also underscores an urgent need for added safety measures. There are undeniable health and environmental benefits to micromobility vehicle use, but structural changes must be taken to promote safe riding."

Reshaping urban transportation

Micromobility, the use of small vehicles for one or two passengers, has surged 50-fold over the last decade, especially in dense areas with the introduction of electric-powered motors and ride-sharing platforms. The low-cost, low-emission scooters and bicycles can travel up to 28 miles an hour, are convenient, affordable, reduce congestion and allow riders to cover more distance with less effort.

But increasingly the vehicles are proving to be dangerous, especially in the hands of novices.




The researchers analyzed data from the U.S. Consumer Product Safety Commission's National Electronic Injury Surveillance System, which has collected statistics from emergency departments on consumer product-related injuries since 1978. They looked at such factors as injury type (blunt, orthopedic, neurological, dental), injury region (head, neck, trunk, extremities) and helmet use.

They found that e-bicycle injuries dramatically increased from 751 in 2017 to 23,493 in 2022, and e-scooter injuries rose from 8,566 to 56,847 over that timeframe. Altogether, there were nearly 2.5 million bicycle injuries, more than 304,000 scooter injuries, 45,586 e-bicycle injuries, and some 189,517 e-scooter injuries in the U.S.

Both conventional and electric bike and scooter injuries were more common in urban settings. Electric bike and scooter riders were older and more likely to participate in risky behaviors, such as riding while intoxicated and without a helmet than conventional vehicle riders. The median age was 39 years old for injured e-bicyclists, compared to 30 for injured conventional bikers. The median age for e-scooter riders was 30 compared to 11 for conventional scooter riders.

"Our findings stress a concerning trend: helmet usage is noticeably lower among electric vehicle users, and risky behaviors, such as riding under the influence, are more prevalent," said co-first author Kevin D. Li, a 2025 dual candidate pursuing medical and master's degrees at UCSF.

The authors urged a multifaceted response, including better infrastructure in urban areas to accommodate the small vehicles, and education campaigns that promote helmet use and sober riding.

"As micromobility vehicles become more embedded in our daily lives, understanding and addressing the safety challenges they pose is critical," said senior and corresponding author Benjamin N. Breyer, MD, MAS, the Taube Family Distinguished Professor and chair of the UCSF Department of Urology, and a member of the UCSF Department of Epidemiology and Biostatistics.

"This not only involves adapting our urban landscapes but also fostering a culture of safety among riders," Breyer said. "By doing so, we can harness the full potential of micromobility to create more sustainable, health, and safe urban environments."

Other authors include Hiren V. Patel, MD, PhD, Isabel Elaine Allen, PhD, Umar Ghaffar, and Nizar Hakam, all at UCSF.
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New research identifies less invasive method for examining brain activity following traumatic brain injury | ScienceDaily
Johns Hopkins Medicine researchers have published new research that reports on a potential alternative and less-invasive approach to measure intracranial pressure (ICP) in patients.


						
This research was published July 12 in the journal Computers in Biology and Medicine.

ICP is a physiological variable that can increase abnormally when one has acute brain injury, stroke or obstruction to the flow of cerebrospinal fluid. Symptoms of elevated ICP may include headaches, blurred vision, vomiting, changes in behavior and decreased level of consciousness. It can be life-threatening, hence the need for ICP monitoring in selected patients who are at increased risk. However, the current standard for ICP monitoring is highly invasive: It requires the placement of an external ventricular drain (EVD) or an intraparenchymal brain monitor (IPM) in the functional tissue in the brain consisting of neurons and glial cells by drilling through the skull.

"ICP is universally accepted as a critical vital sign -- there is an imperative need to measure and treat ICP in patients with serious neurological disorders, yet the current standard for ICP measurement is invasive, risky, and resource-intensive. Here we explored a novel approach leveraging Artificial Intelligence which we believed could represent a viable noninvasive alternative ICP assessment method," says director, anesthesiology and critical care medicine precision medicine Robert Stevens, MD., MBA.

EVD procedures carry a number of risks including catheter misplacement, infection, and hemorrhaging at 15.3 %, 5.8 %, and 12.1 %, respectively, according to recent research. EVD and IPM procedures also require surgical expertise and specialized equipment that is not consistently available in many settings thus establishing a need for an alternative method in examining and monitoring ICP in patients.

The Johns Hopkins University School of Medicine team, an interdisciplinary group led by Stevens, hypothesized that severe forms of brain injury, and elevations in ICP in particular, are associated with pathological changes in systemic cardiocirculatory function due, for example, to dysregulation of the central autonomic nervous system. This hypothesis suggests that extracranial physiological waveforms can be studied to better understand brain activity and ICP severity.

In this study, the Johns Hopkins team set out to explore the relationship between the ICP waveform and the three physiological waveforms that are routinely captured in the ICU: invasive arterial blood pressure (ABP), photoplethysmography (PPG) and electrocardiography (ECG). ABP, PPG and ECG data were used to train and contrast a panel of different deep learning algorithms, resulting in a level of accuracy in determining ICP that rivals or exceeds other methodologies.

Overall study findings suggest a completely new, noninvasive alternative to monitor ICP in patients.

Stevens says, "with validation, physiology-based AI solutions, such as the one used here, could significantly expand the proportion of patients and health care settings in which ICP monitoring and management can be delivered."

Co-authors include recent Johns Hopkins University biomedical engineering graduates Shiker Nair '23, Alina Guo '23, Arushi Tandon '23, and Joseph Boen '22; master's student Meer Patel; biomedical engineering seniors Atas Aggarwal, Ojas Chahal and Sreenidhi Sankararaman; Nicholas D. Durr, associate professor of biomedical engineering; Tej D. Azad, a resident physician in the Johns Hopkins Department of Neurosurgery; and Romain Pirracchio, a professor of anesthesia at the University of California San Francisco.
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Prostate cancer blood test equally effective across ethnic groups, study finds | ScienceDaily
The Stockholm3 blood test, developed by researchers at Karolinska Institutet, is equally effective at detecting prostate cancer in different ethnic groups, a new paper published in The Journal of Clinical Oncology reports. The test produces significantly better results than the current PSA standard.


						
Stockholm3, a prostate cancer test developed in Sweden, runs a combination of protein and genetic markers from a blood sample through an algorithm to find the probability of a patient having clinically significant cancer.

Studies in more than 90,000 men have shown that Stockholm3 produces significantly better results than the current PSA standard. The test improves prostate cancer diagnosis by reducing unnecessary MRI and biopsies and by identifying significant cancers in men with low or normal PSA values.

However, previous studies have been conducted primarily in Scandinavia on a mainly White population with uncertain generalisability to the rest of the world. A Swedish-American research group has now examined how well it works in an ethnically mixed group of men in the USA and Canada.

The study included over 2,000 men at 17 different clinics, 16 per cent of whom were Asian, 24 per cent African-American, 14 per cent Latin American and 46 per cent White American. All participants had a referral for a prostate biopsy on the basis of an elevated PSA score, abnormal rectal examination, MRI scan or other suspicious clinical finding.

Before the biopsy was performed, a blood test was taken along with clinical data pertinent to the Stockholm3 test, which was conducted blinded to the biopsy results.

The analysis shows that clinically relevant prostate cancer cases were found in a total of 29 per cent of the men, somewhat more in African Americans and slightly fewer in Asians. It also shows that the Stockholm3 test could almost halve the number of unnecessary biopsies (45 per cent fewer: 673 as opposed to 1,226) while being no less effective at detecting all clinically relevant cases. The results were similar across the different ethnic groups.




"The study demonstrates that the Stockholm3 test is just as effective on an ethnically mixed group as it is on a White, Swedish population," says the study's lead author Hari T. Vigneswaran, doctor and PhD student at the Department of Medical Epidemiology and Biostatistics, Karolinska Institutet.

According to him, the research answers several important questions and will lead to a more widespread use of the method:

"Colleagues in other countries are very interested in these data, which show that Stockholm3 works for a non-Swedish population and among minorities."

The study was financed by the Swedish Research Council, the Swedish Cancer Society and A3P Biomedical, the company that holds the rights to the development of the Stockholm3 test. Hari T. Vigneswaran and Thorgerdur Palsdottir are employed at A3P Biomedical. Co-authors Henrik Gronberg, Martin Eklund and Tobias Nordstrom hold shares in A3P Biomedical AB. Henrik Gronberg and Martin Eklund are inventors of patents for the method. Other co-authors report research grants and fees from a number of pharmaceutical companies unrelated to the Stockholm3 method.
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Study evaluates treatment interventions for severe obesity in adolescents | ScienceDaily
Adolescents with severe obesity who received meal-replacement therapy plus financial incentives experienced a greater reduction in body mass index compared to those who received meal replacement therapy alone, according to recent findings published in JAMA Pediatrics.


						
Justin Ryder, PhD, Vice Chair of Research for the Department of Surgery at Ann & Robert H. Lurie Children's Hospital of Chicago and Associate Professor of Surgery and Pediatrics at Northwestern University Feinberg School of Medicine, was a co-author of the study.

Severe obesity currently affects about one in five children and adolescents in the U.S., according to the Centers for Disease Control and Prevention, and is defined as having a body mass index, or BMI, either at or above the 95th percentile for age and sex. The condition is associated with an increased risk of adult obesity, cardiovascular disease, type 2 diabetes and other conditions.

Previous research has found that meal replacement therapy (MRT), rather than traditional lifestyle modifications, is more effective in helping reduce BMI in adolescents with severe obesity.

In the current study, the investigators sought to determine if MRT paired with financial incentives to adolescents with severe obesity would increase the efficacy of MRT and lead to a greater reduction in BMI, when compared to MRT alone.

"There's literature for adults that supports that tying in financial incentives to weight loss or physical activity programs increases adherence, and so we wanted to see whether or not adding financial incentives to a behavioral/nutrition weight loss program using meal replacement therapy would increase adherence and through adherence, increase the efficacy of the treatment," Dr. Ryder said.

Of the 126 adolescents enrolled in the study, 63 participants received MRT plus financial incentives and 63 participants received only MRT for one year. MRT included pre-portioned meals totaling 1,200 calories per day, and financial incentives were provided based on reduction in body weight from baseline.




After 52 weeks, the MRT plus financial incentives group had a greater BMI reduction (a reduction of 6 percentage points) and a greater reduction in total body fat mass (a loss of 4.8 kilograms) compared to those who only received MRT therapy.

"Using a cost-effectiveness analysis, we looked at mean fat mass lost between the two treatments and found that despite providing the additional meal replacements for per pound lost, it was cost-effective to do so," Dr. Ryder added.

Additional work is also needed to develop interventions that extend beyond one year, according to the authors.

"While financial incentives plus MRT appears to be a longer-term strategy than MRT alone, treatment withdrawal will likely result in BMI increase. As such, research is needed to identify strategies that are scalable and feasible in the long term given the chronic nature of obesity," the authors wrote.

This work was supported by grants R01DK113631, K23DK129721, K23DK125668, and K23DK124654 from the National Institute of Diabetes and Digestive and Kidney Diseases, and UL1TR002494 from the National Institutes of Health National Center for Advancing Translational Sciences. Healthy For Life Meals provided financial assistance with the meal program.
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How does the brain respond to sleep apnea? | ScienceDaily
Nearly 40 million adults in the U.S. have sleep apnea, and more than 30 million of them use a continuous positive airway pressure (CPAP) machine while sleeping. However, the machines tend to be expensive, clunky and uncomfortable -- resulting in many users giving up on using them.


						
High blood pressure is often linked with sleep apnea because the brain works harder to regulate blood flow and breathing during sleep. A recent study at the University of Missouri offers new insight into the underlying mechanisms within the brain contributing to hypertension for those with sleep apnea.

The findings can help pave the way for new drugs that target the brainstem to bring blood pressure back down to normal levels for those with sleep apnea.

The study took place in the lab of David Kline, a professor in Mizzou's College of Veterinary Medicine and researcher at the Dalton Cardiovascular Research Center.

"When oxygen levels in the blood drop during sleep apnea, the forebrain sends warning signals to the brainstem area that controls heart and lung functions," Kline said. "By studying these signals, we found that two neurochemicals, oxytocin and corticotropin-releasing hormone (CRH), cause the brainstem to become overactive. Over time, this leads to hypertension."

Hypertension leads to increased risk of stroke, complications for the metabolism and a variety of other health issues.

"Not only do those with sleep apnea often have high blood pressure, but they also lose a lot of sleep, they have more cognitive and memory issues, and they are more prone to injury at work due to sleepiness," Kline said.




By being the first to identify the role that oxytocin and CRH play in strengthening and overexciting the pathways and mechanisms involved in sleep apnea, Kline and his fellow researchers hope to pave the way for the design of better therapeutic approaches for humans and animals.

"Our ultimate goal is to eventually help clinicians develop specific drugs to target either these neurochemicals or the proteins they bind to in a way that reduces high blood pressure," Kline said. "This discovery opens the door for future research to block the pathways these neurochemicals use, ultimately helping to bring blood pressure back to normal levels."

During the nearly 20 years Kline has researched the mechanisms within the brain responsible for controlling blood pressure and respiration at Mizzou, he has earned more than $10 million in grants and published more than 40 studies in peer-reviewed journals. He is one of the reasons Mizzou -- a member of the Association of American Universities and a leading research university -- has seen 10 consecutive years of increases in research expenditures.

"I have always been fascinated by the brain and how it contributes to the cardiovascular and respiratory systems of our bodies," Kline said. "I have a great group of interdisciplinary collaborators here at Mizzou who have helped me out tremendously, and seeing others in my lab make scientific discoveries brings me a lot of joy and excitement."

The study was led by Procopio Gama de Barcellos Filho, a postdoctoral researcher who works in Kline's lab.

"What makes Dr. Kline such a great supervisor is he is very encouraging and motivating, and while I have always been interested in neuroscience, he has helped me see the bigger picture in terms of how the brain is tied with the cardiovascular and respiratory systems," Gama de Barcellos Filho said. "He always wants to hear the thoughts of others in his lab before he makes a final decision, and that is something I will keep in mind if I ever become a principal investigator one day."
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Dual action antibiotic could make bacterial resistance nearly impossible | ScienceDaily
A new antibiotic that works by disrupting two different cellular targets would make it 100 million times more difficult for bacteria to evolve resistance, according to new research from the University of Illinois Chicago.


						
For a new paper in Nature Chemical Biology, researchers probed how a class of synthetic drugs called macrolones disrupt bacterial cell function to fight infectious diseases. Their experiments demonstrate that macrolones can work two different ways -- either by interfering with protein production or corrupting DNA structure.

Because bacteria would need to implement defenses to both attacks simultaneously, the researchers calculated that drug resistance is nearly impossible.

"The beauty of this antibiotic is that it kills through two different targets in bacteria," said Alexander Mankin, distinguished professor of pharmaceutical sciences at UIC. "If the antibiotic hits both targets at the same concentration, then the bacteria lose their ability to become resistant via acquisition of random mutations in any of the two targets."

Macrolones are synthetic antibiotics that combine the structures of two widely used antibiotics with different mechanisms. Macrolides, such as erythromycin, block the ribosome, the protein manufacturing factories of the cell. Fluoroquinolones, such as ciprofloxacin, target a bacteria-specific enzyme called DNA gyrase.

Two UIC laboratories led by Yury Polikanov, associate professor of biological sciences, and Mankin and Nora Vazquez-Laslop, research professor of pharmacy, examined the cellular activity of different macrolone drugs.

Polikanov's group, which specializes in structural biology, studied how these drugs interact with the ribosome, finding that they bind more tightly than traditional macrolides. The macrolones were even capable of binding and blocking ribosomes from macrolide-resistant bacterial strains and failed to trigger the activation of resistance genes.




Other experiments tested whether the macrolone drugs preferentially inhibited the ribosome or the DNA gyrase enzymes at various doses. While many designs were better at blocking one target or another, one that interfered with both at its lowest effective dose stood out as the most promising candidate.

"By basically hitting two targets at the same concentration, the advantage is that you make it almost impossible for the bacteria to easily come up with a simple genetic defense," Polikanov said.

The study also reflects the interdisciplinary collaboration at the UIC Molecular Biology Research Building, where researchers from the colleges of medicine, pharmacy and liberal arts and sciences share neighboring laboratories and drive basic science discoveries like this one, the authors said.

"The main outcome from all of this work is the understanding of how we need to go forward," Mankin said. "And the understanding that we're giving to chemists is that you need to optimize these macrolones to hit both targets."

In addition to Mankin, Polikanov and Vazquez-Laslop, UIC co-authors on the paper include Elena Aleksandrova, Dorota Klepacki and Faezeh Alizadeh.
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Brain care score for dementia and stroke also predicts late-life depression | ScienceDaily
Late-life depression, typically defined as depression with onset in individuals over 60 years of age, can affect up to a third or more of people older than 60 and can be debilitating. But, like other neurological conditions, an individual's risk may be influenced by lifestyle choices. Researchers from Mass General Brigham previously developed and validated the Brain Care Score (BCS) for helping patients and clinicians identify lifestyle changes that may reduce their risk of dementia and stroke. Now, with collaborators at Yale University, they have shown that a higher BCS is also associated with a lower risk of late-life depression. Findings, published in Frontiers in Psychiatry, provide further evidence of shared biological risk factors for stroke, dementia and depression and highlight the potential of the BCS to help patients make lifestyle changes to better care for their brain health.


						
"The Brain Care Score is a simple tool designed to help anyone in the world answer the question, 'What can I do to take better care of my brain?'" said author Jonathan Rosand MD, MSc, co-founder of the McCance Center for Brain Health at Massachusetts General Hospital and the lead developer of the Brain Care Score. "This paper provides compelling evidence that raising your BCS is not only likely to make your brain healthier and more resistant to diseases like dementia and stroke, but that it also offers the hope of protection from depression."

The new study represents a collaboration among researchers at Brigham and Women's Hospital and Massachusetts General Hospital, founding members of the Mass General Brigham healthcare system.

"Dementia, stroke, and depression are leading causes of human suffering as we age," said corresponding author Christopher D. Anderson, MD, MSc, chief of stroke and cerebrovascular diseases in the Department of Neurology at BWH. "This study highlights an extraordinary opportunity to prevent these conditions from developing in the first place."

The Brain Care Score was developed by researchers at the McCance Center and their collaborators to help patients and clinicians prevent the onset of brain disease by focusing on modifiable risk factors. These include four physical risk factors (blood pressure, hemoglobin A1c, cholesterol and body mass index), five lifestyle elements (nutrition, alcohol intake, smoking, physical activity and sleep) and three social/emotional elements (stress, relationships and life purpose). A higher score on the 21-point scale is indicative of a lower risk of brain disease.

The research team, utilizing data from over 350,000 participants in the U.K. Biobank (UKB) study, demonstrated that a five-point increase in baseline BCS was associated with a 33 percent lower risk of late-life depression and a 27 percent lower composite risk of late-life depression, stroke and dementia over a median follow-up period of 13 years.

The UKB, which the researchers previously utilized to develop and validate the BCS, includes over a decade of systematically collected health information from participants throughout the U.K., who were 40-69 years old during the study's enrollment period from 2006-2010. Additionally, the researchers verified their findings in a separate dataset of nearly 200,000 individuals from the UKB, whose primary care records were also accessible to the researchers. Under-diagnosis and under-documentation of depression is a known challenge to epidemiological research, but the inclusion of primary care records can reduce the likelihood of missing diagnoses.




When stratifying results by age, the researchers were surprised to find a substantial association between baseline BCS and risk of depression in those under 50 years of age. While the investigators expected that older individuals may experience neurodegenerative and inflammatory processes that can contribute to late-life depression, stroke and dementia, the neurobiological changes that lead to depression in younger individuals are less apparent. Going forward, the researchers are pursuing additional work to understand the relationship between BCS scores and risk of depression in the young.

"There is still much to be learned about what pathways contribute to late-life depression, dementia and stroke," said first author Sanjula Singh, MD, PhD, MSc, of the McCance Center for Brain Health at Department of Neurology of Massachusetts General Hospital and Harvard Medical School. "Our results emphasize the importance of a holistic view of the brain to further understand underlying connections between different brain diseases."

The investigators are pursuing ongoing research to determine whether individuals who increase their BSC over time by five points or more have a reduced risk of stroke and dementia in the future, compared to those without substantial score increases.

"Increasingly, data suggest that the risk for a variety of non-communicable diseases is to some extent mediated by modifiable lifestyle changes, should they be undertaken early enough," said Gregory Fricchione, MD, associate chief of psychiatry at Massachusetts General Hospital. "This research is provocative and hopeful in its implications for tackling prevalent illnesses like depression, which itself is a risk factor for many other diseases. This research reminds us of the interlocking of the nervous system with psychosocial and immunological stress, along with the opportunity to reduce vulnerabilities to downstream damage to the brain through improvements in the factors outlined in the BCS."

Authorship: Additional Mass General Brigham authors include Zeina Chemali (MGH), Leidys Gutierrez-Martinez (MGH), Livia Parodi (BWH, MGH), Ernst Mayerhofer (BWH, MGH), Jasper Senff (MGH), Courtney Nunley (MGH), Amy Newhouse (MGH), An Ouyang (MGH), M. Brandon Westover (MGH), Rudolph E. Tanzi (MGH), Bart Brouwers (MGH), Nirupama Yechoor (MGH), Christopher D. Anderson (BWH, MGH). Additional authors include Cyprien A. Rivier, Keren Papier, Santiago Clocchiatti-Tuozzo, Ronald M. Lazar, Aleksandra Pikula, Sarah Ibrahim, Virginia Howard, George Howard, Thomas Littlejohns, Kevin N. Sheth, Guido J. Falcone.

Disclosures: Rosand receives sponsored research support from the U.S. National Institutes of Health and the American Heart Association and receives payments for expert testimony and consulting fees from the National Football League. A complete list of disclosures is included in the paper.

Funding: Funding provided by the Lavine Brain Health Innovation Fund and the McCance Center for Brain Health. A complete list of additional research support is included in the article.
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Pioneering the cellular frontier | ScienceDaily
Every plant, animal, and person is a rich microcosm of tiny, specialized cells. These cells are worlds unto themselves, each with their own unique parts and processes that elude the naked eye. Being able to see the inner workings of these microscopic building blocks at nanometer resolution without harming their delicate organelles has been a challenge, but scientists from different disciplines across the U.S. Department of Energy's (DOE) Brookhaven National Laboratory have found an effective way to image a single cell using multiple techniques. The fascinating process to capture these images was published in Communications Biology.


						
Being able to understand the inner structures of cells, the way chemicals and proteins interact within them, and how those interactions signal certain biological processes at nanometer resolution can have significant implications in medicine, agriculture, and many other important fields. This work is also paving the way for better biological imaging techniques and new instruments to optimize biological imaging.

"Studying human cells and the organelles inside of them is exciting," said Qun Liu, a structural biologist at Brookhaven Lab, "but there are so many opportunities to benefit from our multimodal approach that combines hard X-ray computed tomography and X-ray fluorescence imaging. We can study pathogenic fungi or beneficial bacteria. We're able to not only see the structure of these microorganisms but also the chemical processes that happen when cells interact in different ways."

Pulling out one of life's building blocks

Before the researchers even began imaging, one of their biggest challenges was preparing the sample itself. The team decided to use a cell from the human embryonic kidney (HEK) 293 line. These cells are known for being easy to grow but difficult to take multiple X-ray measurements of. Even though they are very small, cells are quite susceptible to X-ray-induced damage.

The scientists went through a careful, multistep process to make the sample more robust. They used paraformaldehyde to chemically preserve the structure of the cell, then had a robot rapidly freeze the samples by plunging them into liquid ethane, transferred them to liquid nitrogen, and finally freeze dried them to remove water but maintain the cellular structure. Once this process was complete, the researchers placed the freeze-dried cells under a microscope to locate and label them for targeted imaging.

At only about 12-15 microns in diameter (the average human hair is 150 microns thick), setting up the sample for measurements was not easy, especially for measurements on different beamlines. The team needed to ensure that the cell's structure could survive multiple measurements with high energy X-rays without significant damage and that the cell could be reliably held in one place for multiple measurements. To overcome these hurdles, the scientists created standardized sample holders to be used on multiple pieces of equipment and implemented optical microscopes to quickly find and image the cell and minimize prolonged X-ray exposure that could damage it.




Multimodal measurements

The team used two imaging techniques found at the National Synchrotron Light Source II (NSLS-II) -- a DOE Office of Science user facility at Brookhaven -- X-ray computed tomography (XCT) and X-ray fluorescence (XRF) microscopy.

The researchers collected XCT data, which uses X-rays to tell scientists about the cell's physical structure, on the Full Field X-ray Imaging (FXI) beamline. Tomography uses X-rays to show a cross-section of a solid sample. A familiar example of this is the CT scan, which medical practitioners use to image cross sections of any part of the body.

The researchers collected XRF microscopy data, which provides more clues about the distribution of chemical elements within the cell, on the Submicron Resolution X-ray Spectroscopy (SRX) beamline. In this technique, the researchers direct high energy X-rays at a sample, exciting the material and causing it to emit X-ray fluorescence. The X-ray emission has its own unique signature, letting scientists know exactly what elements the sample is composed of and how they are distributed to fulfill their biological functions.

"We were motivated to combine XCT and XRF imaging based on the unique, complementary information each provides," said Xianghui Xiao, FXI lead beamline scientist. "Fluorescence gives us a lot of useful information about the trace elements inside of cells and how they are distributed. This is very critical information to biologists. Getting a high-resolution fluorescence map on many cells can be very time consuming, though. Even just for a 2D image, it may take quite a few hours."

This is where getting a 3D image of the cell using XCT is helpful. This information can help guide the fluorescence measurements to specific locations of interest. It saves time for the scientists, increasing throughput, and it also ensures that the sample doesn't need to be exposed to the X-rays for as long, mitigating potential damage to the fragile cell.




"This correlative approach provides useful, complementary information that could advance several practical applications," remarked Yang Yang, a beamline scientist at SRX. "For something like drug delivery, specific subsets of organelles can be identified, and then specific elements can be traced as they are redistributed during treatment, giving us a clearer picture of how these pharmaceuticals work on a cellular level."

While these advances in imaging have provided a better view into the cellular world, there are still challenges to be met and ways to improve imaging even further. As part of the NSLS-II Experimental Tools III project -- a plan to build out new beamlines to provide the user community with new capabilities -- Yang is science lead of the team working on the upcoming Quantitative Cellular Tomography (QCT) beamline, which will be dedicated to bio-imaging. QCT is a full-field soft X-ray tomography beamline for imaging frozen cells with nanoscale resolution without the need for chemical fixation. This cryo-soft X-ray tomography beamline will be complementary to current methods, providing even more detail into cellular structure and functions.

Future findings

While being able to peer into the cells that make up the systems in human bodies is fascinating, being able to understand the pathogens that attack and disrupt those systems can give scientists an edge in fighting infectious disease.

"This technology allows us to study the interaction between a pathogen and its host," explained Liu. "We can look at the pathogen and a healthy cell before infection and then image them both during and after the infection. We will notice structural changes in both the pathogen and the host and gain a better understanding of the process. We can also study the interaction between beneficial bacteria in the human microbiome or fungi that have a symbiotic relationship with plants."

Liu is currently working with scientists from other national laboratories and universities for DOE's Biological and Environmental Research Program to study the molecular interactions between sorghum and Colletotrichum sublineola, the pathogenic fungus that causes anthracnose, which can harm the leaves of plants. Sorghum is a major DOE bioenergy crop and is the fifth most important cereal crop in the world, so humanity would have a lot to gain by understanding the tactics of this devastating fungus and how sorghum's defenses operate at the cellular and molecular levels.

Being able to see at this scale can give scientists insight into the wars being waged by pathogens on crops, the environment, and even human bodies. This information can help develop the right tools to fight these invaders or fix systems that aren't working optimally at a fundamental level. The first step is being able to see a world that human eyes aren't able to see, and advances in synchrotron science have proven to be a powerful tool in uncovering it.

This work was supported by Brookhaven's Laboratory Directed Research and Development funding and the DOE Office of Science.
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        Researchers discover faster, more energy-efficient way to manufacture an industrially important chemical
        The reactivity of zirconium on silicon nitride enhances the conversion of propane into propylene, a key commodity chemical needed to make polypropylene. This finding hints at the reactivity researchers might achieve with other nontraditional catalysts.

      

      
        Could wearable devices adversely affect health?
        For patients with Afib, using a wearable device can lead to higher rates of anxiety about their Afib symptoms and treatment, doctor visits, and use of informal healthcare resources, according to a new study.

      

      
        Researchers develop innovative battery recycling method
        A research team is tackling the environmental issue of efficiently recycling lithium ion batteries amid their increasing use.

      

      
        It's got praying mantis eyes
        The praying mantis is one of the few insects with compound eyes and the ability to perceive 3D space. Engineers are replicating their visual systems to make machines see better.

      

      
        Foam fluidics showcase lab's creative approach to circuit design
        Engineers have shown that something as simple as the flow of air through open-cell foam can be used to perform digital computation, analog sensing and combined digital-analog control in soft textile-based wearable systems.

      

      
        Dark matter flies ahead of normal matter in mega galaxy cluster collision
        Astronomers have untangled a messy collision between two massive clusters of galaxies in which the clusters' vast clouds of dark matter have decoupled from the so-called normal matter.

      

      
        Nanoscale device simultaneously steers and shifts frequency of optical light, pointing the way to future wireless communication channels
        A tunable metasurface can control optical light in space and time, offering a path toward new ways of wirelessly and securely transmitting large amounts of data both on Earth and in space.

      

      
        Traffic-related ultrafine particles hinder mitochondrial functions in olfactory mucosa
        Ultrafine particles, UFPs, the smallest contributors to air pollution, hinder the function of mitochondria in human olfactory mucosa cells, a new study shows. The study showed that traffic-related UFPs impair mitochondrial functions in primary human olfactory mucosa cells by hampering oxidative phosphorylation and redox balance.

      

      
        How Rembrandt combined special pigments for golden details of The Night Watch
        Chemists have for the first time established how Rembrandt applied special arsenic sulfide pigments to create a 'golden' paint.

      

      
        A single-molecule-based organic porous material with great potential for efficient ammonia storage
        Novel porous crystalline solid shows promise as an efficient and durable material for ammonia (NH3) capture and storage, report scientists. Made through a simple reprecipitation process, the proposed organic compound can reversibly adsorb and release NH3 via simple pressurization and decompression at room temperature. Its stability and cost-effectiveness make this material a promising energy carrier for future hydrogen economies.

      

      
        Images of nearest 'super-Jupiter' open a new window to exoplanet research
        Using the James Webb Space Telescope (JWST), astronomers imaged a new exoplanet that orbits a star in the nearby triple system Epsilon Indi. The planet is a cold super-Jupiter exhibiting a temperature of around 0 degrees Celsius and a wide orbit comparable to that of Neptune around the Sun. This measurement was only possible thanks to JWST's unprecedented imaging capabilities in the thermal infrared. It exemplifies the potential of finding many more such planets similar to Jupiter in mass, temper...

      

      
        Large language models don't behave like people, even though we may expect them to
        People generalize to form beliefs about a large language model's performance based on what they've seen from past interactions. When an LLM is misaligned with a person's beliefs, even an extremely capable model may fail unexpectedly when deployed in a real-world situation.

      

      
        Researchers leveraging AI to train (robotic) dogs to respond to their masters
        An international collaboration seeks to innovate the future of how a mechanical man's best friend interacts with its owner, using a combination of AI and edge computing called edge intelligence. The overarching project goal is to make the dog come 'alive' by adapting wearable-based sensing devices that can detect physiological and emotional stimuli inherent to one's personality and traits, such as introversions, or transient states, including pain and comfort levels.

      

      
        A new way to make element 116 opens the door to heavier atoms
        Researchers have successfully made super-heavy element 116 using a beam of titanium-50. That milestone sets the team up to attempt making the heaviest element yet: 120.

      

      
        Drawing water from dry air
        A prototype device harvests drinking water from the atmosphere, even in arid places.

      

      
        Manufacturing perovskite solar panels with a long-term vision
        Researchers working at the forefront of an emerging photovoltaic (PV) technology are thinking ahead about how to scale, deploy, and design future solar panels to be easily recyclable. Solar panels made of perovskites may eventually play an important role amid global decarbonization efforts to reduce greenhouse gas emissions. As the technology emerges from the testing stages, it is a perfect time to think critically about how best to design the solar panels to minimize their impact on the environm...

      

      
        Could smart guide RNAs usher in an era of personalized medicine?
        Scientists utilize logic gate-based decision-making to construct circuits that control genes.

      

      
        Mass layoffs and data breaches could be connected
        A research team has been exploring how mass layoffs and data breaches could be connected. Their theory: since layoffs create conditions where disgruntled employees face added stress or job insecurity, they are more likely to engage in risky behaviors that heighten the company's vulnerability to data breaches.

      

      
        New video test for Parkinson's uses AI to track how the disease is progressing
        An automated assessment technique that uses artificial intelligence could revolutionize the management of Parkinson's disease.

      

      
        Researchers develop more environmentally friendly and cost-effective method for soil remediation
        Chemists have developed a rapid electrothermal mineralization (REM) process, which in seconds can remediate the accumulation of synthetic chemicals that can contaminate soil and the environment.

      

      
        Nanoscopic imaging aids in understanding protein, tissue preservation in ancient bones
        A pilot study shows that nanoscopic 3-D imaging of ancient bone not only provides further insight into the changes soft tissues undergo during fossilization, it also has potential as a fast, practical way to determine which specimens are likely candidates for ancient DNA and protein sequence preservation.

      

      
        3D-printed microstructure forest facilitates solar steam generator desalination
        Faced with the world's impending freshwater scarcity, researchers turned to solar steam generators, which are emerging as a promising device for seawater desalination. The team sought design inspiration from trees and harnessed the potential of 3D printing. They present technology for producing efficient SSGs for desalination and introduces a novel method for printing functional nanocomposites for multi-jet fusion. Their SSGs were inspired by plant transpiration and are composed of miniature tree...

      

      
        Wearable sensors help athletes achieve greater performance
        Researchers have developed a low-cost, flexible, and customizable sensor for badminton players that overcomes current monitoring constraints. The team used triboelectric sensors to construct their intelligent monitoring system because they are easy to adapt for flexible, wearable devices and to minimize interference during bending and twisting, they built a 3D-printed flexible arch-shaped sensor encased in a thermoplastic elastomer. This design is comfortable during use and can be easily customiz...

      

      
        Electric scooter and bike accidents are soaring across the United States
        In the crowded urban landscape, where small electric vehicles -- primarily scooters and bicycles -- have transformed short distance travel, researchers are reporting a major national surge in accidents tied to 'micromobility.'

      

      
        New research identifies less invasive method for examining brain activity following traumatic brain injury
        Researchers have published new research that reports on a potential alternative and less-invasive approach to measure intracranial pressure (ICP) in patients.

      

      
        Pioneering the cellular frontier
        Scientists use a multimodal approach that combines hard X-ray computed tomography and X-ray fluorescence imaging to see the structure and chemical processes inside of a single cell.

      

      
        Strategic emission caps key to ammonia industry decarbonization, researchers find
        New research has revealed critical insights into how strategic emission cap choices can lead to cost-effective, near-100% ammonia industry decarbonization while avoiding issues such as land use constraints and grid congestion.

      

      
        Risks and benefits of integrating AI into medical decision-making
        Researchers found that an artificial intelligence (AI) model solved medical quiz questions -- designed to test health professionals' ability to diagnose patients based on clinical images and a brief text summary -- with high accuracy. However, physician-graders found the AI model made mistakes when describing images and explaining how its decision-making led to the correct answer.

      

      
        Expiring medications could pose challenge on long space missions
        A new study shows that over half of the medicines stocked in space -- staples such as pain relievers, antibiotics, allergy medicines, and sleep aids -- would expire before astronauts could return to Earth.

      

      
        A promising new method uses light to clean up forever chemicals
        A room-temperature method to decompose perfluoroalkyl substances (PFASs) using visible LED light offers a promising solution for sustainable fluorine recycling and PFAS treatment.

      

      
        Researchers enhance tool to better predict where and when wildfires will occur
        A newly enhanced database is expected to help wildfire managers and scientists better predict where and when wildfires may occur by incorporating hundreds of additional factors that impact the ignition and spread of fire.

      

      
        Astrophysicists uncover supermassive blackhole/dark matter connection in solving the 'final parsec problem'
        Researchers have found a link between some of the largest and smallest objects in the cosmos: supermassive black holes and dark matter particles. Their new calculations reveal that pairs of supermassive black holes (SMBHs) can merge into a single larger black hole because of previously overlooked behavior of dark matter particles, proposing a solution to the longstanding 'final parsec problem' in astronomy.

      

      
        Converting captured carbon to fuel: Study assesses what's practical and what's not
        A new analysis sheds light on major shortfalls of a recently proposed approach to capture CO2 from air and directly convert it to fuel using electricity. The authors also provide a new, more sustainable, alternative.

      

      
        Genetic diagnostics of ultra-rare diseases
        The majority of rare diseases have a genetic cause. The underlying genetic alteration can be found more and more easily, for example by means of exome sequencing (ES), leading to a molecular genetic diagnosis. ES is an examination of all sections of our genetic material (DNA) that code for proteins.

      

      
        Maximizing hydrogen peroxide formation during water electrolysis
        When water is split electrolytically, the result is typically hydrogen -- and 'useless' oxygen. Instead of oxygen, you can also produce hydrogen peroxide, which is required for many branches of industry. This, however, requires certain reaction conditions.

      

      
        Foldable pouch actuator improves finger extension in soft rehabilitation gloves
        Hand rehabilitation research has markedly benefited from the introduction of soft actuators in gloves. However, existing soft rehabilitation glove designs have several limitations in finger movements. In this regard, researchers recently succeeded in adding finger straightening or extension to soft rehabilitation gloves through a novel foldable pouch actuator without compromising the already existing functionality of finger bending or flexion. Their findings represent a significant leap in compre...

      

      
        Are AI-chatbots suitable for hospitals?
        Large language models may pass medical exams with flying colors but using them for diagnoses would currently be grossly negligent. Medical chatbots make hasty diagnoses, do not adhere to guidelines, and would put patients' lives at risk. A team has systematically investigated whether this form of artificial intelligence (AI) would be suitable for everyday clinical practice. Despite the current shortcomings, the researchers see potential in the technology. They have published a method that can be ...

      

      
        Switching from gas to electric stoves cuts indoor air pollution
        Switching from a gas stove to an electric induction stove can reduce indoor nitrogen dioxide air pollution, a known health hazard, by more than 50 percent according to new research.

      

      
        Organs on demand? Scientists print voxel building blocks
        Scientists are bioprinting 3D structures with a material that is a close match for human tissue, paving the way for true biomanufacturing.

      

      
        Aluminum scandium nitride films: Enabling next-gen ferroelectric memory devices
        Aluminum scandium nitride thin films could pave the way for the next generation of ferroelectric memory devices, according to a new study. Compared to existing ferroelectric materials, these films maintain their ferroelectric properties and crystal structure even after heat treatment at temperatures up to 600 C in both hydrogen and argon atmospheres. This high stability makes them ideal for high-temperature manufacturing processes under the H2-included atmosphere used in fabricating advanced memo...

      

      
        3D printing of light-activated hydrogel actuators
        An international team of researchers has embedded gold nanorods in hydrogels that can be processed through 3D printing to create structures that contract when exposed to light -- and expand again when the light is removed. Because this expansion and contraction can be performed repeatedly, the 3D-printed structures can serve as remotely controlled actuators.

      

      
        Scientists use AI to predict a wildfire's next move
        Researchers have developed a new model that combines generative AI and satellite data to accurately forecast wildfire spread.

      

      
        Virtual reality training for physicians aims to heal disparities in Black maternal health care
        A virtual reality training series being developed for medical students and physicians teaches them about implicit bias in their communications with their patients who are people of color and how that affects race-based health care disparities.

      

      
        Life signs could survive near surfaces of Enceladus and Europa
        Europa and Enceladus, icy moons of Jupiter and Saturn respectively, have evidence of oceans beneath their crusts. A NASA experiment suggests -- if these oceans support life -- signatures of that life in the form of organic molecules (like amino acids and nucleic acids) could survive just under the surface ice despite the harsh, ionizing radiation on these worlds. If robotic landers were to go to these moons to look for life signs, they would not have to dig very deep to find amino acids that have...

      

      
        Cracking the code of hydrogen embrittlement
        When deciding what material to use for infrastructure projects, metals are often selected for their durability. However, if placed in a hydrogen-rich environment, like water, metals can become brittle and fail. Since the mid-19th century, this phenomenon, known as hydrogen embrittlement, has puzzled researchers with its unpredictable nature. Now, a study brings us a step closer to predicting it with confidence.

      

      
        Researchers clarify how soft materials fail under stress
        Understanding how soft materials fail under stress is critical for solving engineering challenges as disparate as pharmaceutical technology and landslide prevention. A new study linking a spectrum of soft material behaviors -- previously thought to be unrelated -- led researchers to identify a new parameter they call the brittility factor, which allows them to simplify soft material failure behavior. This will ultimately help engineers design better materials that meet future challenges.

      

      
        Revolutionizing the abilities of adaptive radar with AI
        Engineers have shown that using a type of AI that revolutionized computer vision can greatly enhance modern adaptive radar systems. And in a move that parallels the impetus of the computer vision boom, they have released a large dataset of digital landscapes for others to build on their work.

      

      
        Waste Styrofoam can now be converted into  polymers for electronics
        A new study describes a chemical reaction that can convert Styrofoam into a high-value conducting polymer known as PEDOT:PSS. Researchers also noted that the upgraded plastic waste can be successfully incorporated into functional electronic devices, including silicon-based hybrid solar cells and organic electrochemical transistors.

      

      
        Shining light on amyloid architecture
        Researchers use microscopy to chart amyloid beta's underlying structure and yield insight into neurodegenerative disease.

      

      
        Chemists design novel method for generating sustainable fuel
        Chemists have been working to synthesize high-value materials from waste molecules for years.
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Researchers discover faster, more energy-efficient way to manufacture an industrially important chemical | ScienceDaily
Polypropylene is a common type of plastic found in many essential products used today, such as food containers and medical devices. Because polypropylene is so popular, demand is surging for a chemical used to make it. That chemical, propylene, can be produced from propane. Propane is a natural gas commonly used in barbeque grills.


						
Scientists from the U.S. Department of Energy's (DOE) Argonne National Laboratory and Ames National Laboratory report a faster, more energy-efficient way to manufacture propylene than the process currently used.

Converting propane into propylene typically involves a metal catalyst like chromium or platinum on a support material, such as aluminum oxide or silicon dioxide. The catalyst speeds up the reaction. However, it also necessitates high operating temperatures and energy use.

In a collaborative project, scientists from Argonne and Ames found that zirconium combined with silicon nitride enhances the catalytic conversion of propane gas to propylene. It does so in a way that is faster-reacting and less toxic and uses less energy than other nonprecious metals, like chromium. It is also less expensive than precious metal catalysts like platinum.

This discovery also reveals a way to reduce the temperature of the catalytic process. In turn, this reduces the amount of carbon dioxide released. Carbon dioxide accounts for almost 80% of greenhouse gas emissions in the United States.

Additionally, this research gives a glimpse into the reactivity achievable with other low-cost metals in the catalytic conversion of propane into propylene.

For some time, Argonne chemists David Kaphan and Max Delferro have been systematically studying how nontraditional surfaces influence and promote catalysis.




As lead researchers on this study, they wanted to understand how a nontraditional metal catalyst on a nontraditional type of support compares with traditionally used materials during the catalytic conversion of propane.

Catalyst support materials typically have high surface areas and help to distribute catalysts. They can also play an important role in promoting catalysis, as shown in this study.

The research team found that a zirconium catalyst on a silicon nitride support yielded significantly more active catalysis for the conversion of propane into propylene. Conversely, this was not the case with the silica support.

They also found that the silicon nitride support enabled catalysis in a way that's faster and more energy efficient than with traditional metals on silica. As a catalyst support, silicon nitride can enhance chemical reactions on the surface of metals relative to more traditionally used oxides.

The scientists achieved catalytic conversion of propane at a temperature of 842 degrees F. This is slightly lower than the 1,022 degrees F typically required for catalysis using traditional materials.

Furthermore, when run at the same temperature as traditional catalysts for this transformation, the reaction rates were significantly faster than similar materials with oxide supports.




This discovery also offers proof that this concept can be generalized for other important reactions.

"This provides a window into nitride-supported metal reactivity. We see promise with the use of other transition metals where we can leverage this difference in the local environment of the nitride surface to enhance catalysis," Kaphan said.

This research benefited from Argonne's Advanced Photon Source (APS), a DOE Office of Science user facility. At beamline 10-BM, researchers used X-ray absorption spectroscopy to understand how the zirconium catalyst interaction with the nitride material differs from the oxide material.

Argonne researchers also collaborated with Frederic Perras, a scientist at Ames National Laboratory, to gain a better understanding of the structure of the zirconium/silicon nitride catalyst. He used a dynamic nuclear polarization-enhanced nuclear magnetic resonance technique to analyze how silicon nitride reacts with metal sites.

"The composition on the surface of silicon nitride is largely unknown, which is what I found most exciting about this work," said Perras, who is also an adjunct associate professor at Iowa State University.

The combination of material characterization techniques available at Argonne and Ames and the expertise of the people who worked on this paper is what contributed to the success of this experiment, according to Delferro.

"One person cannot do everything. This is really a team effort, and everyone brought their expertise to the table to achieve this goal," he said.

A paper on the study was published in the Journal of the American Chemical Society. In addition to Delferro, Kaphan and Perras, authors include Joshua DeMuth, Yu Lim Kim, Jacklyn Hall, Zoha Syed, Kaixi Deng, Magali Ferrandon, A. Jeremy Kropf and Liu Cong.

Support for the research came from DOE's Office of Basic Energy Sciences, Division of Chemical Sciences, Geosciences and Biosciences, Catalysis Science program.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240724171608.htm



	
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Could wearable devices adversely affect health? | ScienceDaily
Using a wearable device, such as a smart watch, to track health data and symptoms, is supposed to help people monitor their health and address symptoms as quickly as possible to spur positive health outcomes. But for people with atrial fibrillation, also known as Afib, using a wearable device to monitor the heart rate and to alert wearers of an irregular heartbeat might not be as helpful as wearers think.


						
A new study in the Journal of the American Heart Association, led by Lindsay Rosman, PhD,assistant professor of medicine in the division of cardiology at the University of North Carolina School of Medicine, is the first to show that wearable devices, such as smart watches, can significantly amplify anxiety and increase healthcare use in patients with Afib.

The study included 172 patients from UNC Health with a prior diagnosis of Afib who completed a survey and had their information linked to electronic health records. About half of the study sample had a wearable device and their data was compared to individuals without a wearable device. Rosman and her team found that patients with Afib who use wearables are more likely to be preoccupied with their heart symptoms, report concerns about their AFib treatment, and use healthcare resources compared to Afib patients without these devices. Providers and healthcare clinics were also impacted, as wearable users were more likely to call the clinic and send messages to their healthcare providers than individuals who did not have a device.

Also, 1 in 5 AFib patients who used wearables in this study experienced intense fear and anxiety in response to irregular rhythm notifications from their device. And a similar proportion (20%) routinely contacted their doctors when ECG results were abnormal or indicative of possible AFib. But it's unclear if they actually needed to see a doctor, due to the alerts from their devices. It's also unclear if the reported anxiety contributed to the worsening of symptoms, although anxiety has been a well-documented contributing factor to various conditions, including AFib.

"Given the significant increase in use of wearable devices in this patient group (and the population in general)," said Rosman, "we believe prospective studies and randomized trials are needed to understand the net effects of wearables -- including their alerts -- on patients' healthcare use and psychological well-being, as well as the downstream effects on providers, hospitals, and health systems."
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Researchers develop innovative battery recycling method | ScienceDaily
A research team at Rice University led by James Tour, the T.T. and W.F. Chao Professor of Chemistry and professor of materials science and nanoengineering, is tackling the environmental issue of efficiently recycling lithium ion batteries amid their increasing use.


						
The team has pioneered a new method to extract purified active materials from battery waste as detailed in the journal  Nature Communications  on July 24. Their findings have the potential to facilitate the effective separation and recycling of valuable battery materials at a minimal fee, contributing to a greener production of electric vehicles (EVs).

"With the surge in battery use, particularly in EVs, the need for developing sustainable recycling methods is pressing," Tour said.

Conventional recycling techniques typically involve breaking down battery materials into their elemental forms through energy-intensive thermal or chemical processes that are costly and have significant environmental impacts.

The team proposed that magnetic properties could facilitate the separation and purification of spent battery materials.

Their innovation uses a method known as solvent-free flash Joule heating (FJH). This technique devised by Tour involves passing a current through a moderately resistive material to rapidly heat and transform it into other substances.

Using FJH, the researchers heated battery waste to 2,500 Kelvin within seconds, creating unique features with magnetic shells and stable core structures. The magnetic separation allowed for efficient purification.




During the process, the cobalt-based battery cathodes -- typically used in EVs and associated with high financial, environmental and social costs -- unexpectedly showed magnetism in the outer spinel cobalt oxide layers, allowing for easy separation.

The researchers' approach resulted in a high battery metal recovery yield of 98% with the value of battery structure maintained.

"Notably, the metal impurities were significantly reduced after separation while preserving the structure and functionality of the materials," Tour said. "The bulk structure of battery materials remains stable and is ready to be reconstituted into new cathodes."

Rice graduate students Weiyin Chen and Jinhang Chen as well as postdoctoral researcher and Rice Academy Junior Fellow Yi Cheng are the co-lead authors of the study.

The co-authors include research administrator of materials science and nanoengineering Ksenia Bets; former postdoctoral researcher and now academic visitor in the Tour lab Rodrigo Salvatierra; postdoctoral researcher Bing Deng; applied physics graduate students Chang Ge, Duy Luong and Emily McHugh; Rice alumni John Li and Zicheng Wang; chemistry research scientist Carter Kittrell; research scientist of materials science and nanoengineering Guanhui Gao; assistant professor of materials science and nanoengineering Yimo Han; and the Karl F. Hasselmann Professor of Engineering and professor of materials science and nanoengineering Boris Yakobson.

The study was supported by the Air Force Office of Scientific Research, U.S. Army Corps of Engineers ERDC and Rice Academy Fellowship.
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It's got praying mantis eyes | ScienceDaily
Self-driving cars occasionally crash because their visual systems can't always process static or slow-moving objects in 3D space. In that regard, they're like the monocular vision of many insects, whose compound eyes provide great motion-tracking and a wide field of view but poor depth perception.


						
Except for the praying mantis.

A praying mantis' field of view also overlaps between its left and right eyes, creating binocular vision with depth perception in 3D space.

Combining this insight with some nifty optoelectrical engineering and innovative "edge" computing -- processing data in or near the sensors that capture it -- researchers at the University of Virginia School of Engineering and Applied Science have developed artificial compound eyes that overcome vexing limitations in the way machines currently collect and process real-world visual data. These limitations include accuracy issues, data processing lag times and the need for substantial computational power.

"After studying how praying mantis eyes work, we realized a biomimetic system that replicates their biological capabilities required developing new technologies," said Byungjoon Bae, a Ph.D. candidate in the Charles L. Brown Department of Electrical and Computer Engineering.

About Those Biomimetic Peepers

The team's meticulously designed "eyes" mimic nature by integrating microlenses and multiple photodiodes, which produce an electrical current when exposed to light. The team used flexible semiconductor materials to emulate the convex shapes and faceted positions within mantis eyes.




"Making the sensor in hemispherical geometry while maintaining its functionality is a state-of-the-art achievement, providing a wide field of view and superior depth perception," Bae said.

"The system delivers precise spatial awareness in real time, which is essential for applications that interact with dynamic surroundings."

Such uses include low-power vehicles and drones, self-driving vehicles, robotic assembly, surveillance and security systems, and smart home devices.

Bae, whose adviser is Kyusang Lee, an associate professor in the department with a secondary appointment in materials science and engineering, is first author of the team's recent paper in Science Robotics.

Among the team's important findings on the lab's prototype system was a potential reduction in power consumption by more than 400 times compared to traditional visual systems.

Benefits of Computing on the Edge

Rather than using cloud computing, Lee's system can process visual information in real time, nearly eliminating the time and resource costs of data transfer and external computation, while minimizing energy usage.




"The technological breakthrough of this work lies in the integration of flexible semiconductor materials, conformal devices that preserve the exact angles within the device, an in-sensor memory component, and unique post-processing algorithms," Bae said.

The key is that the sensor array continuously monitors changes in the scene, identifying which pixels have changed and encoding this information into smaller data sets for processing.

The approach mirrors how insects perceive the world through visual cues, differentiating pixels between scenes to understand motion and spatial data. For example, like other insects -- and humans, too -- the praying mantis can process visual data rapidly by using the phenomenon of motion parallax, in which nearer objects appear to move faster than distant objects. Only one eye is needed to achieve the effect, but motion parallax alone isn't sufficient for accurate depth perception.

Praying mantis eyes are special because, like us, they use stereopsis -- seeing with both eyes to perceive depth -- in addition to their hemispherical compound eye geometries and motion parallax to understand their surroundings.

"The seamless fusion of these advanced materials and algorithms enables real-time, efficient and accurate 3D spatiotemporal perception," said Lee, a prolific early-career researcher in thin-film semiconductors and smart sensors.

"Our team's work represents a significant scientific insight that could inspire other engineers and scientists by demonstrating a clever, biomimetic solution to complex visual processing challenges," he said.

This work was supported by National Science Foundation and U.S. Air Force Office of Scientific Research.
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Foam fluidics showcase lab's creative approach to circuit design | ScienceDaily
When picturing next-generation wearables and robotics, the foam filling in your couch cushions is likely not the first thing that comes to mind.


						
However, Rice University engineers have shown that something as simple as the flow of air through the airy, meshlike structure of open-cell foam can be used to perform digital computation, analog sensing and combined digital-analog control in soft textile-based wearable systems.

"In this work, we integrated material intelligence -- the ability of materials to sense and respond to their environment -- with circuit-driven logic using a surprisingly simple approach based on the flow of fluid through soft foams," said Daniel Preston, assistant professor of mechanical engineering and corresponding author on a study about the research published in Advanced Functional Materials.

Pneumatic logic circuits in soft-bodied robots and wearables have been traditionally designed in ways that mirror electronic circuits, i.e. by linking together individual components such as resistors, capacitors, diodes and gates via connecting elements. Such conventional architectures rely on interconnected logic gates -- basic building blocks in digital systems that turn one or more than one input into a single output.

In previous work, the Preston Innovation Laboratory developed a method for electronics-free control of textile wearables using pneumatic logic circuits. However, this initial approach did not rely on the properties intrinsic to soft materials in order to maximize circuit design efficiency.

"The more complex a task or operation, the greater the number of logic gates typically required," Preston explained.

In applications, this could translate into devices that are heavier, more expensive and difficult to make and more susceptible to failure. To bypass the issue, the researchers figured out how to use pressure differences created by air flowing through the microscopic pores in foam sheets in order to perform complex pneumatic computations and control tasks with a greater economy of circuit design.




"Here, we show that the properties of soft materials themselves -- such as the sponginess or porosity of foam sheets -- can be leveraged to achieve fluidic control tasks such as sensing the amount of force applied by a user or converting digital pressure signals to analog signals, thereby reducing the reliance on fluidic logic gates and simplifying operation," said Anoop Rajappan, lead author on the study and a research scientist at Rice during the course of the project.

Unlike liquids, the density of air changes with pressure, which makes the modeling of airflow through foam sheets more complex. Nonetheless, the researchers tackled the challenge head-on.

"We developed a theoretical framework for analyzing gas flow through porous materials, created new experimental techniques to measure the fluidic properties of foam and finally generated a model for the change in fluidic resistance of foam with applied force," Rajappan said.

The researchers designed foam-based fluidic resistors -- devices that restrict airflow in pneumatic circuits, much like how electronic resistors limit current flow in electronic circuits. The resistors can be used to create two-dimensional pneumatic logic circuits that can be embedded in textile-based wearable devices.

"By redesigning circuit components such as resistors to leverage the fluidic properties of soft materials such as foam, we can build reliable and streamlined soft robots and wearable devices powered by pneumatics that are less dependent on heavy, bulky or rigid components such as motors and batteries," Rajappan said. "Wearable robotic devices could, for instance, provide assistance to users with mobility limitations, and building wearables out of textiles and powering them using compressed air can make them comfortable, lightweight, low-cost and unobtrusive for the user."

In addition to Preston and Rajappan, other authors on the study include Zhen Liu, Faye Yap and Rawand Rasheed. Rajappan, Liu and Yap have accepted offers to tenure-track assistant professor positions at Tulane University, the University of Texas at Dallas and the University of Hawaii, respectively. Rasheed is CEO of Helix Earth Technologies, a startup spun out of Preston's lab.

"Our work at Rice is making real contributions across multiple fields, and I am glad so many of our students continue to do so, in academia, industry and even their own companies, after training in our program," Preston said.

The research was supported by the Rice Academy of Fellows, the U.S. Department of Energy (DE-SC0014664), the Shared Equipment Authority at Rice and the National Science Foundation (CMMI-2144809).
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Dark matter flies ahead of normal matter in mega galaxy cluster collision | ScienceDaily
Astronomers have untangled a messy collision between two massive clusters of galaxies in which the clusters' vast clouds of dark matter have decoupled from the so-called normal matter. The two clusters each contain thousands of galaxies and are located billions of light-years away from Earth. As they plowed through each other, the dark matter -- an invisible substance that feels the force of gravity but emits no light -- sped ahead of the normal matter. The new observations are the first to directly probe the decoupling of the dark and normal matter velocities.


						
Galaxy clusters are among the largest structures in the universe, glued together by the force of gravity. Only 15 percent of the mass in such clusters is normal matter, the same matter that makes up planets, people, and everything you see around you. Of this normal matter, the vast majority is hot gas, while the rest is stars and planets. The remaining 85 percent of the cluster mass is dark matter.

During the tussle that took place between the clusters, known collectivity as MACS J0018.5+1626, the individual galaxies themselves largely went unscathed because so much space exists between them. But when the enormous stores of gas between the galaxies (the normal matter) collided, the gas became turbulent and superheated. While all matter, including both normal matter and dark matter, interacts via gravity, the normal matter also interacts via electromagnetism, which slows it down during a collision. So, while the normal matter became bogged down, the pools of dark matter within each cluster sailed on through.

Think of a massive collision between multiple dump trucks carrying sand, suggests Emily Silich, lead author of a new study describing the findings in The Astrophysical Journal. "The dark matter is like the sand and flies ahead." Silich is a graduate student working with Jack Sayers, research professor of physics at Caltech and principal investigator of the study.

The discovery was made using data from the Caltech Submillimeter Observatory (which was recently removed from its site on Maunakea in Hawai'i and will be relocated to Chile), the W.M. Keck Observatory on Maunakea, NASA's Chandra X-ray Observatory, NASA's Hubble Space Telescope, the European Space Agency's now-retired Herschel Space Observatory and Planck observatory (whose affiliated NASA science centers were based at Caltech's IPAC), and the Atacama Submillimeter Telescope Experiment in Chile. Some of the observations were made decades ago, while the full analysis using all the datasets took place over the past couple of years.

Such decoupling of dark and normal matter has been seen before, most famously in the Bullet Cluster. In that collision, the hot gas can be seen clearly lagging behind the dark matter after the two galaxy clusters shot through each other. The situation that took place in MACS J0018.5+1626 (referred to subsequently as MACS J0018.5) is similar, but the orientation of the merger is rotated, roughly 90 degrees relative to that of the Bullet Cluster. In other words, one of the massive clusters in MACS J0018.5 is flying nearly straight toward Earth while the other one is rushing away. That orientation gave researchers a unique vantagepoint from which to, for the first time, map out the velocity of both the dark matter and normal matter and elucidate how they decouple from each other during a galaxy cluster collision.

"With the Bullet Cluster, it's like we are sitting in a grandstand watching a car race and are able to capture beautiful snapshots of the cars moving from left to right on the straightaway," says Sayers. "In our case, it's more like we are on the straightaway with a radar gun, standing in front of a car as it comes at us and are able to obtain its speed."

To measure the speed of the normal matter, or gas, in the cluster, researchers used an observational method known as the kinetic Sunyaev-Zel'dovich (SZ) effect. Sayers and his colleagues made the first observational detection of the kinetic SZ effect on an individual cosmic object, a galaxy cluster named MACS J0717, back in 2013, using data from CSO (the first SZ effect observations taken of MACS J0018.5 date back to 2006).




The kinetic SZ effect occurs when photons from the early universe, the cosmic microwave background (CMB), scatter off electrons in hot gas on their way toward us on Earth. The photons undergo a shift, called a Doppler shift, due to the motions of the electrons in the gas clouds along our line of sight. By measuring the change in brightness of the CMB due to this shift, researchers can determine the speed of gas clouds within galaxy clusters.

"The Sunyaev-Zeldovich effects were still a very new observational tool when Jack and I first turned a new camera at the CSO on galaxy clusters in 2006, and we had no idea there would be discoveries like this," says Sunil Golwala, professor of physics and Silich's faculty PhD advisor. "We look forward to a slew of new surprises when we put next-generation instruments on the telescope at its new home in Chile."

By 2019, the researchers had made these kinetic SZ measurements in several galaxy clusters, which told them the speed of the gas, or normal matter. They had also used Keck to learn the speed of the galaxies in the cluster, which told them by proxy the speed of the dark matter (because the dark matter and galaxies behave similarly during the collision). But at this stage in the research, the team had a limited understanding of the orientations of the clusters. They only knew that one of them, MACS J0018.5, showed signs of something strange going on -- the hot gas, or normal matter, was traveling in the opposite direction to the dark matter.

"We had this complete oddball with velocities in opposite directions, and at first we thought it could be a problem with our data. Even our colleagues who simulate galaxy clusters didn't know what was going on," Sayers says. "And then Emily got involved and untangled everything."

For part of her PhD thesis, Silich tackled the conundrum of MACS J0018.5. She turned to data from the Chandra X-ray Observatory to reveal the temperature and location of the gas in the clusters as well as the degree to which the gas was being shocked. "These cluster collisions are the most energetic phenomena since the Big Bang," Silich says. "Chandra measures the extreme temperatures of the gas and tells us about the age of the merger and how recently the clusters collided." The team also worked with Adi Zitrin of the Ben-Gurion University of the Negev in Israel to use Hubble data to map the dark matter using a method known as gravitational lensing.

Additionally, John ZuHone of the Center for Astrophysics at Harvard & Smithsonian helped the team simulate the cluster smashup. These simulations were used in combination with data from the various telescopes to ultimately determine the geometry and evolutionary stage of the cluster encounter. The scientists found that, prior to colliding, the clusters were moving toward each other at approximately 3000 kilometers/second, equal to roughly one percent of the speed of light. With a more complete picture of what was going on, the researchers were able to figure out why the dark matter and normal matter appeared to be traveling in opposite directions. Though the scientists say it's hard to visualize, the orientation of the collision, coupled with the fact that dark matter and normal matter had separated from each other, explains the oddball velocity measurements.




In the future, the researchers hope that more studies like this one will lead to new clues about the mysterious nature of dark matter. "This study is a starting point to more detailed studies into the nature of dark matter," Silich says. "We have a new type of direct probe that shows how dark matter behaves differently from normal matter."

Sayers, who recalls first collecting the CSO data on this object almost 20 years ago, says, "It took us a long time to put all the puzzle pieces together, but now we finally know what's going on. We hope this leads to a whole new way to study dark matter in clusters."

The study titled "ICM-SHOX. Paper I: Methodology overview and discovery of a gas-dark matter velocity decoupling in the MACS J0018.5+1626 merger," was funded by the National Science Foundation, the Wallace L. W. Sargent Graduate Fellowship at Caltech, the Chandra X-ray Center, the United States-Israel Binational Science Foundation, the Ministry of Science & Technology in Israel, the AtLAST (Atacama Large Aperture Submillimeter Telescope) project, and the Consejo Nacional de Humanidades Ciencias y Technologias.
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Nanoscale device simultaneously steers and shifts frequency of optical light, pointing the way to future wireless communication channels | ScienceDaily
It is a scene many of us are familiar with: You're working on your laptop at the local coffee shop with maybe a half dozen other laptop users -- each of you is trying to load websites or stream high-definition videos, and all are craving more bandwidth. Now imagine that each of you had a dedicated wireless channel for communication that was hundreds of times faster than the Wi-Fi we use today, with hundreds of times more bandwidth. That dream may not be far off thanks to the development of metasurfaces -- tiny engineered sheets that can reflect and otherwise direct light in desired ways.


						
In a paper published today in the journal Nature Nanotechnology, a team of Caltech engineers reports building such a metasurface patterned with miniscule tunable antennas capable of reflecting an incoming beam of optical light to create many sidebands, or channels, of different optical frequencies.

"With these metasurfaces, we've been able to show that one beam of light comes in, and multiple beams of light go out, each with different optical frequencies and going in different directions," says Harry Atwater, the Otis Booth Leadership Chair of the Division of Engineering and Applied Science, the Howard Hughes Professor of Applied Physics and Materials Science, and senior author on the new paper. "It's acting like an entire array of communication channels. And we've found a way to do this for free-space signals rather than signals carried on an optical fiber."

The work points to a promising route for the development of not only a new type of wireless communication channel but also potentially new range-finding technologies and even a novel way to relay larger amounts of data to and from space.

Going beyond conventional optical elements

Co-lead author on the new paper Prachi Thureja, a graduate student in Atwater's group, says to understand their work, first consider the word "metasurface." The root, "meta," comes from a Greek prefix meaning "beyond." Metasurfaces are designed to go beyond what we can do with conventional bulky optical elements, such as camera or microscope lenses. The multilayer transistor-like devices are engineered with a carefully selected pattern of nanoscale antennas that can reflect, scatter, or otherwise control light. These flat devices can focus light, in the style of a lens, or reflect it, like a mirror, by strategically designing an array of nanoscale elements that modify the way that light responds.

Much previous work with metasurfaces has focused on creating passive devices that have a single light-directing functionality that is fixed in time. In contrast, Atwater's group focuses on what are known as active metasurfaces. "Now we can apply an external stimulus, such as an array of different voltages, to these devices and tune between different passive functionalities," says Jared Sisler, also a graduate student in Atwater's lab and co-lead author on the paper.




In the latest work, the team describes what they call a space-time metasurface that can reflect light in specific directions and also at particular frequencies (a function of time, since frequency is defined as the number of waves that pass a point per second). This metasurface device, the core of which is just 120 microns wide and 120 microns long, operates in reflection mode at optical frequencies typically used for telecommunications, specifically at 1,530 nanometers. This is thousands of times higher than radio frequencies, which means there is much more available bandwidth.

At radio frequencies, electronics can easily steer a beam of light in different directions. This is routinely accomplished by the radar navigation devices used on airplanes. But there are currently no electronic devices that can do this at the much higher optical frequencies. Therefore, the researchers had to try something different, which was to change the properties of the antennas themselves.

Sisler and Thureja created their metasurface to consist of gold antennas, with an underlying electrically tunable semiconductor layer of indium tin oxide. By applying a known voltage profile across the device, they can locally modulate the density of electrons in the semiconductor layer below each antenna, changing its refractive index (the material's light-bending ability). "By having the spatial configuration of different voltages across the device, we can then redirect the reflected light at specified angles in real time without the need to swap out any bulky components," Thureja says.

"We have an incident laser hitting our metasurface at a certain frequency, and we modulate the antennas in time with a high-frequency voltage signal. This generates multiple new frequencies, or sidebands, that are carried by the incident laser light and can be used as high-data-rate channels for sending information. On top of this, we still have spatial control, meaning we can choose where each channel goes in space," explains Sisler. "We are generating frequencies and steering them in space. That's the space-time component of this metasurface."

Looking toward the future

Beyond demonstrating that such a metasurface is capable of splitting and redirecting light at optical frequencies in free space (rather than in optical fibers), the team says the work points to several possible applications. These metasurfaces could be useful in LiDAR applications, the light equivalent of radar, where light is used to capture the depth information from a three-dimensional scene. The ultimate dream is to develop a "universal metasurface" that would create multiple optical channels, each carrying information in different directions in free space.

"If optical metasurfaces become a realizable technology that proliferates, a decade from now you'll be able to sit in a Starbucks with a bunch of other people on their laptops and instead of each person getting a radio frequency Wi-Fi signal, they will get their own high-fidelity light beam signal," says Atwater, who is also the director of the Liquid Sunlight Alliance at Caltech. "One metasurface will be able to beam a different frequency to each person."

The group is collaborating with the Optical Communications Laboratory at JPL, which is working on using optical frequencies rather than radio frequency waves for communicating with space missions because this would enable the ability to send much more data at higher frequencies. "These devices would be perfect for what they're doing," says Sisler.

The new paper, "Electrically tunable space-time metasurfaces at optical frequencies," appears in the July 24 issue of the journal Nature Nanotechnology. Additional authors on the paper include Meir Y. Grajower, a former postdoctoral scholar research associate in Atwater's group; Ruzan Sokhoyan, a nanophotonics research scientist at Caltech; and Ivy Huang, a former Summer Undergraduate Research Fellowship student in Atwater's group. The work was supported by the Air Force Office of Scientific Research Meta-Imaging, DARPA EXTREME MURI, the Natural Sciences and Engineering Research Council of Canada, and Meta Platforms, Inc.
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Traffic-related ultrafine particles hinder mitochondrial functions in olfactory mucosa | ScienceDaily
Ultrafine particles, UFPs, the smallest contributors to air pollution, hinder the function of mitochondria in human olfactory mucosa cells, a new study shows. Led by the University of Eastern Finland, the study showed that traffic-related UFPs impair mitochondrial functions in primary human olfactory mucosa cells by hampering oxidative phosphorylation and redox balance. Furthermore, the responses of olfactory mucosa cells of individuals with Alzheimer's disease differed from those of cognitively healthy controls. The findings were published in Redox Biology.


						
Air pollution forms a major global burden to health, and it has been identified as a risk factor for dementia, including Alzheimer's disease, AD. Despite the growing body of evidence, the role of UFPs in the cellular and molecular changes in the human brain leading to Alzheimer's disease remains obscure.

The olfactory mucosa is a sensory tissue responsible for odour detection, and it is directly exposed to the environment and in contact with the brain. Interestingly, one of the earliest clinical symptoms of Alzheimer's disease is an impaired sense of smell. The Kanninen Lab at the University of Eastern Finland uses a physiologically relevant human-based in-vitro model of the olfactory mucosa, which is generated from cells obtained from voluntary donors and collected in collaboration with Kuopio University Hospital. Earlier studies by the Kanninen Lab have shown that this model recapitulates AD-related alterations, which makes it suitable for investigating air pollution and its connection to AD.

"Dysfunction of mitochondria plays a key role in the development and progression of neurodegenerative diseases such as AD, and mitochondria are known to be especially vulnerable to environmental toxicants. Still, the connection between UFPs and mitochondrial functions in the context of AD has not been previously investigated in the human olfactory mucosa," says first author, Doctoral Researcher Laura Mussalo of the Kanninen Lab at the University of Eastern Finland.

The study explored molecular mechanisms of how UFPs affect the mitochondrial function of olfactory mucosa cells from cognitively healthy individuals and individuals diagnosed with Alzheimer's disease. The researchers compared responses in mitochondria of these two health status groups by examining gene expression, and with functional assessment. The researchers were also interested in determining whether fossil and renewable diesel fuels cause different effects, and how modern aftertreatment devices in the engine, such as particulate filters, affect the responses observed at the mitochondrial level.

The study provides evidence of traffic-related UFPs being able to reach even the inner mitochondrial membrane, impair oxidative phosphorylation, and cause mitochondrial dysfunction. Both gene expression level alterations and functional studies confirmed disruptions in mitochondrial respiration, decreased ATP levels, and alterations in redox balance leading to increased oxidative stress. These alterations were strongest in response to exhausts derived from an engine without aftertreatment devices. However, the exhaust from an engine with after-treatment devices showed only negligible changes. Responses observed in cells from individulas with AD were slightly deviating from those of the controls, suggesting AD-related alterations in olfactory mucosa cells upon exposure to UFPs.

There is an urgent need to understand the interplay of air pollutants and human health in order to steer the political decision-making for efficient reduction of air pollutants, which could, in the long run, reduce the economic burden caused by adverse health effects. This study provides important information on the increased sensitivity of individuals with AD to the effects of air pollution exposure. It also provides new insight to form the basis for mitigation and preventive actions against the health impairments caused by UFP exposure.

The study constitutes part of TUBE project, which was funded by the Horizon 2020 programme of the European Union. The study has also received funding from the Kuopio Area Respiratory Foundation, the Finnish Brain Foundation, Yrjo Jahnsson Foundation, Paivikki and Sakari Sohlberg Foundation, and The Finnish Cultural Foundation's North Savo Regional Fund.
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How Rembrandt combined special pigments for golden details of The Night Watch | ScienceDaily
Chemists at the Rijksmuseum and the University of Amsterdam (UvA) have for the first time established how Rembrandt applied special arsenic sulfide pigments to create a 'golden' paint. Using sophisticated spectroscopic techniques they were able to map the presence of pararealgar (yellow) and semi-amorphous pararealgar (orange/red) pigments in a striking detail of his famous work The Night Watch. Corroborated by study of related historical sources, they conclude that Rembrandt intentionally combined these particular arsenic sulfide pigments with other pigments to create the golden luster.


						
The discovery was published recently in research paper in the scientific journal Heritage Science, by Frederique Broers and Nouchka de Keyser, PhD candidates at the UvA's Van 't Hoff Institute for Molecular Sciences and researchers at the Rijksmuseum. They conclude that Rembrandt used the rather unusual combination of pigments to depict the golden threading in the doublet sleeves and embroidered buff coat worn by Lieutenant Willem van Ruytenburch. He is the right of the two central figures at the front of the shooting company tableau, accompanying Captain Frans Banninck Cocq.

Unusual pigments

The discovery of the arsenic sulfide pigments took place in the large-scale research project Operation Night Watch which started in 2019 and continues to deliver striking results. A full X-ray fluorescence (MA-XRF) scan of the painting had already revealed the presence of arsenic and sulfur in parts of Van Ruytenburch's clothing. It led the researchers to assume the presence of the well-known arsenic sulfide pigments orpiment (yellow) and realgar (red). A detailed study of two tiny paint samples taken from the painting showed otherwise. High-tech analysis combining light microscopy with micro-Raman spectroscopy, electron microscopy and X-ray powder diffraction revealed the presence of the more unusual arsenic sulfide components pararealgar (yellow) and semi-amorphous pararealgar (orange-red).

Cross section of paint sample SK-C-5_017 as seen through a light microscope. It shows various crystals of yellow, orange and red pigments of which the precise composition was established using a combination of electron microscopy, Raman spectroscopy, and X-ray powder diffraction. Image courtesy of the Rijksmuseum.

Deliberate use

The presence of pararealgar in historical paintings is often explained by the ageing of realgar. However, because pararealgar is homogeneously distributed with the semi-amorphous pararealgar, and the paint looks unaltered, the researchers arrive at a different explanation. They argue that Rembrandt deliberately chose to use these pigments in his effort to imitate the golden details of Van Ruytenburch's clothing. Heating yellow pararealgar pigment results in formation of the reddish semi-amorphous pararealgar. This was then combined with lead-tin yellow and vermilion (red mercury sulfide) pigments to create the golden luster.

This chemical explanation was supported by a comprehensive review of historical sources reporting on the use of arsenic sulfide pigments. It seems that in seventeenth-century Amsterdam a broader range of arsenic pigments were available than previously thought. These probably arrived through known trade routes from Germany/Austria and Venice to Amsterdam. This is further supported by the reported use of a very similar mixture of pigments by Willem Kalf (1619-1693), a contemporary of Rembrandt in Amsterdam. The researchers therefore conclude that Rembrandt intentionally used pararealgar and semi-amorphous pararealgar, together with lead-tin yellow and vermilion, to create the special orange-'golden' paint.
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A single-molecule-based organic porous material with great potential for efficient ammonia storage | ScienceDaily
All around the world, scientists are striving towards next-generation energy technologies that can help us move away from fossil fuels. Using hydrogen as an energy carrier and clean energy source is perhaps one of the most promising solutions on the horizon. However, there is a major challenge to overcome before hydrogen economies become a reality: hydrogen gas is remarkably difficult to store and transport safely, which severely limits its applicability across many fields.


						
Against this backdrop, a research team from Tokyo Institute of Technology, Japan, and Tokyo University of Science, Japan has been working hard to reach an alternative solution to the hydrogen storage problem. Led by Associate Professor Kosuke Ono, they recently developed a novel compound -- simply called 1a -- that can adsorb at high density and desorb ammonia (NH3) repeatedly, making it easy to recover ammonia. This gas is much more convenient to move around and can provide chemical energy just like hydrogen. Their findings have been published in the Journal of the American Chemical Society.

Compared to hydrogen, NH3 does not require cold storage or extremely high pressure, which already saves a lot of energy. Moreover, existing industrial NH3 infrastructure could be readily repurposed for emerging NH3 applications as an energy carrier. These are but a few of the advantages of NH3, as Ono explains: "NH3 is not only a source of hydrogen but also considered a carbon-free energy carrier that produces N2 and H2O upon combustion without producing CO2. Thus, the capture and recovery of NH3 are highly desirable, both from an environmental perspective and with respect to efficient resource use."

However, materials for NH3 storage should be chemically stable while also supporting energy-efficient ways of adsorbing and releasing captured gas. To realize such a material, the researchers created a crystalline solid out of 1a molecules, which are cyclic oligophenylenes with CO2H functional groups in the inner portion of their ring-like structure. When forming this porous crystalline solid, referred to as 1a (N), the 1a molecules organize themselves into bundles of parallel nanochannels. Thanks to the CO2H groups, the channels are acidic, which in turn helps adsorb NH3. Worth noting, the packing density for NH3 in 1a (N) is 0.533 g/cm3 at room temperature -- almost as high as the density of pure liquid NH3!

Interestingly, simply lowering the pressure around 1a (N) is enough to make it release almost all the stored NH3, which addresses a main limitation of previously reported materials. "Crystalline 1a (N) is a stable NH3-adsorption material with the ability for repeated usage. The issue of residual NH3 during desorption, which has often plagued conventional NH3-adsorption materials, can be resolved when using 1a (N) via a simple decompression operation," remarks Ono. On top of these qualities, 1a (N) is also easy to prepare, which extends its applicability and cost-effectiveness.

Overall, this innovation could serve as a much-needed stepping stone towards efficient and scalable NH3 storage, thereby paving the way to sustainable hydrogen economies. Moreover, by substituting the CO2H functional groups with different compounds, it may be possible to adsorb other types of highly reactive gases that typically pose practical challenges, such as HCl or Cl2.
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Images of nearest 'super-Jupiter' open a new window to exoplanet research | ScienceDaily
Using the James Webb Space Telescope (JWST), an MPIA-led team of astronomers imaged a new exoplanet that orbits a star in the nearby triple system Epsilon Indi. The planet is a cold super-Jupiter exhibiting a temperature of around 0 degrees Celsius and a wide orbit comparable to that of Neptune around the Sun. This measurement was only possible thanks to JWST's unprecedented imaging capabilities in the thermal infrared. It exemplifies the potential of finding many more such planets similar to Jupiter in mass, temperature, and orbit. Studying them will improve our knowledge of how gas giants form and evolve in time.


						
"We were excited when we realised we had imaged this new planet," said Elisabeth Matthews, a researcher at the Max Planck Institute for Astronomy in Heidelberg, Germany. She is the main author of the underlying research article published in the journal Nature. "To our surprise, the bright spot that appeared in our MIRI images did not match the position we were expecting for the planet," Matthews points out. "Previous studies had correctly identified a planet in this system but underestimated this super-Jupiter gas giant's mass and orbital separation." With the help of JWST, the team was able to set the record straight.

This detection is quite unusual in several aspects. It shows the first exoplanet imaged with JWST that had not already been imaged from the ground and is much colder than the gas planets JWST has studied so far. An 'image' means that the planet appears as a bright dot on the images and thus represents direct evidence. The transit and radial velocity methods are indirect evidence, as the planet only reveals itself through its mediated effect.

JWST observations update previous measurements

The planet revolves around the main component of the nearby triple star system Epsilon Indi, or Eps Ind for short. Astronomical labelling conventions assign the label Eps Ind A to that primary star, a red dwarf star a little smaller and cooler than the sun. To construct the planet's name, a "b" is appended, resulting in the designation Eps Ind Ab.

The new JWST data are consistent with a super-Jupiter having a mass six times that of Jupiter in the Solar System. Eps Ind Ab orbits its host star on an eccentric, elliptical orbit whose farthest separation from Eps Ind A should range between 20 and 40 astronomical units. One astronomical unit is the mean distance between Earth and the Sun, approximately 150 million kilometres. The new values differ considerably from earlier studies, which is why the team chose to call this a "new" planet.

Cool planets, hot science

Only a few cold gas-giant planets orbiting solar-age stars are known to date, and these have all been inferred indirectly from radial velocity measurements. By imaging and taking spectra of the planets, astronomers can study their atmospheres and trace the evolution of planetary systems compared to computational models. Studying planets in fully settled planetary systems helps tie up loose ends concerning the late stages of planetary evolution and refine our general understanding of planet formation and evolution.




The recent observations lead the way to finding many more of these cold gas-giant planets. These will allow astronomers to study a new class of exoplanets and compare them to the solar system gas giants.

How to detect cold gas planets

However, these planets are hard to find using the classical detection methods. Planets far from their host stars are typically very cold, unlike the hot Jupiters that circle their stars at separations of only a few stellar radii. Wide orbits are highly unlikely to be aligned along the line of sight to produce a transit signal. In addition, measuring their signals with the radial-velocity method is challenging when only a small section of the orbit can be monitored.

Earlier studies attempted to investigate a giant planet orbiting Eps Ind A using radial velocity measurements. However, extrapolating a small part of the orbit led to incorrect conclusions about the planet's properties. After all, Eps Ind Ab needs around 200 years to orbit its star. Observations over a few years are insufficient to determine the orbit with high precision.

Therefore, the team around Matthews devised a different approach. They wanted to take a picture of the known planet using a method commonly known as direct imaging. Since exoplanet host stars are so bright, they outshine any other nearby object. Regular cameras would be overwhelmed by the blinding starlight.

For this reason, the team employed JWST's MIRI (Mid-Infrared Instrument) camera equipped with a coronagraph. This light-blocking mask covers the star like an artificial eclipse. Another advantage is Eps Ind's proximity to Earth, which is only 12 light-years. The smaller the distance to the star, the larger the separation between two objects appears in an image, providing a better chance of mitigating the host star's interference. MIRI was the perfect choice because it observes in the thermal or mid-infrared, where cold objects shine brightly.




What do we know about Eps Ind Ab?

"We discovered a signal in our data that did not match the expected exoplanet," says Matthews. The point of light in the image was not in the predicted location. "But the planet still appeared to be a giant planet," adds Matthews. However, before being able to make such an assessment, the astronomers had to exclude the signal was coming from a background source unrelated to Eps Ind A.

"It is always hard to be certain, but from the data, it seemed quite unlikely the signal was coming from an extragalactic background source," explains Leindert Boogaard, another MPIA scientist and a co-author of the research article. Indeed, while browsing astronomical databases for other observations of Eps Ind, the team came across imaging data from 2019 obtained with the VISIR infrared camera attached to the European Southern Observatory's (ESO) Very Large Telescope (VLT). After re-analysing the images, the team found a faint object precisely at the position where it should be if the source imaged with JWST belonged to the star Eps Ind A.

The scientists also attempted to understand the exoplanet atmosphere based on the available images of the planet in three colours: two from JWST/MIRI and one from VLT/VISIR. Eps Ind Ab is fainter than expected at short wavelengths. This could indicate substantial amounts of heavy elements, particularly carbon, which builds molecules such as methane, carbon dioxide, and carbon monoxide, commonly found in gas-giant planets. Alternatively, it might indicate that the planet has a cloudy atmosphere. However, more work is needed to reach a final conclusion.

Plans and prospects

This work is only a first step towards characterising Eps Ind Ab. "Our next goal is to obtain spectra which provide us a detailed fingerprint of the planet's climatology and chemical composition," says Thomas Henning, Emeritus Director at MPIA, co-PI of the MIRI instrument, and a co-author of the underlying article.

"In the long run, we hope to also observe other nearby planetary systems to hunt for cold gas giants that may have escaped detection," says Matthews. "Such a survey would serve as the basis for a better understanding of how gas planets form and evolve."
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Large language models don't behave like people, even though we may expect them to | ScienceDaily
One thing that makes large language models (LLMs) so powerful is the diversity of tasks to which they can be applied. The same machine-learning model that can help a graduate student draft an email could also aid a clinician in diagnosing cancer.


						
However, the wide applicability of these models also makes them challenging to evaluate in a systematic way. It would be impossible to create a benchmark dataset to test a model on every type of question it can be asked.

In a new paper, MIT researchers took a different approach. They argue that, because humans decide when to deploy large language models, evaluating a model requires an understanding of how people form beliefs about its capabilities.

For example, the graduate student must decide whether the model could be helpful in drafting a particular email, and the clinician must determine which cases would be best to consult the model on.

Building off this idea, the researchers created a framework to evaluate an LLM based on its alignment with a human's beliefs about how it will perform on a certain task.

They introduce a human generalization function -- a model of how people update their beliefs about an LLM's capabilities after interacting with it. Then, they evaluate how aligned LLMs are with this human generalization function.

Their results indicate that when models are misaligned with the human generalization function, a user could be overconfident or underconfident about where to deploy it, which might cause the model to fail unexpectedly. Furthermore, due to this misalignment, more capable models tend to perform worse than smaller models in high-stakes situations.




"These tools are exciting because they are general-purpose, but because they are general-purpose, they will be collaborating with people, so we have to take the human in the loop into account," says study co-author Ashesh Rambachan, assistant professor of economics and a principal investigator in the Laboratory for Information and Decision Systems (LIDS).

Rambachan is joined on the paper by lead author Keyon Vafa, a postdoc at Harvard University; and Sendhil Mullainathan, an MIT professor in the departments of Electrical Engineering and Computer Science and of Economics, and a member of LIDS. The research will be presented at the International Conference on Machine Learning.

Human generalization

As we interact with other people, we form beliefs about what we think they do and do not know. For instance, if your friend is finicky about correcting people's grammar, you might generalize and think they would also excel at sentence construction, even though you've never asked them questions about sentence construction.

"Language models often seem so human. We wanted to illustrate that this force of human generalization is also present in how people form beliefs about language models," Rambachan says.

As a starting point, the researchers formally defined the human generalization function, which involves asking questions, observing how a person or LLM responds, and then making inferences about how that person or model would respond to related questions.




If someone sees that an LLM can correctly answer questions about matrix inversion, they might also assume it can ace questions about simple arithmetic. A model that is misaligned with this function -- one that doesn't perform well on questions a human expects it to answer correctly -- could fail when deployed.

With that formal definition in hand, the researchers designed a survey to measure how people generalize when they interact with LLMs and other people.

They showed survey participants questions that a person or LLM got right or wrong and then asked if they thought that person or LLM would answer a related question correctly. Through the survey, they generated a dataset of nearly 19,000 examples of how humans generalize about LLM performance across 79 diverse tasks.

Measuring misalignment

They found that participants did quite well when asked whether a human who got one question right would answer a related question right, but they were much worse at generalizing about the performance of LLMs.

"Human generalization gets applied to language models, but that breaks down because these language models don't actually show patterns of expertise like people would," Rambachan says.

People were also more likely to update their beliefs about an LLM when it answered questions incorrectly than when it got questions right. They also tended to believe that LLM performance on simple questions would have little bearing on its performance on more complex questions.

In situations where people put more weight on incorrect responses, simpler models outperformed very large models like GPT-4.

"Language models that get better can almost trick people into thinking they will perform well on related questions when, in actuality, they don't," he says.

One possible explanation for why humans are worse at generalizing for LLMs could come from their novelty -- people have far less experience interacting with LLMs than with other people.

"Moving forward, it is possible that we may get better just by virtue of interacting with language models more," he says.

To this end, the researchers want to conduct additional studies of how people's beliefs about LLMs evolve over time as they interact with a model. They also want to explore how human generalization could be incorporated into the development of LLMs.

"When we are training these algorithms in the first place, or trying to update them with human feedback, we need to account for the human generalization function in how we think about measuring performance," he says.

In the meanwhile, the researchers hope their dataset could be used a benchmark to compare how LLMs perform related to the human generalization function, which could help improve the performance of models deployed in real-world situations.

This research was funded, in part, by the Harvard Data Science Initiative and the Center for Applied AI at the University of Chicago Booth School of Business.
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Researchers leveraging AI to train (robotic) dogs to respond to their masters | ScienceDaily
An international collaboration seeks to innovate the future of how a mechanical man's best friend interacts with its owner, using a combination of AI and edge computing called edge intelligence.


						
The project is sponsored through a one-year seed grant from the Institute for Future Technologies (IFT), a partnership between New Jersey Institute of Technology (NJIT) and Ben-Gurion University of the Negev (BGU).

Assistant Professor Kasthuri Jayarajah in NJIT's Ying Wu College of Computing is researching how to design a socially assistive model of her Unitree Go2 robotic dog that will dynamically adapt its behavior and nature of interactions based on the characteristics of the people with whom it interacts.

The overarching project goal is to make the dog come "alive" by adapting wearable-based sensing devices that can detect physiological and emotional stimuli inherent to one's personality and traits, such as introversions, or transient states, including pain and comfort levels.

The invention will have an impact on home and healthcare settings in battling loneliness in the elderly population and be an aid in therapy and rehabilitation. Jayarajah's initial work where robotic dogs understand and respond to gestural cues from their partners will be presented at the International Conference on Intelligent Robots and Systems (IROS) later this year.

Co-principal investigator Shelly Levy-Tzedek, associate professor in the Department of Physical Therapy at BGU, is an experienced researcher and leader in rehabilitation robotics, with a focus on studying the effects of age and disease on the control of the body.

The researchers note that wearable devices are increasingly accessible, and everyday models such as earphones can be repurposed to extract wearers' states such as brain activity and micro expressions. The project aims to combine such multimodal wearable sensors with traditional robot sensors (e.g. visual and audio) to objectively and passively track user attributes.

According to Jayarajah, while the concept of socially assistive robots is exciting, long-term sustained use is a challenge due to cost and scale. "Robots like the Unitree Go2 are not yet up for big AI tasks. They have limited processing power compared to big GPU clusters, not a lot of memory and limited battery life," she said.

Initial steps in the project include building on traditional sensor fusion, as well as exploring carefully designed deep-learning based architectures that will assist in developing commodity wearable sensors for extracting user attributes and adapting motion commands.
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A new way to make element 116 opens the door to heavier atoms | ScienceDaily
Scientists at the Department of Energy's Lawrence Berkeley National Laboratory (Berkeley Lab) are credited in the discovery of 16 of the 118 known elements. Now they've completed the crucial first step to potentially create yet another: element 120.


						
Today, an international team of researchers led by Berkeley Lab's Heavy Element Group announced that they have made known superheavy element 116 using a titanium beam, a breakthrough that is a key stepping stone towards making element 120. The result was presented today at the Nuclear Structure 2024 conference; the science paper will be posted on the online repository arXiv and has been submitted to the journal Physical Review Letters.

"This reaction had never been demonstrated before, and it was essential to prove it was possible before embarking on our attempt to make 120," said Jacklyn Gates, a nuclear scientist at Berkeley Lab leading the effort. "Creation of a new element is an extremely rare feat. It's exciting to be a part of the process and to have a promising path forward."

The team made two atoms of element 116, livermorium, during 22 days of operations at the lab's heavy-ion accelerator, the 88-Inch Cyclotron. Making an atom of element 120 would be even rarer, but judging by the rate at which they produced 116, it is a reaction scientists can reasonably search for over the course of several years.

"We needed for nature to be kind, and nature was kind," said Reiner Kruecken, director of Berkeley Lab's Nuclear Science Division. "We think it will take about 10 times longer to make 120 than 116. It's not easy, but it seems feasible now."

If discovered, element 120 would be the heaviest atom created and would sit on the eighth row of the periodic table. It falls on the shores of the "island of stability," a theorized group of superheavy elements with unique properties. While the superheavy elements discovered so far break apart almost instantaneously, the right combination of protons and neutrons could create a more stable nucleus that survives for longer -- giving researchers a better chance to study it. Exploring elements at the extremes can provide insights into how atoms behave, test models of nuclear physics, and map out the limits of atomic nuclei.

Making superheavy elements

The recipe for making superheavy elements is simple in theory. You smash together two lighter elements that, combined, have the number of protons you want in your final atom. It's basic math: 1+2=3.




In practice, of course, it's incredibly difficult. It can take trillions of interactions before two atoms fuse successfully, and there are limitations on what elements can reasonably be turned into a particle beam or target.

Researchers select specific isotopes, variants of elements that have the same number of protons but a different number of neutrons, for their beam and target. The heaviest practical target is an isotope called californium-249, which has 98 protons. (A heavier target, such as one made of fermium with 100 protons, would decay too quickly). That means to attempt to make element 120, researchers cannot use their go-to beam of calcium-48 with its 20 protons. Instead, they need a beam of atoms with 22 protons: titanium, something that has not been commonly used in making superheavy elements.

Experts at the 88-Inch Cyclotron set out to verify that they could make a sufficiently intense beam of the isotope titanium-50 over a period of weeks and use it to make element 116, the heaviest element ever made at Berkeley Lab.

Until now, elements 114 to 118 had only ever been made with a calcium-48 beam, which has a special or "magic" configuration of neutrons and protons that helps it fuse with the target nuclei to produce superheavy elements. It had been an open question in the field whether it would even be possible to create superheavy elements near the island-of-stability using a "non-magic" beam such as titanium-50.

"It was an important first step to try to make something a little bit easier than a new element to see how going from a calcium beam to a titanium beam changes the rate at which we produce these elements," said Jennifer Pore, a scientist in Berkeley Lab's Heavy Element Group. "When we're trying to make these incredibly rare elements, we are standing at the absolute edge of human knowledge and understanding, and there is no guarantee that physics will work the way we expect. Creating element 116 with titanium validates that this method of production works and we can now plan our hunt for element 120."

The plan to make superheavy elements using Berkeley Lab's unique facilities is included in the Nuclear Science Advisory Committee's 2023 Long-Range Plan for Nuclear Science.




Feats of engineering

Creating a sufficiently intense beam of titanium isotopes is no easy task. The process starts with a special hunk of titanium-50, a rare isotope of titanium that makes up about 5% of all the titanium in the ground. That piece of metal goes into an oven roughly the size of the final segment of your pinky finger. The oven heats the metal until it starts to vaporize, like the gas coming off of dry ice, at close to 3000 degrees Fahrenheit.

All this takes place in an ion source called VENUS, a complex superconducting magnet that acts like a bottle confining a plasma. Free electrons spiral through the plasma, gaining energy as they are bombarded by microwaves and knocking off 12 of titanium's 22 electrons. Once charged, the titanium can be maneuvered by magnets and accelerated in the 88-Inch Cyclotron.

"We knew these high-current titanium beams would be tricky because titanium is reactive with many gasses, and that affects ion source and beam stability," said Damon Todd, an accelerator physicist at Berkeley Lab and part of the ion source team. "Our new inductive oven can hold a fixed temperature for days, keeping titanium output constant and aiming it right at VENUS' plasma to avoid stability issues. We are extremely pleased with our beam production."

Every second, about 6 trillion titanium ions hit the target (plutonium to make 116, californium to make 120), which is thinner than a piece of paper and rotates to disperse the heat. Accelerator operators tune the beam to have just the right amount of energy. Too little, and the isotopes won't fuse into a heavy element. Too much, and the titanium will blast the nuclei in the target apart.

When the rare superheavy element does form, it is separated from the rest of the particle debris by magnets in the Berkeley Gas-filled Separator (BGS). The BGS passes it to a sensitive silicon detector known as SHREC: the Super Heavy RECoil detector. SHREC can capture energy, location, and time, information that allows researchers to identify the heavy element as it decays into lighter particles.

"We're very confident that we're seeing element 116 and its daughter particles," Gates said. "There's about a 1 in 1 trillion chance that it's a statistical fluke."

Plans for 120

There's still work to be done before researchers attempt to make element 120. Experts at the 88-Inch Cyclotron continue work to prepare the machine for a target made of californium-249, and partners at Oak Ridge National Laboratory will need to craft about 45 milligrams of californium into the target.

"We've shown that we have a facility capable of doing this project, and that the physics seems to make it feasible," Kruecken said. "Once we get our target, shielding, and engineering controls in place, we will be ready to take on this challenging experiment."

The timing is yet to be determined, but researchers could potentially begin the attempt in 2025. Once started, it could take several years to see just a few atoms of element 120, if it appears at all.

"We want to figure out the limits of the atom, and the limits of the periodic table," Gates said. "The superheavy elements we know so far don't live long enough to be useful for practical purposes, but we don't know what the future holds. Maybe it's a better understanding of how the nucleus works, or maybe it's something more."

The collaboration for this work includes researchers from Berkeley Lab, Lund University, Argonne National Laboratory, Lawrence Livermore National Laboratory, San Jose State University, University of Strasbourg, University of Liverpool, Oregon State University, Texas A&M University, UC Berkeley, Oak Ridge National Laboratory, University of Manchester, ETH Zurich, and the Paul Scherrer Institute.
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Drawing water from dry air | ScienceDaily
Earth's atmosphere holds an ocean of water, enough liquid to fill Utah's Great Salt Lake 800 times.


						
Extracting some of that moisture is seen as a potential way to provide clean drinking water to billions of people globally who face chronic shortages.

Existing technologies for atmospheric water harvesting (AWH) are saddled with numerous downsides associated with size, cost and efficiency. But new research from University of Utah engineering researchers has yielded insights that could improve efficiencies and bring the world one step closer to tapping the air as a culinary water source in arid places.

The study unveils the first-of-its-kind compact rapid cycling fuel-fired AWH device. This two-step prototype relies on adsorbent materials that draw water molecules out of non-humid air, then applies heat to release those molecules into liquid form, according to Sameer Rao, senior author of the study published Monday and an assistant professor of mechanical engineering.

"Hygroscopic materials intrinsically have affinity to water. They soak up water wherever you go. One of the best examples is the stuff inside diapers," said Rao, who happens to be the father of an infant son. "We work with a specific type of hygroscopic material called a metal organic framework."

Rao likened metal organic frameworks to Lego blocks, which can be rearranged to build all sorts of structures. It this case they are arranged to create a molecule ideal for gas separation.

"They can make it specific to adsorb water vapor from the air and nothing else. They're really selective," Rao said. Developed with graduate student Nathan Ortiz, the study's lead author, this prototype uses aluminum fumarate that was fashioned into panels that collect the water as air is drawn through.




"The water molecules themselves get trapped on the surfaces of our material, and that's a reversible process. And so instead of becoming ingrained into the material itself, it sits on the walls," Ortiz said. "What's special about these absorbent materials is they have just an immense amount of internal surface area. There's so many sites for water molecules to get stuck."

Just a gram of this material holds as much surface area as two football fields, according to Rao. So just a little material can capture a lot of water.

"All of this surface area is at the molecular scale," Rao said. "And that's awesome for us because we want to trap water vapor onto that surface area within the pores of this material."

Funding for the research came from the DEVCOM Soldier Center, a program run by the Department of Defense to facilitate technology transfer that supports Army modernization. The Army's interest in the project stems from the need to keep soldiers hydrated while operating in remote areas with few water sources.

"We specifically looked at this for defense applications so that soldiers have a small compact water generation unit and don't need to lug around a large canteen filled with water," Rao said. "This would literally produce water on demand."

Rao and Ortiz have filed for a preliminary patent based on the technology, which addresses non-military needs as well.




"As we were designing the system, I think we also had perspective of the broader water problem. It's not just a defense issue, it's very much a civilian issue," Rao said. "We think in terms water consumption of a household for drinking water per day. That's about 15 to 20 liters per day."

In this proof of concept, the prototype achieved its target of producing 5 liters of water per day per kilogram of adsorbent material. In a matter of three days in the field, this devise would outperform packing water, according to Ortiz.

In the device's second step, the water is precipitated into liquid by applying heat using a standard-issue Army camping stove. This works because of the exothermic nature of its water collecting process.

"As it collects water, it's releasing little bits of heat. And then to reverse that, we add heat," Ortiz said. "We just put a flame right under here, anything to get this temperature up. And then as we increase the temperature, we rapidly release the water molecules. Once we have a really humid airstream, that makes condensation at ambient temperature much easier."

Nascent technologies abound for atmospheric water harvesting, which is more easily accomplished when the air is humid, but none has resulted in equipment that can be put to practical use in arid environments. Ortiz believes his device can be the first, mainly because it is powered with energy-dense fuel like the white gasoline used in camping stoves.

The team decided against using photovoltaics.

"If you're reliant on solar panels, you're limited to daytime operation or you need batteries, which is just more weight. You keep stacking challenges. It just takes up so much space," Ortiz said. "This technology is superior in arid conditions, while refrigeration is best in high humidity."
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Manufacturing perovskite solar panels with a long-term vision | ScienceDaily
Researchers working at the forefront of an emerging photovoltaic (PV) technology are thinking ahead about how to scale, deploy, and design future solar panels to be easily recyclable.


						
Solar panels made of perovskites may eventually play an important role amid global decarbonization efforts to reduce greenhouse gas emissions. As the technology emerges from the testing stages, it is a perfect time to think critically about how best to design the solar panels to minimize their impact on the environment decades from now.

"When you have a technology in its very early stages, you have the ability to design it better. It's a cleaner slate," said Joey Luther, a senior research fellow at the U.S. Department of Energy's (DOE's) National Renewable Energy Laboratory (NREL) and coauthor of the newly published article in the journal Nature Materials. "Pushing perovskite PV toward enhanced sustainability makes more sense at this stage. We're thinking about how we can make sure we have a sustainable product now rather than dealing with sustainability issues toward the end of its practical life."

The PV research community, the article noted, is in an influential position to prioritize efforts in remanufacturing, recycling, (aka a "circular economy") and reliability to make perovskite PV among the most sustainable energy sources on the market.

"Perovskites could unlock the next evolution of high-efficiency PV, and it is our responsibility to assure they are manufactured, used, and recycled sustainably," said the lead author of the study, Kevin Prince, a former graduate researcher at NREL who is now researching perovskites at Helmholtz Zentrum Berlin in Germany.

Solar panels made from silicon dominate the industry, and while they have enormous environmental and climate benefits, they were not initially designed for "circularity." The other leading solar technology, cadmium telluride (CdTe), has had an established recycling program from the technology's inception partly to address the scarcity of telluride. All forms of tech manufacturing come with environmental costs, such as recycling challenges and the use of potentially toxic chemicals. But perovskites are at an inflection point, so the opportunity exists to address those concerns now.

The most efficient circular economy begins at the design stage and considers materials sourcing, strategizes for a long product lifetime, and plans end-of-life management. According to the researchers, the most representative way to assess the environmental impacts of solar panel manufacturing is to look at carbon emissions released during production, embodied energy, sustainable material sourcing, and module circularity.




The journal article identifies critical sustainability concerns for each component of a perovskite solar panel. Lead, for example, could be diluted with other chemically similar metals, such as tin, to lessen the amount of lead in a future panel. However, to date, these substitutions have come at the cost of PV efficiency and durability, requiring much more research before these proposed semiconductors are ready to use in modules. The researchers also suggest that expensive precious metals used in perovskite research cells, including silver and gold, should be replaced with low-cost alternatives, such as aluminum, copper, or nickel, for commercial modules. They also said fluorine-tin oxide would be a more practical material for the cell's front electrodes rather than the scarcer indium used in indium-tin oxide.

"We want to have the lowest amount of embodied energy in the fabrication," Luther said. "We want to have the lowest amount of emissions in the fabrication. At this stage, now is the chance to look at those components. I don't think we have to change anything. It's more a matter of what decisions should be made, and these arguments should certainly be discussed."

The authors highlighted different ways to think about the circularity of perovskite panels. Remanufacturing, for example, comes into play when an old module is disassembled with the goal of using certain parts to make a new module. Recycling, meanwhile, calls for the conversion of waste materials into raw materials that can then be refined and reused. One component that requires attention is the specialized glass that provides structural support for perovskite solar modules and offers protection from the elements while remaining very clear to allow in a maximal amount of sunlight. Establishing a recycling pathway for the glass will become more critical as PV deployment grows. Glass manufacturing as it stands today requires raw materials and is an energy-intensive process.

Silvana Ovaitt, a PV researcher and coauthor of the paper, said that as the electricity in the grid itself gets cleaner, the manufacturing of the panels will also be cleaner, further reducing emissions.

"Another concern is the transportation of the final modules and the raw glass because those are the heaviest items," Ovaitt said. "Local manufacturing will be a great way to reduce those carbon impacts."

The researchers explain that increasing PV module durability, thereby increasing its useful lifetime, is a more effective approach to reducing the net energy, energy payback, and carbon emissions than designing for circularity alone. Even though a panel can be designed with the end in mind, a longer lifespan means it will not have to be recycled as often.




"Ultimately, we want to make them as durable as possible," Luther said. "But we also want to consider the aspects of whenever that time does come. We want to be deliberate about how to take them apart and to reuse the critical components."

The other coauthors, all from NREL, are Heather Mirletz, E. Ashley Gaulding, Lance Wheeler, Ross Kerner, Xiaopeng Zheng, Laura Schelhas, Paul Tracy, Colin Wolden, Joseph Berry, and Teresa Barnes.

The DOE Solar Energy Technologies Office funded the research.

NREL is the DOE's primary national laboratory for renewable energy and energy efficiency research and development. NREL is operated for DOE by the Alliance for Sustainable Energy LLC.
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Could smart guide RNAs usher in an era of personalized medicine? | ScienceDaily
Guides typically assist tourists with directions, but the experience could be greatly enhanced if they offered personalized services tailored to individual interests. Recently, researchers have transformed guide RNAs, which direct enzymes, into a smart RNA capable of controlling networks in response to various signals. This innovative research is gaining significant attention in the academic community.


						
A research team consisting of Professor Jongmin Kim and PhD candidates Hansol Kang and Dongwon Park from the Department of Life Sciences at POSTECH has developed a multi-signal processing guide RNA. This guide RNA can be programmed to logically regulate gene expression. Their findings were recently published in Nucleic Acids Research, an international journal of molecular biology and biochemistry.

The CRISPR/Cas system, often referred to as "gene scissors," is a technology capable of editing gene sequences to add or delete biological functions. Central to this technology, which is used in several fields such as treating genetic diseases and genetically engineering crops, is a guide RNA that directs the enzyme to edit the gene sequence at a specific location. While advances in RNA engineering have spurred research into guide RNAs that respond to biological signals, achieving precise control of networks of genes to respond to multiple signals has remained challenging.

In this study, the team combined the CRISPR/Cas system with biocomputing to overcome these limitations. Biocomputing is a technology that connects biological components like electronic circuits to program cellular and organismal activities. The researchers implemented a guide RNA gene circuit capable of decision-making based on inputs, similar to a Boolean logic gate, which is one of the fundamental representations of input-output relationships in digitized signal operations.

The team successfully controlled essential genes involved in E. coli metabolism and cell division, demonstrating the capability to combine multiple logic gates for processing various signals and complex inputs. They used this circuit to control cell morphology and metabolic flows at the appropriate level.

This study is significant because it integrates existing systems and technologies to precisely control gene networks, enabling the processing, integration, and response to diverse signals within an organism. This goes beyond the role of guide RNAs in merely directing enzymes to specific locations.

Professor Jongmin Kim of POSTECH stated, "The research could enable the precise design of gene therapies based on biological signals within complex genetic circuits involved in disease." He added, "RNA molecular engineering allows for the simplicity of software-based structure design which will significantly advance the development of personalized treatments for cancer, genetic disorders, metabolic diseases, and more."

The research was conducted with grants from the Ministry of Science and ICT and the National Research Foundation of Korea, and support from the LINC Program of the National Research Foundation of Korea and the Ministry of Education, a program of Korea Basic Science Institute and LINC 3.0 sponsored by the Ministry of Education, the Korea Health Technology R&D Program of the Korea Health Industry Development Institute (KHIDI), the Program for Fostering and Supporting Food Tech R&D Centers of North Gyeongsang Province and Pohang, and IBS POSTECH.
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Mass layoffs and data breaches could be connected | ScienceDaily
A research team led by faculty from Binghamton University, State University of New York has been exploring how mass layoffs and data breaches could be connected. Their theory: since layoffs create conditions where disgruntled employees face added stress or job insecurity, they are more likely to engage in risky behaviors that heighten the company's vulnerability to data breaches.


						
The research, outlined in a paper titled "The Impacts of Layoffs Announcement on Cybersecurity Breaches," was presented by Binghamton faculty at the Pacific Asia Conference on Information Systems (PACIS) in Vietnam in early July. The study's motivation was to explore the revenge-type behavior of people affected by layoffs and the social justice aspect of people seeking to "punish" a seemingly "bad business" through hacking. The research was done in collaboration with scholars on two continents -- including Vietnam National University and Liverpool John Moores University in the U.K.

"Some companies try to be nice by announcing layoffs first, terminating access to the laid-off employees later, but that can easily open the door to cybersecurity risks -- especially if the laid-off employee is feeling vengeful," said Assistant Professor Thi Tran, who is leading the project and presented the paper at PACIS.

"Because they used to be an employee, they have confidential information about security layers that can be bypassed," he added. "The more they know about the system, the worse it could be."

In the study, researchers propose if companies were more proactive with corporate social responsibility initiatives that emphasize ethical conduct and data security during layoffs, they could reduce the risk of data breaches arising from those situations.

An IBM Cost of Data Breach report in 2023 revealed the significance of losses posed by data breaches. The report stated the global average cost of a data breach that year was $4.5 million, a 15% increase from the previous three years.

While announcements about mass layoffs are not uncommon among today's headlines, there has been little research related to the possible connection between them and cybersecurity for those companies. This is primarily because the concept of mass layoffs is a relatively recent phenomenon, said Sumantra Sarkar, an associate SOM professor who is helping conduct the research.




"In the old days, industries were more manual-oriented, and you could not replace people with the click of a button, but in the current information technology world, you hire people by the thousands, and you can lay off people much the same way. This opens the door for our research because humans are statistically the weakest link of the IT security chain," Sarkar said.

"People react to triggers in their environment, such as layoffs," he added, "and that's why security problems often come from the people either inside the organization or vendors with inside knowledge of the infrastructure."

The researchers said companies could also leave themselves vulnerable, apart from using outdated security systems, by outsourcing IT and cybersecurity tasks as a cost-cutting measure in response to layoffs.

In addition, negative publicity that tends to follow layoffs could lead people to infer the company had been suffering from financial problems or poor leadership, which could create an opportunity for hackers with political motivations to take advantage.

"When people hear about layoffs, it's going to be viewed as something bad that can happen to them or anyone else in society. So, if you're in tune with how people consume information, you want to do whatever you can to build a good picture in the public's mind to minimize negative consequences," Tran said. "We're looking at not only the probability of something like data breaches resulting from mass layoffs happening but the severity if something like that actually does happen."
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New video test for Parkinson's uses AI to track how the disease is progressing | ScienceDaily
A video-processing technique developed at the University of Florida that uses artificial intelligence will help neurologists better track the progression of Parkinson's disease in patients, ultimately enhancing their care and quality of life.


						
The system, developed by Diego Guarin, Ph.D., an assistant professor of applied physiology and kinesiology in the UF College of Health and Human Performance, applies machine learning to analyze video recordings of patients performing the finger-tapping test, a standard test for Parkinson's disease that involves quickly tapping the thumb and index finger 10 times.

"By studying these videos, we could detect even the smallest alterations in hand movements that are characteristic of Parkinson's disease but might be difficult for clinicians to visually identify," said Guarin, who is affiliated with the Norman Fixel Institute for Neurological Diseases at UF Health. "The beauty of this technology is that a patient can record themselves performing the test, and the software analyzes it and informs the clinician how the patient is moving so the clinician can make decisions."

Parkinson's disease is a brain disorder that affects movement and can result in slowness of movement, tremors, stiffness, and difficulty with balance and coordination. Symptoms usually begin gradually and worsen over time. There is not a specific lab or imaging test that can diagnose Parkinson's disease, but a series of exercises and maneuvers performed by the patient helps clinicians identify and evaluate the severity of the disorder.

The rating scale most used to follow the course of Parkinson's disease is the Movement Disorder Society-Unified Parkinson's Disease Rating Scale. Guarin explained that, despite its reliability, the rating is restricted to a 5-point scale, which limits its ability to track subtle changes in progression and is prone to subjective interpretations.

The research team, which included UF neurologists Joshua Wong, M.D.; Nicolaus McFarland, M.D., Ph.D.; and Adolfo Ramirez-Zamora, M.D., created a more objective way to quantify motor symptoms in Parkinson's patients by using machine learning algorithms to analyze videos and capture nuanced changes in the disease over time.

"We found that we can observe the same features that the clinicians are trying to see by using a camera and a computer," Guarin said. "With help from AI, the same examination is made easier and less time-consuming for everyone involved."

Guarin said the automated system has also revealed previously unnoticed details about movement using precise data collected by the camera, like how quickly the patient opens or closes the finger during movement and how much the movement properties change during every tap.




"We've seen that, with Parkinson's disease, the opening movement is delayed, compared to the same movement in individuals that are healthy," Guarin said. "This is new information that is almost impossible to measure without the video and computer, telling us the technology can help to better characterize how Parkinson's disease affects movement and provide new markers to help evaluate the effectiveness of therapies."

To perfect the system, which Guarin originally designed to analyze facial features for conditions other than Parkinson's disease, the team tapped into UF's HiPerGator -- one of the world's largest AI supercomputers -- to train some of its models.

"HiPerGator enabled us to develop a machine learning model that simplifies the video data into a movement score," Guarin explained. "We used HiPerGator to train, test, and refine different models with large amounts of video data, and now those models can run on a smartphone."

Michael S. Okun, M.D., the director of the Norman Fixel Institute and medical advisor for the Parkinson's Foundation, said the automated video-based assessments could be a "game changer" for clinical trials and care.

"The finger-tapping test is one of the most critical elements used for diagnosis and for measuring disease progression in Parkinson's disease," Okun said. "Today, it takes an expert to interpret the results, but what is transformative is how Diego and three Parkinson's neurologists at the Fixel Institute were able to use AI to objectify disease progression."

In addition to placing this technology in the hands of neurologists and other care providers, Guarin is working with UFIT to develop it into an app for mobile devices, allowing individuals to assess their disease over time at home.
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Researchers develop more environmentally friendly and cost-effective method for soil remediation | ScienceDaily
Rice University chemist James Tour has led a research team to develop a rapid electrothermal mineralization (REM) process, which in seconds can remediate the accumulation of synthetic chemicals that can contaminate soil and the environment. The study was published in  Nature Communications on July 20.


						
Per- and polyfluoroalkyl substances (PFAS), or persistent and bioaccumulative pollutants that can accumulate in soil, threaten the environment and human health. PFAS, a large group of synthetic chemicals resistant to heat, oil, water and grease, are used in consumer products such as firefighter foam, food packaging, carpeting, cleaning products, paper and paint.

Existing methods for breaking down PFAS are often inefficient, consuming large amounts of energy and water without eliminating these contaminants. The REM process, however, offers a more effective, efficient and environmentally friendly solution.

The REM process uses electrical inserts in the ground plus biochar, an environmentally friendly conductive additive, to rapidly heat contaminated soil to over 1,000degC in seconds through a direct current pulse. The intense heat converts PFAS into calcium fluoride, a nontoxic mineral, utilizing the natural calcium compounds present in the soil. This method has demonstrated high removal efficiencies (more than 99%) and mineralization ratios (more than 90%).

"Our research shows that this high-temperature electrothermal process can effectively mineralize PFAS into nontoxic calcium fluoride," said Tour, the T.T. and W.F. Chao Professor of Chemistry and professor of materials science and nanoengineering. "The process retains essential soil properties and enhances soil health by increasing nutrient supply and supporting infiltration of arthropods."

This breakthrough builds on previous work where electrothermal heating was used to vaporize heavy metals and convert organic pollutants in soil into nontoxic graphite materials. In the current study, the research team mixed soil with biochar and applied a pulsed current, achieving rapid heating and mineralization. The effectiveness of the process was confirmed through advanced testing methods, including liquid chromatography-mass spectrometry and ion chromatography.

The REM process stands out for its speed, efficiency, scalability and environmental benefits. The method reduces energy consumption, greenhouse gas emissions and water use compared to existing remediation practices. The lab-scale process can handle up to 2 kilograms of soil per batch, marking a significant step toward larger-scale, on-site application systems currently being designed.

"This method offers a more environmentally friendly and cost-effective approach to soil remediation," said Yi Cheng, a Rice Academy Fellow and postdoctoral research associate in the Tour lab. "We are excited about the potential for field-testing and broader deployment in the near future."

This study was a collaboration between Rice and the U.S. Army Corp of Engineers' Engineer Research and Development Center funded by the Rice Academy Fellowship, the Air Force Office of Scientific Research and the Army Corps of Engineers.

Other authors include Rice's Department of Chemistry's Bing Deng, Phelecia Scotland, Lucas Eddy, Karla Silva, Bowen Li, Kevin Wyss, Jinhang Chen, Qiming Liu, Tengda Si and Shichen Xu; Rice's Department of Biosciences' Arman Hassan and Matthew McCary; Rice's Department of Chemical and Biomolecular Engineering's Bo Wang and Michael Wong; the U.S. Army Corp of Engineers' Engineer Research and Development Center's Mine Ucak-Astarlioglu and Christopher Griggs; Rice's Department of Earth, Environmental and Planetary Sciences' Xiaodong Gao, Debadrita Jana and Mark Torres; Rice's Department of Materials Science and NanoEngineering's Khalil JeBailey and Boris Yakobson; and Corban University's Yufeng Zhao.
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Nanoscopic imaging aids in understanding protein, tissue preservation in ancient bones | ScienceDaily
A pilot study from North Carolina State University shows that nanoscopic 3-D imaging of ancient bone not only provides further insight into the changes soft tissues undergo during fossilization, it also has potential as a fast, practical way to determine which specimens are likely candidates for ancient DNA and protein sequence preservation.


						
"Paleontologists have studied fossilized bones for centuries, but we still don't completely understand the fossilization process for organic soft tissues of bone, like collagen protein or blood vessels, and how they preserve over extended periods of time," says Landon Anderson, NC State graduate student and author of the research. "I used a nanoscopic imaging approach to compare modern bones and bones from the Ice Age, as a method for potentially better understanding the changes collagen protein and blood vessels undergo during fossilization."

Anderson compared small samples of modern cow, alligator and ostrich leg bones to those from Pleistocene-era woolly mammoth, steppe bison, reindeer, and horse. The Pleistocene samples were all recovered from thawed, ancient permafrost in Canada's Yukon Territory.

Applying a dilute acid solution to the samples dissolved the mineral portion of the bones, leaving behind their underlying collagen protein frameworks. Using scanning electron microscopy (SEM) up to 150,000x magnification, Anderson was able to image the collagen protein fibrils and blood vessels within the demineralized bone samples.

Anderson scanned the surfaces of the imaged structures using time-of-flight secondary ionization mass spectrometry (ToF-SIMS), which identified the chemical signatures present in the structures and helped further confirm them as collagen protein and blood vessels.

"The imaging data and ToF-SIMS showed that the Ice Age samples still consist of original, unfossilized bone tissue -- they are subfossils and still preserve much of their original, unaltered organic tissue and proteins, similar to modern bones," Anderson says. "The underlying idea of this pilot study is that this nanoscopic approach could be used on bones all across the fossil record to better understand the chemical and structural changes that occur to organic tissues during fossilization."

The technique could potentially also be used as a proxy for screening ancient bone specimens for DNA and protein sequence preservation.

"The electron microscope imaging allows you to directly view the nanoscopic collagen fibrils of bone, which are essentially bundles of collagen protein molecules," Anderson says. "Collagen protein is robust, so for an ancient bone specimen lacking these fibrils, if they've been degraded away, then there is also unlikely to be any recoverable DNA present in the sample and protein content would be reduced, at a minimum. This technique could be a practical first step to screen candidate specimens for further molecular analysis."
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3D-printed microstructure forest facilitates solar steam generator desalination | ScienceDaily
Faced with the world's impending freshwater scarcity, a team of researchers in Singapore turned to solar steam generators (SSGs), which are emerging as a promising device for seawater desalination. Desalination can be a costly, energy-intensive solution to water scarcity. This renewable-powered approach mimics the natural water cycle by using the sun's energy to evaporate and isolate water. However, the technology is limited by the need to fabricate complex topologies to increase the surface area necessary to achieve high water evaporation efficiency.


						
To overcome this barrier, the team sought design inspiration from trees and harnessed the potential of 3D printing. In Applied Physics Reviews, the team presents a state-of-the-art technology for producing efficient SSGs for desalination and introduces a novel method for printing functional nanocomposites for multi-jet fusion (MJF).

"We created SSGs with exceptional photothermal performance and self-cleaning properties," said Kun Zhou, a professor of mechanical engineering at Nanyang Technological University. "Using a treelike porous structure significantly enhances water evaporation rates and ensures continuous operation by preventing salt accumulation -- its performance remains relatively stable even after prolonged testing."

The physics behind their approach involves light-to-thermal energy conversion, where the SSGs absorb solar energy, convert it to heat, and evaporate the water/seawater. The SSG's porous structure helps improve self-cleaning by removing accumulated salt to ensure sustained desalination performance.

"By using an effective photothermal fusing agent, MJF printing technology can rapidly create parts with intricate designs," he said. "To improve the photothermal conversion efficiency of fusing agents and printed parts, we developed a novel type of fusing agent derived from metal-organic frameworks."

Their SSGs were inspired by plant transpiration and are composed of miniature tree-shaped microstructures, forming an efficient, heat-distributing forest.

"Our bioinspired design increases the surface area of the SSG," said Zhou. "Using a treelike design increases the surface area of the SSG, which enhances the water transport and boosts evaporation efficiency."

One big surprise was the high rate of water evaporation observed in both simulated environments and field trials. The desalinated water consistently met standards for drinking water -- even after a long-time test.




"This demonstrates the practicality and efficiency of our approach," Zhou said. "And it can be quickly and easily mass-produced via MJF commercial printers."

The team's work shows significant potential for addressing freshwater scarcity.

"Our SSGs can be used in regions with limited access to freshwater to provide a sustainable and efficient desalination solution," said Zhou. "Beyond desalination, it can be adapted for other applications that require efficient solar energy conversion and water purification."
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Wearable sensors help athletes achieve greater performance | ScienceDaily
Today's athletes are always on the lookout for new techniques and equipment to help them train more effectively. Modern coaches and sports trainers use intelligent data monitoring through videos and wearable sensors to help enhance athletic conditioning. However, traditional video analysis and wearable sensor technologies often fall short when tasked to produce a comprehensive picture of an athlete's performance.


						
In APL Materials, by AIP Publishing, researchers from Lyuliang University developed a low-cost, flexible, and customizable sensor for badminton players that overcomes current monitoring constraints.

Badminton is known for its many technical movements and the dynamic speed and precision required to play successfully. Monitoring the postures, footwork, arm swings, and muscle strength shown by badminton players is limited by video shooting angles and the discomfort of rigid wearable sensors.

"We integrated our expertise in flexible sensor technology and intelligent perception systems into badminton motion monitoring for a quantitative analysis of badminton techniques, to provide more professional guidance for badminton players," said author Yun Yang.

The team used triboelectric sensors to construct their intelligent monitoring system because they are easy to adapt for flexible, wearable devices. A triboelectric sensor transfers charge from one material to another when the materials come into contact and slide past each other. No external power supply is required.

To minimize interference during bending and twisting, the team built a 3D-printed flexible arch-shaped sensor encased in a thermoplastic elastomer. This design is comfortable during use and can be easily customized to individual athletes.

The sport-friendly construction of the sensor is responsive to body motions often seen in sports and is suitable for many active body parts, such as wrists, elbows, shoulders, fingers, and knee joints, as well as bending points at the waist and neck.

The intelligent badminton sports system was made from three of the 3D-printed sensors, a multichannel acquisition card, and neural network algorithms. This technical design provides online monitoring and real-time feedback to the athlete. It recognizes seven typical movements in the badminton game, including forehand serve, backhand serve, forehand hook, and backhand hook, with a recognition accuracy rate of 97.2%.

"Our research provides new ideas for solving the problems of large joint bends or twists faced by current 3D-printed triboelectric sensors," said Yang. "It offers a new solution for monitoring and analyzing triboelectric sensors in badminton and can be extended to other smart sports fields. This has great potential for intelligent sports monitoring and analysis in the era of big data."

Future work by the team will continue to focus on triboelectric sensors to propose new solutions for human health monitoring and pathological diagnosis.
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Electric scooter and bike accidents are soaring across the United States | ScienceDaily
In the crowded urban landscape, where small electric vehicles -- primarily scooters and bicycles -- have transformed short distance travel, UC San Francisco researchers are reporting a major national surge in accidents tied to "micromobility."


						
E-bicycle injuries doubled every year from 2017 to 2022, while e-scooter injuries rose by 45 percent. Injured e-riders tended to be slightly older and wore helmets less often than conventional riders. And e-scooter riders were more likely to sustain internal injuries than conventional scooter riders, while upper extremity injuries were more common among non-EV riders.

The researchers analyzed injuries and hospitalizations from electric bicycles, electric scooters, conventional bicycles and conventional scooters. The study, which appears July 23 in JAMA Network Open, is believed to be the first investigation into recent injury patterns in the U.S.

"The U.S. had a remarkable increase in micromobility injuries during the study period," said co-lead author Adrian Fernandez, MD, chief resident with the UCSF Department of Urology. "This increase in accidents not only introduced a demographic shift, but also underscores an urgent need for added safety measures. There are undeniable health and environmental benefits to micromobility vehicle use, but structural changes must be taken to promote safe riding."

Reshaping urban transportation

Micromobility, the use of small vehicles for one or two passengers, has surged 50-fold over the last decade, especially in dense areas with the introduction of electric-powered motors and ride-sharing platforms. The low-cost, low-emission scooters and bicycles can travel up to 28 miles an hour, are convenient, affordable, reduce congestion and allow riders to cover more distance with less effort.

But increasingly the vehicles are proving to be dangerous, especially in the hands of novices.




The researchers analyzed data from the U.S. Consumer Product Safety Commission's National Electronic Injury Surveillance System, which has collected statistics from emergency departments on consumer product-related injuries since 1978. They looked at such factors as injury type (blunt, orthopedic, neurological, dental), injury region (head, neck, trunk, extremities) and helmet use.

They found that e-bicycle injuries dramatically increased from 751 in 2017 to 23,493 in 2022, and e-scooter injuries rose from 8,566 to 56,847 over that timeframe. Altogether, there were nearly 2.5 million bicycle injuries, more than 304,000 scooter injuries, 45,586 e-bicycle injuries, and some 189,517 e-scooter injuries in the U.S.

Both conventional and electric bike and scooter injuries were more common in urban settings. Electric bike and scooter riders were older and more likely to participate in risky behaviors, such as riding while intoxicated and without a helmet than conventional vehicle riders. The median age was 39 years old for injured e-bicyclists, compared to 30 for injured conventional bikers. The median age for e-scooter riders was 30 compared to 11 for conventional scooter riders.

"Our findings stress a concerning trend: helmet usage is noticeably lower among electric vehicle users, and risky behaviors, such as riding under the influence, are more prevalent," said co-first author Kevin D. Li, a 2025 dual candidate pursuing medical and master's degrees at UCSF.

The authors urged a multifaceted response, including better infrastructure in urban areas to accommodate the small vehicles, and education campaigns that promote helmet use and sober riding.

"As micromobility vehicles become more embedded in our daily lives, understanding and addressing the safety challenges they pose is critical," said senior and corresponding author Benjamin N. Breyer, MD, MAS, the Taube Family Distinguished Professor and chair of the UCSF Department of Urology, and a member of the UCSF Department of Epidemiology and Biostatistics.

"This not only involves adapting our urban landscapes but also fostering a culture of safety among riders," Breyer said. "By doing so, we can harness the full potential of micromobility to create more sustainable, health, and safe urban environments."

Other authors include Hiren V. Patel, MD, PhD, Isabel Elaine Allen, PhD, Umar Ghaffar, and Nizar Hakam, all at UCSF.
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New research identifies less invasive method for examining brain activity following traumatic brain injury | ScienceDaily
Johns Hopkins Medicine researchers have published new research that reports on a potential alternative and less-invasive approach to measure intracranial pressure (ICP) in patients.


						
This research was published July 12 in the journal Computers in Biology and Medicine.

ICP is a physiological variable that can increase abnormally when one has acute brain injury, stroke or obstruction to the flow of cerebrospinal fluid. Symptoms of elevated ICP may include headaches, blurred vision, vomiting, changes in behavior and decreased level of consciousness. It can be life-threatening, hence the need for ICP monitoring in selected patients who are at increased risk. However, the current standard for ICP monitoring is highly invasive: It requires the placement of an external ventricular drain (EVD) or an intraparenchymal brain monitor (IPM) in the functional tissue in the brain consisting of neurons and glial cells by drilling through the skull.

"ICP is universally accepted as a critical vital sign -- there is an imperative need to measure and treat ICP in patients with serious neurological disorders, yet the current standard for ICP measurement is invasive, risky, and resource-intensive. Here we explored a novel approach leveraging Artificial Intelligence which we believed could represent a viable noninvasive alternative ICP assessment method," says director, anesthesiology and critical care medicine precision medicine Robert Stevens, MD., MBA.

EVD procedures carry a number of risks including catheter misplacement, infection, and hemorrhaging at 15.3 %, 5.8 %, and 12.1 %, respectively, according to recent research. EVD and IPM procedures also require surgical expertise and specialized equipment that is not consistently available in many settings thus establishing a need for an alternative method in examining and monitoring ICP in patients.

The Johns Hopkins University School of Medicine team, an interdisciplinary group led by Stevens, hypothesized that severe forms of brain injury, and elevations in ICP in particular, are associated with pathological changes in systemic cardiocirculatory function due, for example, to dysregulation of the central autonomic nervous system. This hypothesis suggests that extracranial physiological waveforms can be studied to better understand brain activity and ICP severity.

In this study, the Johns Hopkins team set out to explore the relationship between the ICP waveform and the three physiological waveforms that are routinely captured in the ICU: invasive arterial blood pressure (ABP), photoplethysmography (PPG) and electrocardiography (ECG). ABP, PPG and ECG data were used to train and contrast a panel of different deep learning algorithms, resulting in a level of accuracy in determining ICP that rivals or exceeds other methodologies.

Overall study findings suggest a completely new, noninvasive alternative to monitor ICP in patients.

Stevens says, "with validation, physiology-based AI solutions, such as the one used here, could significantly expand the proportion of patients and health care settings in which ICP monitoring and management can be delivered."

Co-authors include recent Johns Hopkins University biomedical engineering graduates Shiker Nair '23, Alina Guo '23, Arushi Tandon '23, and Joseph Boen '22; master's student Meer Patel; biomedical engineering seniors Atas Aggarwal, Ojas Chahal and Sreenidhi Sankararaman; Nicholas D. Durr, associate professor of biomedical engineering; Tej D. Azad, a resident physician in the Johns Hopkins Department of Neurosurgery; and Romain Pirracchio, a professor of anesthesia at the University of California San Francisco.
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Pioneering the cellular frontier | ScienceDaily
Every plant, animal, and person is a rich microcosm of tiny, specialized cells. These cells are worlds unto themselves, each with their own unique parts and processes that elude the naked eye. Being able to see the inner workings of these microscopic building blocks at nanometer resolution without harming their delicate organelles has been a challenge, but scientists from different disciplines across the U.S. Department of Energy's (DOE) Brookhaven National Laboratory have found an effective way to image a single cell using multiple techniques. The fascinating process to capture these images was published in Communications Biology.


						
Being able to understand the inner structures of cells, the way chemicals and proteins interact within them, and how those interactions signal certain biological processes at nanometer resolution can have significant implications in medicine, agriculture, and many other important fields. This work is also paving the way for better biological imaging techniques and new instruments to optimize biological imaging.

"Studying human cells and the organelles inside of them is exciting," said Qun Liu, a structural biologist at Brookhaven Lab, "but there are so many opportunities to benefit from our multimodal approach that combines hard X-ray computed tomography and X-ray fluorescence imaging. We can study pathogenic fungi or beneficial bacteria. We're able to not only see the structure of these microorganisms but also the chemical processes that happen when cells interact in different ways."

Pulling out one of life's building blocks

Before the researchers even began imaging, one of their biggest challenges was preparing the sample itself. The team decided to use a cell from the human embryonic kidney (HEK) 293 line. These cells are known for being easy to grow but difficult to take multiple X-ray measurements of. Even though they are very small, cells are quite susceptible to X-ray-induced damage.

The scientists went through a careful, multistep process to make the sample more robust. They used paraformaldehyde to chemically preserve the structure of the cell, then had a robot rapidly freeze the samples by plunging them into liquid ethane, transferred them to liquid nitrogen, and finally freeze dried them to remove water but maintain the cellular structure. Once this process was complete, the researchers placed the freeze-dried cells under a microscope to locate and label them for targeted imaging.

At only about 12-15 microns in diameter (the average human hair is 150 microns thick), setting up the sample for measurements was not easy, especially for measurements on different beamlines. The team needed to ensure that the cell's structure could survive multiple measurements with high energy X-rays without significant damage and that the cell could be reliably held in one place for multiple measurements. To overcome these hurdles, the scientists created standardized sample holders to be used on multiple pieces of equipment and implemented optical microscopes to quickly find and image the cell and minimize prolonged X-ray exposure that could damage it.




Multimodal measurements

The team used two imaging techniques found at the National Synchrotron Light Source II (NSLS-II) -- a DOE Office of Science user facility at Brookhaven -- X-ray computed tomography (XCT) and X-ray fluorescence (XRF) microscopy.

The researchers collected XCT data, which uses X-rays to tell scientists about the cell's physical structure, on the Full Field X-ray Imaging (FXI) beamline. Tomography uses X-rays to show a cross-section of a solid sample. A familiar example of this is the CT scan, which medical practitioners use to image cross sections of any part of the body.

The researchers collected XRF microscopy data, which provides more clues about the distribution of chemical elements within the cell, on the Submicron Resolution X-ray Spectroscopy (SRX) beamline. In this technique, the researchers direct high energy X-rays at a sample, exciting the material and causing it to emit X-ray fluorescence. The X-ray emission has its own unique signature, letting scientists know exactly what elements the sample is composed of and how they are distributed to fulfill their biological functions.

"We were motivated to combine XCT and XRF imaging based on the unique, complementary information each provides," said Xianghui Xiao, FXI lead beamline scientist. "Fluorescence gives us a lot of useful information about the trace elements inside of cells and how they are distributed. This is very critical information to biologists. Getting a high-resolution fluorescence map on many cells can be very time consuming, though. Even just for a 2D image, it may take quite a few hours."

This is where getting a 3D image of the cell using XCT is helpful. This information can help guide the fluorescence measurements to specific locations of interest. It saves time for the scientists, increasing throughput, and it also ensures that the sample doesn't need to be exposed to the X-rays for as long, mitigating potential damage to the fragile cell.




"This correlative approach provides useful, complementary information that could advance several practical applications," remarked Yang Yang, a beamline scientist at SRX. "For something like drug delivery, specific subsets of organelles can be identified, and then specific elements can be traced as they are redistributed during treatment, giving us a clearer picture of how these pharmaceuticals work on a cellular level."

While these advances in imaging have provided a better view into the cellular world, there are still challenges to be met and ways to improve imaging even further. As part of the NSLS-II Experimental Tools III project -- a plan to build out new beamlines to provide the user community with new capabilities -- Yang is science lead of the team working on the upcoming Quantitative Cellular Tomography (QCT) beamline, which will be dedicated to bio-imaging. QCT is a full-field soft X-ray tomography beamline for imaging frozen cells with nanoscale resolution without the need for chemical fixation. This cryo-soft X-ray tomography beamline will be complementary to current methods, providing even more detail into cellular structure and functions.

Future findings

While being able to peer into the cells that make up the systems in human bodies is fascinating, being able to understand the pathogens that attack and disrupt those systems can give scientists an edge in fighting infectious disease.

"This technology allows us to study the interaction between a pathogen and its host," explained Liu. "We can look at the pathogen and a healthy cell before infection and then image them both during and after the infection. We will notice structural changes in both the pathogen and the host and gain a better understanding of the process. We can also study the interaction between beneficial bacteria in the human microbiome or fungi that have a symbiotic relationship with plants."

Liu is currently working with scientists from other national laboratories and universities for DOE's Biological and Environmental Research Program to study the molecular interactions between sorghum and Colletotrichum sublineola, the pathogenic fungus that causes anthracnose, which can harm the leaves of plants. Sorghum is a major DOE bioenergy crop and is the fifth most important cereal crop in the world, so humanity would have a lot to gain by understanding the tactics of this devastating fungus and how sorghum's defenses operate at the cellular and molecular levels.

Being able to see at this scale can give scientists insight into the wars being waged by pathogens on crops, the environment, and even human bodies. This information can help develop the right tools to fight these invaders or fix systems that aren't working optimally at a fundamental level. The first step is being able to see a world that human eyes aren't able to see, and advances in synchrotron science have proven to be a powerful tool in uncovering it.

This work was supported by Brookhaven's Laboratory Directed Research and Development funding and the DOE Office of Science.
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Strategic emission caps key to ammonia industry decarbonization, researchers find | ScienceDaily
An international cross-disciplinary research team led by the Hong Kong University of Science and Technology (HKUST) has revealed critical insights into how strategic emission cap choices can lead to cost-effective, near-100% ammonia industry decarbonization while avoiding issues such as land use constraints and grid congestion. This groundbreaking study is the first to identify cost-optimal characteristics for ammonia production plants and emission reduction targets.


						
Ammonia production, which accounts for 36 million metric tons of carbon dioxide emissions annually in Europe, primarily relies on hydrogen derived from fossil fuels. These emissions could be drastically reduced by electrolytic hydrogen -- producing hydrogen via water electrolysis -- as it only requires electricity, which could be generated by renewable sources.

However, transiting to low-carbon alternatives, particularly electrolytic hydrogen using grid electricity, poses major economic and logistical challenges as the complex impact of regional factors -- including the availability of renewable resources and the carbon intensity of local electricity production -- on the relationship between emission standards and costs is not well understood.

To fill this gap, a team led by Prof. LU Zhongming, Assistant Professor of HKUST's Division of Environment and Sustainability (ENVR), Prof. Magdalena KLEMUN, Assistant Professor of HKUST's Division of Public Policy (PPOL), Dr. Stefano MINGOLLA, PhD Graduate of HKUST's ENVR in collaboration with ETH Zurich, has examined the impact of a range of emission caps on costs and the feasibility of transitioning to renewable-based electrolytic hydrogen production in Europe, leveraging high-resolution renewables data from 38 European locations and spanning the years 2024 to 2050. While the data inputs and results are EU-specific, the approach can be useful for other hard-to-abate sectors transitioning to low-carbon fuels.

They identified that achieving ambitious emission reduction targets, such as cutting emissions by 95% compared to current levels, is feasible with minimal cost escalation over less stringent targets proposed by regulatory bodies like the European Commission. However, transitioning to 100% emission reduction -- operating entirely off-grid with renewable energy sources -- presents substantial cost and land use implications, particularly in regions with resource limitations.

"Strategic choices in setting emission caps are pivotal for the ammonia industry's transition to low-carbon technologies," Prof. Lu said.

Prof. Klemun added, "This study provides vital insights for policymakers aiming to balance environmental goals, costs, and resource availability." The team highlights the need for strategic choices of emission caps, combined with investments in technology innovation, to improve flexible plant designs that can accommodate varying renewable energy availability to mitigate costs and land requirements associated with off-grid production.

Policymakers could set more stringent decarbonization targets for regions that present a combination of favorable conditions for the deployment of electrolytic hydrogen that can allow near-zero emissions while bearing minimal or no cost increases compared to fossil-based hydrogen production, while less stringent or delayed measures could apply to other regions.

"By adopting region-specific, phased strategies and prioritizing plant flexibility, the hard-to-abate industry can better manage its transition to low-carbon technologies while maintaining competitiveness," Dr. Mingolla said.

The findings of their study were recently published in Nature Communications, lead author Dr. Stefano Mingolla, co-leads Prof. Lu Zhongming and Prof. Magdalena Klemun, and group members Prof. Francesco Ciucci from HKUST's Department of Mechanical and Aerospace Engineering, Prof. Giovanni Sansavini and Dr. Paolo Gabrielli from the Department of Process Engineering at ETH Zurich, Alessandro Manzotti and Matthew Robson, and Dr. Kevin Rouwenhorst from the Ammonia Energy Association.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240723123342.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Risks and benefits of integrating AI into medical decision-making | ScienceDaily
Researchers at the National Institutes of Health (NIH) found that an artificial intelligence (AI) model solved medical quiz questions -- designed to test health professionals' ability to diagnose patients based on clinical images and a brief text summary -- with high accuracy. However, physician-graders found the AI model made mistakes when describing images and explaining how its decision-making led to the correct answer. The findings, which shed light on AI's potential in the clinical setting, were published in npj Digital Medicine. The study was led by researchers from NIH's National Library of Medicine (NLM) and Weill Cornell Medicine, New York City.


						
"Integration of AI into health care holds great promise as a tool to help medical professionals diagnose patients faster, allowing them to start treatment sooner," said NLM Acting Director, Stephen Sherry, Ph.D. "However, as this study shows, AI is not advanced enough yet to replace human experience, which is crucial for accurate diagnosis."

The AI model and human physicians answered questions from the New England Journal of Medicine (NEJM)'s Image Challenge. The challenge is an online quiz that provides real clinical images and a short text description that includes details about the patient's symptoms and presentation, then asks users to choose the correct diagnosis from multiple-choice answers.

The researchers tasked the AI model to answer 207 image challenge questions and provide a written rationale to justify each answer. The prompt specified that the rationale should include a description of the image, a summary of relevant medical knowledge, and provide step-by-step reasoning for how the model chose the answer.

Nine physicians from various institutions were recruited, each with a different medical specialty, and answered their assigned questions first in a "closed-book" setting, (without referring to any external materials such as online resources) and then in an "open-book" setting (using external resources). The researchers then provided the physicians with the correct answer, along with the AI model's answer and corresponding rationale. Finally, the physicians were asked to score the AI model's ability to describe the image, summarize relevant medical knowledge, and provide its step-by-step reasoning.

The researchers found that the AI model and physicians scored highly in selecting the correct diagnosis. Interestingly, the AI model selected the correct diagnosis more often than physicians in closed-book settings, while physicians with open-book tools performed better than the AI model, especially when answering the questions ranked most difficult.

Importantly, based on physician evaluations, the AI model often made mistakes when describing the medical image and explaining its reasoning behind the diagnosis -- even in cases where it made the correct final choice. In one example, the AI model was provided with a photo of a patient's arm with two lesions. A physician would easily recognize that both lesions were caused by the same condition. However, because the lesions were presented at different angles -- causing the illusion of different colors and shapes -- the AI model failed to recognize that both lesions could be related to the same diagnosis.




The researchers argue that these findings underpin the importance of evaluating multi-modal AI technology further before introducing it into the clinical setting. 

"This technology has the potential to help clinicians augment their capabilities with data-driven insights that may lead to improved clinical decision-making," said NLM Senior Investigator and corresponding author of the study, Zhiyong Lu, Ph.D."Understanding the risks and limitations of this technology is essential to harnessing its potential in medicine."

The study used an AI model known as GPT-4V (Generative Pre-trained Transformer 4 with Vision), which is a 'multimodal AI model' that can process combinations of multiple types of data, including text and images. The researchers note that while this is a small study, it sheds light on multi-modal AI's potential to aid physicians' medical decision-making. More research is needed to understand how such models compare to physicians' ability to diagnose patients.

The study was co-authored by collaborators from NIH's National Eye Institute and the NIH Clinical Center; the University of Pittsburgh; UT Southwestern Medical Center, Dallas; New York University Grossman School of Medicine, New York City; Harvard Medical School and Massachusetts General Hospital, Boston; Case Western Reserve University School of Medicine, Cleveland; University of California San Diego, La Jolla; and the University of Arkansas, Little Rock.
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Expiring medications could pose challenge on long space missions | ScienceDaily
Medications used by astronauts on the International Space Station might not be good enough for a three-year journey to Mars.


						
A new study led by Duke Health shows that over half of the medicines stocked in space -- staples such as pain relievers, antibiotics, allergy medicines, and sleep aids -- would expire before astronauts could return to Earth.

Astronauts could end up relying on ineffective or even harmful drugs, according to the study appearing July 23 in npj Microgravity, a Nature journal.

"It doesn't necessarily mean the medicines won't work, but in the same way you shouldn't take expired medications you have lying around at home, space exploration agencies will need to plan on expired medications being less effective," said senior study author Daniel Buckland, M.D., Ph.D., an assistant professor of emergency medicine at Duke University School of Medicine and an aerospace medicine researcher.

Expired medications can lose their strength by a little -- or a lot. The actual stability and potency of medications in space compared to Earth remain largely unknown. The harsh space environment, including radiation, could reduce the effectiveness of medications.

Buckland and co-author Thomas E. Diaz, a pharmacy resident at The Johns Hopkins Hospital, noted that expired medications could pose a challenge as space agencies plan for long-duration missions to Mars and beyond.

Diaz used a Freedom of Information Act Request to obtain information about the space station formulary, assuming NASA would use similar medications for a Mars mission.




Using a database of international drug expiration dates, the researchers determined that 54 of the 91 medications had a shelf-life of 36 months or less.

Using the most optimistic estimates, about 60% of these medications would expire before a Mars mission concludes. Under more conservative assumptions, the figure jumps to 98%.

The study did not assume accelerated degradation but focused on the inability to resupply a Mars mission with newer medicines. This lack of resupply affects not only medications but also other critical supplies, such as food.

Increasing the number of medications brought on board could also help compensate for lowered efficacy of expired meds, authors said.

"Those responsible for the health of space flight crews will have to find ways to extend the expiration of medications to complete a Mars mission duration of three years, select medications with longer shelf-lives, or accept the elevated risk associated with administering expired medication," Diaz said.

"Prior experience and research show astronauts do get ill on the International Space Station, but there is real-time communication with the ground and a well-stocked pharmacy that is regularly resupplied, which prevents small injuries or minor illnesses from turning into issues that affect the mission," Buckland said.

Additional authors include Emma Ives and Diana I. Lazare. The study received no external funding.
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A promising new method uses light to clean up forever chemicals | ScienceDaily
Perfluoroalkyl substances (PFASs), nicknamed 'forever chemicals,' pose a growing environmental and health threat.


						
Since the invention of Teflon in 1938, PFASs and perfluorinated polymers or PFs have been widely used for their exceptional stability and resistance to water and heat. These properties made them ideal for countless applications, from cookware and clothing to firefighting foam. However, this very stability has become a major problem. PFASs do not easily break down in the environment, leading to their accumulation in water, soil, and even the bodies of humans, where they are known to cause carcinogenic effects and hormonal disruptions. Today, these chemicals can be found in drinking water supplies, food, and even in the soil of Antarctica. Although there are plans to phase out PFAS production, treating them remains challenging as they decompose only at temperatures exceeding 400 degC. As a result, certain amounts of products containing PFASs and PFs end up in landfills, potentially creating future contamination risks.

Now, a room-temperature defluorination method proposed by researchers at Ritsumeikan University could revolutionize PFAS treatment. Their study, published in the journal Angewandte Chemie International Editionon 19 June 2024, details a photocatalytic method that uses visible light to break down PFAS and other fluorinated polymers (FPs) at room temperature into fluorine ions. Using this method, the researchers achieved 100% defluorination of perfluorooctanesulfonate (PFOS) within just 8 hours of light exposure.

"The proposed methodology is promising for the effective decomposition of diverse perfluoroalkyl substances under gentle conditions, thereby significantly contributing towards the establishment of a sustainable fluorine-recycling society," says Professor Yoichi Kobayashi, the lead author of the study.

The proposed method involves irradiating visible LED light onto cadmium sulfide (CdS) nanocrystals and copper-doped CdS (Cu-CdS) nanocrystals with surface ligands of mercaptopropionic acid (MPA) in a solution containing PFAS, FPs, and triethanolamine (TEOA). The researchers found that irradiating these semiconductor nanocrystals generates electrons with a high reduction potential that break down the strong carbon-fluorine bonds in PFAS molecules.

For the photocatalytic reaction, the researchers added 0.8 mg of CdS nanocrystals (NCs), 0.65 mg of PFOS, and 20 mg of TEOA to 1.0 ml of water. They then exposed the solution to 405-nanometer LED light to initiate the photocatalytic reaction. This light excites the nanoparticles, generating electron-hole pairs and promoting the removal of MPA ligands from the surface of the nanocrystals, creating space for PFOS molecules to adsorb onto the NC surface.

To prevent photoexcited electrons from recombining with holes, TEOA is added to capture the holes and prolong the lifetime of the reactive electrons available for PFAS decomposition. These electrons undergo an Auger recombination process, where one exciton (an electron-hole pair) recombines non-radiatively, transferring its energy to another electron, and creating highly excited electrons. These highly excited electrons possess enough energy to participate in chemical reactions with the PFOS molecules adsorbed on the NC surface. The reactions lead to the breaking of carbon-fluorine (C-F) bonds in PFOS, resulting in the removal of fluorine ions from the PFAS molecules.

The presence of hydrated electrons, generated by Auger recombination, was confirmed by laser flash photolysis measurements, which identified transient species based on the absorption spectrum upon laser pulse excitation. The defluorination efficiency depended on the amount of NCs and TEOA used in the reaction and increased with the period of light exposure. For PFOS, the efficiency of defluorination was 55%, 70-80%, and 100% for 1-, 2-, and 8-hour light irradiation, respectively. Using this method, the researchers also successfully achieved 81% defluorination of Nafion, a fluoropolymer, after 24 hours of light irradiation. Nafion is widely used as an ion-exchange membrane in electrolysis and batteries.

Fluorine is a critical component in many industries, from pharmaceuticals to clean energy technologies. By recovering fluorine from waste PFAS, we can reduce reliance on fluorine production and establish a more sustainable recycling process. "This technique will contribute to the development of recycling technologies for fluorine elements, which are used in various industries and support our prosperous society," concludes Prof. Kobayashi.
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Researchers enhance tool to better predict where and when wildfires will occur | ScienceDaily
A newly enhanced database is expected to help wildfire managers and scientists better predict where and when wildfires may occur by incorporating hundreds of additional factors that impact the ignition and spread of fire.


						
"There is a tremendous amount of interest in what enables wildfire ignitions and what can be done to prevent them," said Erica Fleishman, an Oregon State University professor. "This database increases the ability to access relevant information and contribute to wildfire preparedness and prevention."

The Fire Program Analysis Fire-Occurrence Database was developed in 2013 by the U.S. Forest Service and since been updated five times. It incorporates basic information such as ignition location, discovery date and final wildfire size.

The revised database now includes many new environmental and social factors, such as topography and vegetation, social vulnerability and economic justice metrics, and practical attributes such as the distance from the ignition to the nearest road.

In addition to aiding on-the-ground firefighters and managers, the database could also help power companies evaluate short-term risk when deciding whether to implement a public safety power shutoff or land management agencies determine whether to reduce access to public lands or restrict campfires during certain times of year, Fleishman said.

"There seem to be a lot of policies that are guided to some extent by intuition or emotions rather than by a large body of evidence," she said. "These data present one way to increase the objective evidence to consider when making those decisions."

The team, including Fleishman, and led by Yavar Pourmohamad, a doctoral student at Boise State University, and Mojtaba Sadegh, an associate professor at Boise State, added nearly 270 additional attributes. The database now includes information on 2.3 million fires in the United States from 1992 to 2020.




"This provides a considerably deeper understanding of the individual and compounded impact of these attributes on wildfire ignitions and size," Pourmohamad said. "It also identifies the unequal effects of wildfires on distinct human populations and ecosystems, which can, in turn, inform efforts to reduce inequities."

Information from the database can also be incorporated into artificial intelligence and machine learning models that explain drivers of past fires or project likelihoods or effects of future fires, said Fleishman, who is affiliated with OSU's College of Earth, Ocean, and Atmospheric Sciences and also directs the Oregon Climate Change Research Institute.

"It's amazing what you can infer when you have the computational capacity and this much information," she said. "You can ask a lot of questions that inform different actions in different places and to understand what is associated with wildfire ignitions and fire effects."

A paper outlining the database was recently published in the journal Earth System Science Data.

Other co-authors of the paper are Eric Henderson and Sawyer Ball of Boise State; John Abatzoglou, University of California, Merced; Erin Belval, Karen Short, Matthew Reeves and Julia Olszewski, USDA Forest Service Rocky Mountain Research Station; Nicholas Nauslar, National Weather Service Storm Prediction Center; Philip Higuera, University of Montana; Amir AghaKouchak, University of California, Irvine; and Jeffrey Prestemon, USDA Forest Service Southern Research Station.

The research was supported by the Joint Fire Science Program, a program of the U.S. Forest Service and U.S. Department of the Interior.
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Astrophysicists uncover supermassive blackhole/dark matter connection in solving the 'final parsec problem' | ScienceDaily
Researchers have found a link between some of the largest and smallest objects in the cosmos: supermassive black holes and dark matter particles.


						
Their new calculations reveal that pairs of supermassive black holes (SMBHs) can merge into a single larger black hole because of previously overlooked behaviour of dark matter particles, proposing a solution to the longstanding "final parsec problem" in astronomy.

The research is described in Self-interacting dark matter solves the final parsec problem of supermassive black hole mergers published this month in the journal Physical Review Letters.

In 2023, astrophysicists announced the detection of a "hum" of gravitational waves permeating the universe. They hypothesized that this background signal emanated from millions of merging pairs of SMBHs each billions of times more massive than our Sun.

However, theoretical simulations showed that as pairs of these mammoth celestial objects spiral closer together, their approach stalls when they are roughly a parsec apart -- a distance of about three light years -- thereby preventing a merger.

Not only did this "final parsec problem" conflict with the theory that merging SMBHs were the source of the gravitational wave background, it was also at odds with the theory that SMBHs grow from the merger of less massive black holes.

"We show that including the previously overlooked effect of dark matter can help supermassive black holes overcome this final parsec of separation and coalesce," says paper co-author Gonzalo Alonso-Alvarez, a postdoctoral fellow in the Department of Physics at the University of Toronto and the Department of Physics and Trottier Space Institute at McGill University. "Our calculations explain how that can occur, in contrast to what was previously thought."

The paper's co-authors include Professor James Cline from McGill University and the CERN Theoretical Physics Department in Switzerland and Caitlyn Dewar, a master of science student in physics at McGill.




SMBHs are thought to lie in the centres of most galaxies and when two galaxies collide, the SMBHs fall into orbit around each other. As they revolve around each other, the gravitational pull of nearby stars tugs at them and slows them down. As a result, the SMBHs spiral inward toward a merger.

Previous merger models showed that when the SMBHs approached to within roughly a parsec, they begin to interact with the dark matter cloud or halo in which they are embedded. They indicated that the gravity of the spiraling SMBHs throws dark matter particles clear of the system and the resulting sparsity of dark matter means that energy is not drawn from the pair and their mutual orbits no longer shrink.

While those models dismissed the impact of dark matter on the SMBH's orbits, the new model from Alonso-Alvarez and his colleagues reveals that dark matter particles interact with each other in such a way that they are not dispersed. The density of the dark matter halo remains high enough that interactions between the particles and the SMBHs continue to degrade the SMBH's orbits, clearing a path to a merger.

"The possibility that dark matter particles interact with each other is an assumption that we made, an extra ingredient that not all dark matter models contain," says Alonso-Alvarez. "Our argument is that only models with that ingredient can solve the final parsec problem."

The background hum generated by these colossal cosmic collisions is made up of gravitational waves of much longer wavelength than those first detected in 2015 by astrophysicists operating the Laser Interferometer Gravitational-Wave Observatory (LIGO). Those gravitational waves were generated by the merger of two black holes, both some 30 times the mass of the Sun.

The background hum has been detected in recent years by scientists operating the Pulsar Timing Array. The array reveals gravitational waves by measuring minute variations in signals from pulsars, rapidly rotating neutron stars that emit strong radio pulses.




"A prediction of our proposal is that the spectrum of gravitational waves observed by pulsar timing arrays should be softened at low frequencies," says Cline. "The current data already hint at this behavior, and new data may be able to confirm it in the next few years."

In addition to providing insight into SBMH mergers and the gravitational wave background signal, the new result also provides a window into the nature of dark matter.

"Our work is a new way to help us understand the particle nature of dark matter," says Alonso-Alvarez. "We found that the evolution of black hole orbits is very sensitive to the microphysics of dark matter and that means we can use observations of supermassive black hole mergers to better understand these particles."

For example, the researchers found that the interactions between dark matter particles they modeled also explains the shapes of galactic dark matter halos.

"We found that the final parsec problem can only be solved if dark matter particles interact at a rate that can alter the distribution of dark matter on galactic scales," says Alonso-Alvarez. "This was unexpected since the physical scales at which the processes occur are three or more orders of magnitude apart. That's exciting."
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Converting captured carbon to fuel: Study assesses what's practical and what's not | ScienceDaily
The struggle to cut emissions is real.


						
Last year, the world emitted more than 37 billion metric tons of carbon dioxide, setting a new record high. As a result, sucking CO2 out of the atmosphere has become an increasingly popular idea. Governments worldwide are banking on this technology, called direct air capture, to help them achieve climate goals and avoid the worst consequences of climate change.

But despite more than a dozen direct air capture facilities being up and running around the globe already, the technology still faces major technological hurdles -- including its own high energy use.

In a study published May 1 in the journal ACS Energy Letters, researchers at the University of Colorado Boulder and collaborators revealed that a popular approach many engineers are exploring to reduce those energy costs would, in reality, fail. The team, including scientists at the National Renewable Energy Laboratory in Golden, Colorado and Delft University of Technology in the Netherlands, also proposed an alternative, more sustainable design for capturing CO2 and converting it to fuels.

"Ideally, we want to take CO2 out of the air and keep it out of the air," said first author Hussain Almajed, a Ph.D. student in the Department of Chemical and Biological Engineering. "However, some of this CO2 can be recycled into useful carbon-containing products, which is why researchers have proposed different ideas of how we can achieve that. Some of these ideas look very simple and elegant on paper, but researchers rarely check whether they are practical and economical in industrial settings."

Trapping the gas

One of the most common direct air capture approaches is to use air contactors, essentially huge fans that pull air into a chamber filled with a basic liquid. CO2 is acidic, so it naturally binds to and reacts with the solution to form harmless carbonate (the main ingredient in concrete) or bicarbonate (the ingredient in baking soda).




Stratos, one of the world's largest direct air capture facilities under construction in Texas, uses this approach.

Once CO2 is trapped in the carbonate or bicarbonate solutions, engineers must separate it out from the liquid so the liquid can return to the chamber to capture more CO2.

Meanwhile, the captured carbon can be converted into things like plastics, carbonated drinks and even -- with further processing -- fuel to power homes and potentially airplanes.

But there is a catch. To release the trapped CO2, companies need to heat the carbonate and bicarbonate solution to at least 900?C (1,652deg F), a temperature solar and wind energy is unable to achieve. This step is usually powered by burning fossil-based fuels like natural gas or pure methane.

"If we have to release CO2 in order to capture CO2, it defeats the whole purpose of carbon capture," said Wilson Smith, a professor in the Department of Chemical and Biological Engineering and a fellow of the Renewable and Sustainable Energy Institute at CU Boulder.

Close the loop

Researchers are actively looking for answers. One idea, commonly known as reactive capture, is to apply electricity to the carbonate and bicarbonate solutions, zapping the CO2 and basic liquid apart in the chamber. In theory, the recycled liquid can then capture more CO2, forming a closed-loop system.




"Reactive capture is now the buzzword in the field, and researchers proposed that it could help save energy and costs associated with carbon capture. But no one really assessed whether that's realistic under industrial conditions," Almajed said.

To do that, the team calculated the mass and energy outputs of the reactive capture units, based on given inputs, to understand how well the overall system would perform. They found that in an industrial setting, electricity would not be able to regenerate the basic liquid to re-capture more CO2 from the air.

In fact, after five cycles of carbon capture and regeneration, the basic liquid could barely pull any CO2 out of the air.

The team also suggested a tweak to the reactive capture process by adding a step called electrodialysis. The process splits additional water into acidic and basic ions, helping to maintain the basic liquid's ability to absorb more CO2. Electrodialysis can run on renewable electricity, making it a potentially sustainable way to turn captured CO2 into useful products.

More importantly, electrodialysis can release CO2 gas, which engineers can use to strengthen concrete.

"To me, turning CO2 into rocks has to be one of the leading solutions to keep it out of the air over long periods of time," Smith said. Concrete production is energy-intensive and responsible for 8% of global carbon emissions.

"This is solving multiple problems with one technology," he said.

The root of the problem

According to the Intergovernmental Panel on Climate Change (IPCC), a team of scientists convened by the United Nations, carbon dioxide removal "is required to achieve global and national targets of net zero CO2 and greenhouse gas emissions."

Across the world, more than 20 direct air capture plants are in operation with 130 more currently under construction.

But Smith stresses that while carbon capture may have its place, cutting emissions is still the most critical step needed to avoid the worst outcomes of climate change.

"Imagining Earth as a bathtub, with the running water from the faucet being CO2. The bathtub is getting full and becoming unlivable. Now, we have two options. We can use a little cup to scoop out the water, cup by cup, or we can turn the faucet off," Smith said.

"Cutting emissions has to be the priority."
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Genetic diagnostics of ultra-rare diseases | ScienceDaily
The majority of rare diseases have a genetic cause. The underlying genetic alteration can be found more and more easily, for example by means of exome sequencing (ES), leading to a molecular genetic diagnosis. ES is an examination of all sections of our genetic material (DNA) that code for proteins. As part of a Germany-wide multicenter study, ES data was collected from 1,577 patients and systematically evaluated. This made it possible to diagnose a total of 499 patients, with 34 patients showing new, previously unknown genetic diseases. The study thus makes a significant contribution to the initial description of new diseases. In addition, software based on the use of artificial intelligence (AI) was used for the first time on a broad scale to support clinical diagnosis. The "GestaltMatcher" AI system can assist in the assessment of facial features with regard to the classification of congenital genetic syndromes. The results of the study, in which 16 university locations were involved, have now been published in the journal Nature Genetics.


						
Ultra-rare diseases require both multidisciplinary clinical expertise and comprehensive genetic diagnostics for optimal care. The three-year TRANSLATE NAMSE innovation fund project began at the end of 2017 with the aim of improving the care of those affected by means of modern diagnostic concepts. Researchers from 16 university hospitals analyzed the ES data of 1,577 patients, including 1,309 children, who presented to rare disease centers as part of TRANSLATE NAMSE. The aim of the project was to find the cause of the disease in as many patients as possible using innovative examination methods. A genetic cause of the rare disease was identified in 499 patients, 425 of whom were children. In total, the researchers found changes in 370 different genes. "We are particularly proud of the discovery of 34 new molecular diseases, which is a great example of knowledge-generating patient care at university hospitals," says Dr. Theresa Brunet, one of the lead authors from the Institute of Human Genetics at the Klinikum rechts der Isar of the Technical University of Munich.

What happens next with the unsolved cases?

"We will examine the affected patients for whom we have not yet been able to find a diagnosis as part of the model project Genome Sequencing, or MVGenomSeq for short," says Dr. Tobias Haack, Deputy Director of the Institute of Medical Genetics and Applied Genomics at the University Hospital of Tubingen. The MVGenomSeq builds on the success of the TRANSLATE NAMSE project and enables the analysis of clinical genomes at university hospitals throughout Germany. Unsolved cases can also be investigated in follow-up studies using new examination methods, such as long-read sequencing, which allows much longer DNA fragments to be analyzed. "Long-read sequencing enables us to find genetic changes that are difficult to detect and we assume that we will be able to make further diagnoses using this method," says Dr. Nadja Ehmke, Head of Genome Diagnostics at Charite's Institute of Medical Genetics and Human Genetics and one of the last authors.

As part of the TRANSLATE NAMSE project, standardized procedures for extended genetic diagnostics for suspected rare diseases were also established at the participating rare disease centers, based on interdisciplinary case conferences. These were incorporated into standard care after the project was completed. "The interdisciplinary case conferences play an important role for those affected. This enables a comprehensive clinical characterization, which is relevant for the phenotype-based evaluation of the genetic data. In addition, the detected variants can be discussed in an interdisciplinary context," says Dr. Magdalena Danyel, one of the first authors, who works as a specialist at the Institute of Medical Genetics and Human Genetics and a fellow of the Clinician Scientist Program of the Berlin Institute of Health (BIH) at Charite -- Universitatsmedizin.

Rare genetic diseases can sometimes be recognized by the face

The researchers also investigated whether the supplementary use of machine learning and artificial intelligence (AI) tools improves diagnostic effectiveness and efficiency. To this end, the "GestaltMatcher" software developed by researchers in Bonn, which uses computer-assisted facial analysis to support the person using it in the diagnosis of rare diseases, was tested on a broad scale for the first time. The study used the sequence and image data of 224 people who had also consented to the computer-assisted analysis of their facial images, and it was shown that the AI-supported technology provides a clinical benefit.

The GestaltMatcher AI can recognize abnormalities in the face and assign them to specific diseases. An important question when assessing genetic data is: Does the phenotype match the genotype? The AI can provide support here. "GestaltMatcher is like an expert opinion that we can provide to any medical professional in a matter of seconds. Early diagnosis is essential for those affected by rare diseases and their families. Supportive use of the software by pediatricians could already be useful in the case of abnormalities during the U7 screening at 21 to 24 months or U7a at 34 to 36 months," says corresponding author Prof. Peter Krawitz, Director of the Institute for Genomic Statistics and Bioinformatics (IGSB) at the University Hospital Bonn (UKB), where the GestaltMatcher AI is being developed. Prof. Krawitz is also a member of the Cluster of Excellence ImmunoSensation2  and in the Transdisciplinary Research Areas (TRA) "Modeling" and "Life & Health" at the University of Bonn. The software and app can be made available to all doctors through the non-profit organization Arbeitsgemeinschaft fur Gen-Diagnostik e.V. (AGD).

Participating institutions

In addition to the University Hospital Bonn (UKB) and the University of Bonn, the Charite-Universitatsmedizin Berlin, Klinikum rechts der Isar of the Technical University of Munich (TUM), University Hospital Dusseldorf, Ruhr University Bochum, University Hospital Dresden, University Hospital Essen, University Hospital Halle, University Hospital Hamburg Eppendorf, University Hospital Heidelberg, University Hospital Schleswig Holstein, LMU Hospital Munich, University Hospital RWTH Aachen, University Hospital Leipzig, University Hospital Tubingen and Stellenbosch University, Cape Town, South Africa were also involved
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Maximizing hydrogen peroxide formation during water electrolysis | ScienceDaily
When water is split electrolytically, the result is typically hydrogen -- and useless oxygen. Instead of oxygen, you can also produce hydrogen peroxide, which is required for many branches of industry. This, however, requires certain reaction conditions.


						
Due to its high availability, water is considered the most useful starting material for hydrogen production. Ideally, the conversion of water into hydrogen produces a second useful substance: hydrogen peroxide, which is required for many branches of industry, for example for the production of disinfectants. Special reaction conditions are required to obtain hydrogen peroxide from the splitting of water. It was known that the presence of carbonate is useful. But why this is the case was unclear. A team from Ruhr University Bochum, Germany, has now elucidated the mechanism behind this.

The group led by Dr. Lejing Li, Dr. Carla Santana Santos and Professor Wolfgang Schuhmann from the Center for Electrochemistry at Ruhr University Bochum describes the results in the journal Angewandte Chemie International Edition from 24 June 2024.

Killing two birds with one stone

"Hydrogen peroxide is a valuable chemical that has to be produced using complex processes that are not always harmless to the environment, says Wolfgang Schuhmann. It would be useful if the substance could be obtained in large quantities from the electrolytic splitting of water, which also produces the energy carrier hydrogen. "However, this is thermodynamically complicated," explains Lejing Li. This is because the production of oxygen is, so to speak, energetically simpler.

However, if a carbonate buffer is added to the solution, the situation changes. This is carbonic acid (H2CO3), which can release a proton (H+), resulting in hydrogen carbonate (HCO3-), which can react further to form carbon dioxide (CO2). Such buffers help to keep the pH value of solutions stable. However, the conditions in the reaction solution are not identical everywhere.

The conversion of water to hydrogen and oxygen takes place at the surfaces of two electrodes, between which a voltage is applied. When negatively charged electrons are transferred, positively charged protons are released at the same time. The protons change the pH value in the immediate vicinity of the electrode, while the pH value remains stable further away in the solution.

Local pH value measurements

Using a method they developed themselves, the Bochum team determined the pH value in the immediate vicinity of the electrode under different reaction conditions and showed that hydrogen peroxide is preferentially produced when there is a lot of hydrogen carbonate in the vicinity of the electrode. Under these conditions, an intermediate reaction product is formed that prevents the formation of unwanted oxygen.

"These results initially sound like abstract basic research," admits Lejing Li. "But the production of hydrogen and hydrogen peroxide is extremely important. Only if we understand the processes precisely we can make them better."
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Foldable pouch actuator improves finger extension in soft rehabilitation gloves | ScienceDaily
Soft rehabilitation gloves have become popular tools for helping patients with hand function-related disabilities recover finger movement. These gloves often use soft pneumatic actuators that employ air pressure to generate movements. Despite significant design improvements in recent years, many available soft actuators have drawbacks in achieving bidirectional motion typical of finger joints -- such soft actuators facilitate finger bending (or flexion) but not finger straightening (or extension).


						
A group of biomedical researchers from Chiba University successfully overcame this design limitation by developing a novel foldable pouch actuator (FPA) that seamlessly integrated with existing soft actuators in the rehabilitation gloves. Professor Wenwei Yu from the Center for Frontier Medical Engineering, Chiba University, Japan, led the research group that accomplished this feat. The research group also included Dr. Shota Kokubu and Mr. Pablo E. Tortos Vinocour from the Graduate School of Science and Engineering, Chiba University, Japan. They published their findings in IEEE Accesson 30 April 2024.

When asked about the motivation for the study, Prof. Yu explains, "Despite having partial hand function, many older people with hand function-related disabilities whom I've come across require the full attention of the healthcare staff. I wondered if an efficient and safe assistive device could bolster their hand function for daily activities, thus helping them enjoy their life better. Imagine their joy in eating their meals using their hands to manipulate spoons or chopsticks!" The FPA has indeed brought the world one step closer to this reality.

The FPA is the first-ever joint-modular bi-directional soft actuator, thanks to the efforts of Prof. Yu and his research group. It comprises a single sheet flat, foldable structure that expands only when it is pressurized, thus generating the requisite force for finger extension.Notably, the FPA facilitates finger extension in the soft rehabilitation gloves without compromising the existing functionality offered by the other soft actuators, such as finger flexion realized by fiber-reinforced elastomer-based actuators. They confirmed their findings through tests on a synthetic finger model. Results from the model showed that the integrated soft actuator could produce sufficient torque (force) for the required finger movements, including a joint bending torque of 0.17 Newton meters (Nm) and an estimated straightening torque of 0.12 Nm.

The improved design of the soft rehabilitation glove could have far-reaching clinical applications. Prof. Yu mentions a few potential applications of the upgraded soft rehabilitation gloves, all thanks to the inclusion of the FPA, "High-performance modular soft actuators could help hand function restoration in both telerehabilitation and care facility scenarios." He adds, "The new soft actuator has the potential to be used not only for helping rehabilitation but also for assisting daily living activity as assistive devices. Due to its inherent safety, high functionality, and wearability, such assistive devices may play a major role in our aging society."

Prof. Yu also suggested that future soft rehabilitation glove designs could benefit from enhancing manufacturing precision and controlling systems for supporting joint-specific rehabilitation.
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Are AI-chatbots suitable for hospitals? | ScienceDaily
Large language models may pass medical exams with flying colors but using them for diagnoses would currently be grossly negligent. Medical chatbots make hasty diagnoses, do not adhere to guidelines, and would put patients' lives at risk. This is the conclusion reached by a team from the Technical University of Munich (TUM). For the first time, the team has systematically investigated whether this form of artificial intelligence (AI) would be suitable for everyday clinical practice. Despite the current shortcomings, the researchers see potential in the technology. They have published a method that can be used to test the reliability of future medical chatbots.


						
Large language models are computer programs trained with massive amounts of text. Specially trained variants of the technology behind ChatGPT now even solve final exams from medical studies almost flawlessly. But would such an AI be able to take over the tasks of doctors in an emergency room? Could it order the appropriate tests, make the right diagnosis, and create a treatment plan based on the patient's symptoms?

An interdisciplinary team led by Daniel Ruckert, Professor of Artificial Intelligence in Healthcare and Medicine at TUM, addressed this question in the journal Nature Medicine. For the first time, doctors and AI experts systematically investigated how successful different variants of the open-source large language model Llama 2 are in making diagnoses

Reenacting the path from emergency room to treatment

To test the capabilities of these complex algorithms, the researchers used anonymized patient data from a clinic in the USA. They selected 2400 cases from a larger data set. All patients had come to the emergency room with abdominal pain. Each case description ended with one of four diagnoses and a treatment plan. All the data recorded for the diagnosis was available for the cases -- from the medical history and blood values to the imaging data.

"We prepared the data in such a way that the algorithms were able to simulate the real procedures and decision-making processes in the hospital," explains Friederike Jungmann, assistant physician in the radiology department at TUM's Klinikum rechts der Isar and lead author of the study together with computer scientist Paul Hager. "The program only had the information that the real doctors had. For example, it had to decide for itself whether to order a blood count and then use this information to make the next decision -- until it finally created a diagnosis and a treatment plan."

The team found that none of the large language models consistently requested all the necessary examinations. In fact, the programs' diagnoses became less accurate the more information they had about the case. They often did not follow treatment guidelines, sometimes ordering examinations that would have had serious health consequences for real patients.




Direct comparison with doctors

In the second part of the study, the researchers compared AI diagnoses for a subset of the data with diagnoses from four doctors. While the latter were correct in 89 percent of the diagnoses, the best large language model achieved just 73 percent. Each model recognized some diseases better than others. In one extreme case, a model correctly diagnosed gallbladder inflammation in only 13 percent of cases.

Another problem that disqualifies the programs for everyday use is a lack of robustness: the diagnosis made by a large language model depended, among other things, on the order in which it received the information. Linguistic subtleties also influenced the result -- for example, whether the program was asked for a 'Main Diagnosis,' a 'Primary Diagnosis,' or a 'Final Diagnosis.' In everyday clinical practice, these terms are usually interchangeable.

ChatGPT not tested

The team explicitly did not test the commercial large language models from OpenAI (ChatGPT) and Google for two main reasons. Firstly, the provider of the hospital data has prohibited the data from being processed with these models for data protection reasons. Secondly, experts strongly advise that only open-source software should be used for applications in the healthcare sector. "Only with open-source models do hospitals have sufficient control and knowledge to ensure patient safety. When we test models, it is essential to know what data was used to train them. Otherwise, we might test them with the exact same questions and answers they were trained on. Companies of course keep their training data very secret, making fair evaluations hard," says Paul Hager. "Furthermore, basing key medical infrastructure on external services which update and change models as they wish is dangerous. In the worst-case scenario, a service on which hundreds of clinics depend could be shut down because it is not profitable."

Rapid progress

Developments in this technology are advancing rapidly. "It is quite possible that in the foreseeable future a large language model will be better suited to arriving at a diagnosis from medical history and test results," says Prof. Daniel Ruckert. "We have therefore released our test environment for all research groups that want to test large language models in a clinical context." Ruckert sees potential in the technology: "In the future, large language models could become important tools for doctors, for example for discussing a case. However, we must always be aware of the limitations and peculiarities of this technology and consider these when creating applications,' says the medical AI expert."
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Switching from gas to electric stoves cuts indoor air pollution | ScienceDaily
Switching from a gas stove to an electric induction stove can reduce indoor nitrogen dioxide air pollution, a known health hazard, by more than 50 percent according to new research led by scientists at Columbia University Mailman School of Public Health. The findings appear in the journal Energy Research & Social Science.


						
The study was carried out as part of a pilot project titled "Out of Gas, In with Justice" led by Northern Manhattan-based nonprofit WE ACT for Environmental Justice. The pilot is the first to evaluate the feasibility and benefits of transitioning from gas to induction stoves in affordable housing. The study is the first to evaluate the effects of residential cooking electrification in a public housing setting in the U.S.

The study comes as New York City passed a law in 2023 that will ban gas-powered heaters, cooking stoves, and water boilers in all new buildings to meet climate goals. Similarly, in 2022, California adopted an electric-friendly statewide building code requiring buildings to be "all-electric ready." Gas stoves are used in about 38 percent of U.S. homes but their prevalence varies significantly by state, reaching 62 percent in New York.

Twenty low-income households in a public housing building in the Bronx were recruited and randomized to have their gas stove replaced with an induction stove or serve as a control group. Between October 2021 and July 2022, homes were monitored continuously over three seven-day periods to assess indoor air quality (NO2, CO, PM2.5) and stove use before and after the intervention. The impact of cooking on indoor air quality was also evaluated during controlled cooking tests. Participants were invited to take part in a focus group.

Researchers found a 56 percent reduction in average daily NO2 concentrations in the induction stove group compared to the control group using gas stoves. During controlled cooking tests, the median background NO2 concentration (18 ppb) in gas homes rose to 197 ppb and negligibly changed in induction homes. No significant changes were seen with CO and PM2.5. During focus group discussions, participants using the new stoves unanimously reported being pleased with the transition. None of the participants opted to switch back to gas cooking despite having the option to do so at zero cost.

Participants were extremely satisfied with their new induction stoves, citing features like their ability to heat faster while maintaining a cool cooking surface. They said induction stoves improved their quality of life by reducing their anxiety about fires due to gas leaks.

Short-term exposure to NO2 is associated with aggravation of respiratory diseases, hospital admissions, emergency room visits, and premature mortality. Premature mortality is also associated with long-term exposure to NO2 along with asthma onset.




"These results suggest that decarbonization energy transitions can improve health by reducing indoor nitrogen dioxide while also addressing the holistic health ramifications of energy use in low-income populations," said first author Misbath Daouda, PhD '23, assistant professor of Environmental Health Sciences at the University of California Berkley who began the study as a doctoral student at Columbia Mailman School.

While the study did not measure the climate benefits of the intervention, there is ample research on the negative effects of gas stoves. Residential gas use accounts for 15 percent of the country's gas consumption. Gas is composed primarily of methane, a greenhouse gas with more than 80 times the global warming potential of CO2 over a 20-year timeframe.

"A green energy transition should prioritize electric stoves, which both reduce greenhouse gas emissions and improve the health of vulnerable populations," says senior author Darby Jack, PhD, professor of environmental health sciences.

Children living in poor New York City neighborhoods are three times more likely to be hospitalized for asthma than children who live in wealthy neighborhoods. African American youths with asthma experience four times more emergency department visits, three times the hospitalization rate, and nearly eight times the death rate than their white counterparts.

"People of color and low-income individuals are more likely to live in smaller, older apartments that have poor ventilation, ineffective or broken range hoods and dated appliances that leak more gas. It is crucial for environmental justice that they are not left behind in this transition," says study co-author, Annie Carforo, MUP, Climate Justice Campaigns Manager, WE ACT.

Study co-authors include Diana Hernandez at Columbia Mailman; Andrew Hallward-Driemeier, Steve Chillrud, and Roisin Commane at Columbia's Lamont Doherty Earth Observatory; Annie Carforo, and Jennifer Ventrella at WE ACT; Michael Johnson and Heather Miller at Berkeley Air Monitoring Group; Yu Ann Tan at RMI, Carbon-Free Buildings; Jessica Tryner at Access Sensor Technologies and Michelle Feliciano at the Association for Affordability, Inc.

The study was partially funded by the Climate Imperative Foundation and the Summit Foundation.
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Organs on demand? Scientists print voxel building blocks | ScienceDaily
A research team at the University of Virginia School of Engineering and Applied Science has developed what it believes could be the template for the first building blocks for human-compatible organs printed on demand.


						
Liheng Cai, an assistant professor of materials science and engineering and chemical engineering, and his Ph.D. student, Jinchang Zhu, have made biomaterials with controlled mechanical properties matching those of various human tissues.

"That's a big leap compared to existing bioprinting technologies," Zhu said.

They published the results July 13 in Nature Communications.

Their unique bioprinting method is called digital assembly of spherical particles. The DASP technique deposits particles of biomaterial in a supporting matrix, both of which are water-based, to build 3D structures that provide a suitable environment for the cells to grow. The assembly process is how "voxels," the 3D version of pixels, construct 3D objects.

"Our new hydrogel particles represent the first functional voxel we have ever made," Zhu said. "With precise control over mechanical properties, this voxel may serve as one of the basic building blocks for our future printing constructs.

"For example, with this level of control, we could print organoids, which are 3D cell-based models that function as human tissue, to study disease progression in the search for cures."

Sturdy and Cell-Friendly




The particles are polymer hydrogels engineered to mimic human tissue by tweaking the arrangement and chemical bonds of single-molecule monomers, which link together in chains to form networks.

Encapsuled within the particles are actual human cells.

Compared to other hydrogel bio-inks, Cai and Zhu's are less toxic and more biocompatible for cells, they said. Their "double network" hydrogels -- formed from two intertwined molecular networks -- are mechanically strong, but highly tunable for mimicking the physical characteristics of human tissue.

Cai and Zhu first described their DASP technology in 2021 in Advanced Functional Materials. That work proved the concept of using biomaterial voxels as building blocks and, through lab experiments, demonstrated a DASP-printed material that functioned like a pancreas with glucose-stimulated insulin release.

But DASP 1.0 could only print brittle hydrogels with limited tunability. In their latest paper in Nature Communications, Cai and Zhu present DASP 2.0, which introduces the double-network hydrogel bio-inks formed using a "click chemistry" to rapidly cross-link, or bond, the molecular structures.

The Right Printer for the Job

Part of what enabled this advancement was improvements to the team's bioprinter. They designed a multichannel nozzle to mix the hydrogel components on demand. Premixing isn't possible because the cross-linking occurs so fast, going from liquid droplets to an elastic water-swollen gel within 60 seconds.




In previous studies, the team determined that drop formation and rapid detachment from the nozzle are essential to mimic the mechanical properties -- such as elasticity or stiffness -- of the target human tissue.

DASP achieves this by depositing large droplets from a narrow and fast-moving nozzle into the matrix, immediately suspending them.

"Precise manipulation of viscoelastic voxels represents both a fundamental and technological challenge in soft matter science and 3D bioprinting," Cai said in 2022, when they published their second paper on DASP.

"We've now laid the foundation for voxelated bioprinting," he said. "When fully realized, DASP's applications will include artificial organ transplant, disease and tissue modeling, and screening candidates for new drugs. And it probably won't stop there."

Funding for this research was provided by the National Science Foundation, the UVA LaunchPad for Diabetes, the UVA Coulter Center for Translational Research, Juvenile Diabetes Research Foundation, Virginia's Commonwealth Health Research Board and the UVA Center for Advanced Biomanufacturing.
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Aluminum scandium nitride films: Enabling next-gen ferroelectric memory devices | ScienceDaily
Imagine a thin film, just nanometers thick, that could store gigabytes of data -- enough for movies, video games, and videos. This is the exciting potential of ferroelectric materials for memory storage. These materials have a unique arrangement of ions, resulting in two distinct polarization states analogous to 0 and 1 in binary code, which can be used for digital memory storage. These states are stable, meaning they can 'remember' data without power, and can be switched efficiently by applying a small electric field. This property makes them extremely energy-efficient and capable of fast read and write speeds. However, some well-known ferroelectric materials, such as Pb(Zr,Ti)O3 (PZT) and SrBi2Ta2O9, degrade and lose their polarization when exposed to heat treatment with hydrogen during fabrication.


						
In a study published in the journal Applied Physics Letters, a research team led by Assistant Professor Kazuki Okamoto and Hiroshi Funakubo at Tokyo Institute of Technology (Tokyo Tech), in collaboration with Canon ANELVA Corporation and Japan Synchrotron Radiation Research Institute (JASRI), has shown that aluminum scandium nitride (AlScN) ferroelectric films remain stable and maintain their ferroelectric properties at temperatures up to 600degC.

"Our results attest to the high stability of the ferroelectricity of the films subjected to heat treatment in hydrogen-included atmosphere, regardless of the electrode material. This is a highly promising result for next-generation ferroelectric memory devices and offers more processing options," says Funakubo.

For ferroelectric materials to be compatible with high-temperature fabrication processesunder an H2-included atmosphere, they ideally should experience little to no degradation in their crystal structure and ferroelectric properties. Two crucial parameters in this regard are remnant polarization (Pr) and coercive field (Ec). Pr refers to the polarization retained after removing the electric field, while Ec is the electric field required to switch the material's polarization state. AlScN has a higher Pr (>100 mC/cm2) than PZT (30-50 mC/cm2). However, the impact of heat treatment under an H2-included atmosphere on its properties was unclear until now.

To investigate this, the researchers deposited (Al0.8Sc0.2)N film on a silicon substrate using sputtering at 400degC. The films were placed between two electrodes of platinum (Pt) and titanium nitride (TiN). Electrodes play a crucial role in the material's stability. Pt encourages the incorporation of hydrogen gas into the film, while TiN acts as a barrier to H2 diffusion. So, evaluating its performance with different electrode materials is crucial.

The films underwent post-heat-treatment in a hydrogen and argon atmosphere for 30 minutes at temperatures ranging from 400 to 600 degC at 800 Torr. The researchers used X-ray diffraction (XRD) to examine changes in the crystal structure in the bulk and the film-electrode interface. Positive-up-negative-down (PUND) measurements were used to evaluate Pr and Ec. This technique involves applying positive and negative electric fields to the film and observing the resulting polarization response.

The films maintained a stable wurtzite-type crystal structure. Pr remained stable above 120 mC/cm2, regardless of the electrode or treatment atmosphere, a value five times larger than HfO2-based films and three times larger than that of PZT. Furthermore, Ec increased only slightly by about 9%. This increase was attributed to changes in the film's crystal lattice constant not due to the presence of hydrogen or the choice of electrode used. Notably, unlike other ferroelectric materials susceptible to hydrogen diffusion, the high bond energy between Al and N prevents hydrogen from penetrating the film.

"The results show that (Al0.8Sc0.2)N is much more resistant to degradation by post-heat treatment than conventional ferroelectric and HfO2-based ferroelectric films," says Funakubo. With a relatively stable crystal structure, a high Pr value, and a small change in Ec, (Al,Sc)N films are a promising candidate for next-generation ferroelectric memory devices.
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3D printing of light-activated hydrogel actuators | ScienceDaily
An international team of researchers has embedded gold nanorods in hydrogels that can be processed through 3D printing to create structures that contract when exposed to light -- and expand again when the light is removed. Because this expansion and contraction can be performed repeatedly, the 3D-printed structures can serve as remotely controlled actuators.


						
"We knew that you could 3D print hydrogels that would contract when heated," says Joe Tracy, co-corresponding author of a paper on the work and a professor of materials science and engineering at North Carolina State University. "And we knew that you could incorporate gold nanorods into hydrogels that would make them photoresponsive, meaning that they would contract in a reversible manner when exposed to light.

"We wanted to find a way to incorporate gold nanorods into hydrogels that would allow us to 3D print photoresponsive structures."

Hydrogels are polymer networks that contain water. Examples include everything from contact lenses to the absorbent material used in diapers. And, technically, the researchers didn't print a hydrogel with the 3D printer. Instead, they printed a solution that contains gold nanorods and all of the ingredients needed to create a hydrogel.

"And when this printed solution is exposed to light, the polymers in the solution form a cross-linked molecular structure," says Julian Thiele, co-corresponding author of the paper and chair of organic chemistry at Otto von Guericke University Magdeburg. "This turns the solution into a hydrogel, with the trapped gold nanorods distributed throughout the material."

Because the pre-hydrogel solution coming out of the 3D printer has a very low viscosity, you can't print the solution onto a regular substrate -- or you'd have a puddle instead of a 3D structure.

To solve this problem, the researchers printed the solution into a translucent slurry of gelatin microparticles in water. The printer nozzle is able to penetrate the gelatin slurry and print the solution into the desired shape. Because the gelatin is translucent, light can penetrate the matrix, converting the solution into a solid hydrogel. Once this is done, the entire thing is placed in warm water, melting away the gelatin and leaving behind the 3D hydrogel structure.




When these hydrogel structures are exposed to light, the embedded gold nanorods convert that light into heat. This causes the polymers in the hydrogel to contract, pushing water out of the hydrogel and shrinking the structure. However, when the light is removed, the polymers cool down and begin absorbing water again, which expands the hydrogel structure to its original dimensions.

"A lot of work has been done on hydrogels that contract when exposed to heat," says Melanie Ghelardini, first author of the paper and a former Ph.D. student at NC State. "We've now demonstrated that you can do the same thing when the hydrogel is exposed to light, while also having the capability to 3D print this material. That means applications that previously required direct application of heat could now be triggered remotely with illumination."

"Instead of applying conventional mold casting, 3D printing of hydrogel structures offers nearly unlimited freedom in design," says Thiele. "And it allows for preprogramming distinct motion during light-triggered contraction and expansion of our photoresponsive material."

This research was done with support from the National Science Foundation, under grant 1803785; the German Research Foundation (DFG) Research Training Schools 1865: Hydrogel-based microsystems and 2767, under project number 451785257; the Alexander von Humboldt Foundation; the Dresden Center for Intelligent Materials; and the European Union's Horizon 2020 research and innovation program, under grant 852065.
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Scientists use AI to predict a wildfire's next move | ScienceDaily
Researchers at USC have developed a new method to accurately predict wildfire spread. By combining satellite imagery and artificial intelligence, their model offers a potential breakthrough in wildfire management and emergency response.


						
Detailed in an early study proof published in Artificial Intelligence for the Earth Systems, the USC model uses satellite data to track a wildfire's progression in real time, then feeds this information into a sophisticated computer algorithm that can accurately forecast the fire's likely path, intensity and growth rate.

The study comes as California and much of the western United States continues to grapple with an increasingly severe wildfire season. Multiple blazes, fueled by a dangerous combination of wind, drought and extreme heat, are raging across the state. Among them, the Lake Fire, the largest wildfire in the state this year, has already scorched over 38,000 acres in Santa Barbara County.

"This model represents an important step forward in our ability to combat wildfires," said Bryan Shaddy, a doctoral student in the Department of Aerospace and Mechanical Engineering at the USC Viterbi School of Engineering and the study's corresponding author. "By offering more precise and timely data, our tool strengthens the efforts of firefighters and evacuation teams battling wildfires on the front lines."

Reverse-engineering wildfire behavior with AI

The researchers began by gathering historical wildfire data from high-resolution satellite images. By carefully studying the behavior of past wildfires, the researchers were able to track how each fire started, spread and was eventually contained. Their comprehensive analysis revealed patterns influenced by different factors like weather, fuel (for example, trees, brush, etc.) and terrain.

They then trained a generative AI-powered computer model known as a conditional Wasserstein Generative Adversarial Network, or cWGAN, to simulate how these factors influence how wildfires evolve over time. They taught the model to recognize patterns in the satellite images that match up with how wildfires spread in their model.




They then tested the cWGAN model on real wildfires that occurred in California between 2020 and 2022 to see how well it predicted where the fire would spread.

"By studying how past fires behaved, we can create a model that anticipates how future fires might spread," said Assad Oberai, Hughes Professor and Professor of Aerospace and Mechanical Engineering at USC Viterbi and co-author of the study.

Using AI to predict wildfires: Impressive model

Oberai and Shaddy were impressed that the cWGAN, initially trained on simple simulated data under ideal conditions like flat terrain and unidirectional wind, performed well in its tests on real California wildfires. They attribute this success to the fact that the cWGAN was used in conjunction with actual wildfire data from satellite imagery, rather than on its own.

Oberai, whose research focuses on developing computer models to understand the underlying physics of various phenomena, has modeled everything from turbulent airflow over aircraft wings to infectious disease and how cells multiply within tumors and interact with their surroundings. Of everything he has modeled, Oberai notes that wildfires are among the most challenging.

"Wildfires involve intricate processes: Fuel like grass, shrubs or trees ignites, leading to complex chemical reactions that generate heat and wind currents. Factors such as topography and weather also influence fire behavior -- fires don't spread much in moist conditions but can move rapidly in dry conditions," he said. "These are highly complex, chaotic and nonlinear processes. To model them accurately, you need to account for all these different factors. You need advanced computing."

Additional co-authors include undergraduate student Valentina Calaza of the Department of Aerospace and Mechanical Engineering at USC Viterbi; Deep Ray of the University of Maryland, College Park (formerly a postdoctoral student at USC Viterbi); Angel Farguell and Adam Kochanski of San Jose State University; Jan Mandel of the University of Colorado, Denver; James Haley and Kyle Hilburn of Colorado State University, Fort Collins; and Derek Mallia of the University of Utah.

The research was funded by the Army Research Office, NASA and the Viterbi CURVE program.
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Virtual reality training for physicians aims to heal disparities in Black maternal health care | ScienceDaily
During a checkup with her obstetrician, Marilyn Hayes tells him about overwhelming exhaustion and possible symptoms of postpartum depression, such as feeling unsafe. Hayes, a Black woman, grows increasingly frustrated as her white, male physician, Dr. Richard Flynn, dismisses her symptoms and ignores her wishes when she refuses medication. Hayes becomes visibly uncomfortable when Flynn touches her without permission and makes comments steeped in Black stereotypes, such as assuming that she's unmarried and the baby's father is uninvolved with her and their infant.


						
While Hayes and Flynn are fictional characters depicted in a virtual reality video, Hayes' experiences are similar to those of many Black women and women of color when they interact with clinicians and their staff members, studies have found. Hayes' checkup with Flynn is the first in a series of three virtual reality training modules being developed to heighten physicians' awareness of implicit bias in patient care and cultural competency skills.

"Ultimately, this virtual reality training system could become a viable tool for practicing communication with diverse patients across different types of health care professions," said Charee Thompson, a professor of communication at the University of Illinois Urbana-Champaign who studies physician-patient communication and is one of the team members developing the virtual reality training series.

"There's no reason why nurses couldn't also use this across different health care contexts -- not just for Black maternal health, but chronic pain, diabetes or some of these other health issues in which we know that there are disparities based on markers of difference such as race or class," she said.

Thompson is the first author of a study about the project, published in Health Communication. She and her co-authors Mardia Bishop, a professor in the same department at the U. of I.; and obstetricians and gynecologists Dr. Tiffani Dillard of Carle Foundation Hospital in Urbana, Illinois; and Dr. Joseph Maurice of Creighton University School of Medicine in Omaha, Nebraska, are leading the team that is developing the modules.

The first module, which focuses on Black maternal health care, was tested in a pilot study with 30 medical students and resident physicians. Prior to and after viewing Hayes' and Flynn's interaction, the study participants completed a survey that taps into physicians' beliefs about the value of eliciting patients' opinions about the cause of their illnesses and how it affects their lives, and whether physicians can provide excellent health care without asking patients for their perspectives.

"We know that disparities in Black maternal health affect or are connected to disparities for Black infants, including preterm birth and low birth weights," Thompson said. "And so, for me, this is one of the most urgent needs when it comes to the health of women and children."

In Flynn's interactions with Hayes, students saw how bias and Black stereotypes affect his communication, such as when he leaps to the conclusion that Hayes feels unsafe because her husband is violent, rather than recognizing it is a symptom of depression, Bishop said.




"The video depicts the doctor going through the entire postpartum checkup, asking questions about breastfeeding, the incision and healing. Throughout the video, the viewer can see where the provider is behaving or communicating with implicit bias and the effect this has on the patient," Bishop said. "Sometimes it can be difficult to recognize bias or realize that what one is saying or doing demonstrates bias. This video shows the many ways that implicit bias can enter a discussion with a patient."

According to the post-training survey, participants' awareness of implicit bias, their attitudes toward culturally competent communication and their confidence in their individual communication efficacy significantly increased after the training, Thompson said.

Two open-ended questions on the survey asked participants how they would provide more empathic, individualized care for Black postpartum women. The participants responded that they were committed to building rapport with patients by prioritizing their concerns and feelings, allowing patients greater opportunities to express themselves and engaging in shared decision-making. Participants said they would listen more attentively, be more aware of their own body language, display compassion and empathy, and pay attention to patients' verbal and nonverbal cues.

The second virtual reality training module -- which is still under development, along with a third module -- promotes self-reflection by helping medical students identify their own biases and learn how to mitigate them, Thompson said. In the third module, students will practice their intercultural communication skills through interactions with a virtual patient.

While the cost of the first module was $40,000, Maurice said that for universities and medical schools, virtual reality training is a cost-effective option because it eliminates the need to recruit people for role playing with medical students. "It's a lot cheaper to produce one video and show it 100 times, as opposed to hiring 100 people to role play with the students," he said.

Creighton University awarded Maurice a $100,000 grant to implement the training at its campus in Phoenix. The grant will expand the sample population of medical students for the research to about 300 people, he said.




The Carle Illinois College of Medicine Health Maker Lab also provided funding for the project, as did the Jump ARCHES endowment through the U. of I.'s Health Care Engineering Systems Center.

Thenkurussi Kesavadas, then-founder-director of the Health Care Engineering Systems Center at the U. of I., co-wrote the paper. He is currently the vice president for research and economic development at the State University of New York at Albany.

Other co-authors included U. of I. alumni Manuel D. Pulido, a professor of communication studies at California State University, Long Beach; Corey Zeinstra, a software engineer in immersive technologies at Boeing; and M.J. Salas, a graduate student at Rutgers University.

U. of I. graduate students Deja D. Rollins, Emily A. Mendelson, Jia Yan, Emily R. Gerlikovski and Sarah V. Benevento also co-wrote the study.
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Life signs could survive near surfaces of Enceladus and Europa | ScienceDaily
Europa, a moon of Jupiter, and Enceladus, a moon of Saturn, have evidence of oceans beneath their ice crusts. A NASA experiment suggests that if these oceans support life, signatures of that life in the form of organic molecules (e.g. amino acids, nucleic acids, etc.) could survive just under the surface ice despite the harsh radiation on these worlds. If robotic landers are sent to these moons to look for life signs, they would not have to dig very deep to find amino acids that have survived being altered or destroyed by radiation.


						
"Based on our experiments, the 'safe' sampling depth for amino acids on Europa is almost 8 inches (around 20 centimeters) at high latitudes of the trailing hemisphere (hemisphere opposite to the direction of Europa's motion around Jupiter) in the area where the surface hasn't been disturbed much by meteorite impacts," said Alexander Pavlov of NASA's Goddard Space Flight Center in Greenbelt, Maryland, lead author of a paper on the research published July 18 in Astrobiology. "Subsurface sampling is not required for the detection of amino acids on Enceladus -- these molecules will survive radiolysis (breakdown by radiation) at any location on the Enceladus surface less than a tenth of an inch (under a few millimeters) from the surface."

The frigid surfaces of these nearly airless moons are likely uninhabitable due to radiation from both high-speed particles trapped in their host planet's magnetic fields and powerful events in deep space, such as exploding stars. However, both have oceans under their icy surfaces that are heated by tides from the gravitational pull of the host planet and neighboring moons. These subsurface oceans could harbor life if they have other necessities, such as an energy supply as well as elements and compounds used in biological molecules.

The research team used amino acids in radiolysis experiments as possible representatives of biomolecules on icy moons. Amino acids can be created by life or by non-biological chemistry. However, finding certain kinds of amino acids on Europa or Enceladus would be a potential sign of life because they are used by terrestrial life as a component to build proteins. Proteins are essential to life as they are used to make enzymes which speed up or regulate chemical reactions and to make structures. Amino acids and other compounds from subsurface oceans could be brought to the surface by geyser activity or the slow churning motion of the ice crust.

To evaluate the survival of amino acids on these worlds, the team mixed samples of amino acids with ice chilled to about minus 321 Fahrenheit (-196 Celsius) in sealed, airless vials and bombarded them with gamma-rays, a type of high-energy light, at various doses. Since the oceans might host microscopic life, they also tested the survival of amino acids in dead bacteria in ice. Finally, they tested samples of amino acids in ice mixed with silicate dust to consider the potential mixing of material from meteorites or the interior with surface ice.

The experiments provided pivotal data to determine the rates at which amino acids break down, called radiolysis constants. With these, the team used the age of the ice surface and the radiation environment at Europa and Enceladus to calculate the drilling depth and locations where 10 percent of the amino acids would survive radiolytic destruction.

Although experiments to test the survival of amino acids in ice have been done before, this is the first to use lower radiation doses that don't completely break apart the amino acids, since just altering or degrading them is enough to make it impossible to determine if they are potential signs of life. This is also the first experiment using Europa/Enceladus conditions to evaluate the survival of these compounds in microorganisms and the first to test the survival of amino acids mixed with dust.




The team found that amino acids degraded faster when mixed with dust but slower when coming from microorganisms.

"Slow rates of amino acid destruction in biological samples under Europa and Enceladus-like surface conditions bolster the case for future life-detection measurements by Europa and Enceladus lander missions," said Pavlov. "Our results indicate that the rates of potential organic biomolecules' degradation in silica-rich regions on both Europa and Enceladus are higher than in pure ice and, thus, possible future missions to Europa and Enceladus should be cautious in sampling silica-rich locations on both icy moons."

A potential explanation for why amino acids survived longer in bacteria involves the ways ionizing radiation changes molecules -- directly by breaking their chemical bonds or indirectly by creating reactive compounds nearby which then alter or break down the molecule of interest. It's possible that bacterial cellular material protected amino acids from the reactive compounds produced by the radiation.

The research was supported by NASA under award number 80GSFC21M0002, NASA's Planetary Science Division Internal Scientist Funding Program through the Fundamental Laboratory Research work package at Goddard, and NASA Astrobiology NfoLD award 80NSSC18K1140.
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Cracking the code of hydrogen embrittlement | ScienceDaily
When deciding what material to use for infrastructure projects, metals are often selected for their durability. However, if placed in a hydrogen-rich environment, like water, metals can become brittle and fail. Since the mid-19th century, this phenomenon, known as hydrogen embrittlement, has puzzled researchers with its unpredictable nature. Now, a study published in Science Advances brings us a step closer to predicting it with confidence.


						
The work is led by Dr. Mengying Liu from Washington and Lee University in collaboration with researchers at Texas A&M University. The team investigated formation of cracks in initially flawless, crack-free samples of a nickel-base alloy (Inconel 725), which is primarily known for its strength and corrosion resistance. There are currently several working hypotheses that attempt to explain hydrogen embrittlement. The results of this study show that one of the more well-known hypotheses -- hydrogen enhanced localized plasticity (HELP) -- is not applicable in the case of this alloy.

Plasticity, or irreversible deformation, is not uniform throughout a material, but is instead localized to certain points. HELP hypothesizes that cracks initiate at the points with the highest localized plasticity.

"As far as I know, ours is the first study that actually looks in real time to see where cracks initiate -- and isn't at locations of highest localized plasticity," said co-author Dr. Michael J. Demkowicz, a professor in the Department of Materials Science and Engineering at Texas A&M University and Liu's PhD advisor. "Our study tracks both the localized plasticity and the crack initiation locations in real time."

Tracking crack initiation in real time is crucial. When examining a sample after a crack has appeared, the hydrogen has already escaped from the material, making it impossible to understand the mechanism that led to the damage.

"Hydrogen easily escapes from metals, so you can't figure out what it does to embrittle a metal by examining specimens after they've been tested. You have to look while you're testing," said Demkowicz.

This study helps to lay the groundwork for better predictions of hydrogen embrittlement. In the future, hydrogen may replace fossil fuels as a clean energy source. If this change occurs, all of the infrastructure currently used to store and use fossil fuels would become susceptible to hydrogen embrittlement. Predicting embrittlement is crucial for preventing unexpected failures, making a future hydrogen economy possible.

The experiments for this study, as well as the preliminary data analysis, were conducted at Texas A&M, with Liu providing further data analysis and manuscript preparation at Washington and Lee. This paper is co-authored by Liu, Demkowicz and Texas A&M doctoral student Lai Jiang.
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Researchers clarify how soft materials fail under stress | ScienceDaily
Understanding how soft materials fail under stress is critical for solving engineering challenges as disparate as pharmaceutical technology and landslide prevention. A new study linking a spectrum of soft material behaviors -- previously thought to be unrelated -- led researchers to identify a new parameter they call the brittility factor, which allows them to simplify soft material failure behavior. This will ultimately help engineers design better materials that meet future challenges.


						
University of Illinois Urbana-Champaign chemical and biomolecular engineering professor Simon Rogers and graduate student Krutarth Kamani specialize in determining how soft materials yield to stress and have shown how solid and liquid physical states can exist together in the same material. This area is of high interest due to its importance to industrial, environmental and biomedical applications.

Along the way, the team identified a communication breakdown among the scientists who work in this area, causing a bottleneck between a theoretical understanding of soft material behavior and real-world applications.

When soft materials -- natural or synthetic -- deform under pressure, they eventually reach a critical point where they either return to their original form or undergo permanent deformation, like stretching or breaking a piece of elastic. This process is known as yielding. A gradual yielding transition is termed ductile behavior, while an abrupt one is referred to as brittle behavior, the researchers said.

"At a recent conference, we realized that all of us who study soft materials from all over Europe and North America couldn't agree what the connection is between brittle and ductile behavior nor how to define it."

In the study, published in the Proceedings of the National Academy of Sciences, instead of viewing soft material behavior as one or the other -- brittle or ductile -- Rogers' team considers a spectrum of yielding behaviors. This allowed the team to build a continuum model, which led to them uncovering the brittility factor. This factor is critical in determining how and why soft materials fail.

Essentially, brittility affects how a material deforms permanently under stress. The team's model indicates that the higher the brittility factor, the less a soft material will deform permanently before yielding.




As in the team's past studies, the model was developed and tested using data from numerous experiments that subjected various soft materials to stress while measuring the individual strain responses using a device called a rheometer.

"We didn't expect this study to explain as much as it does," said Rogers, who is also an affiliate at the Beckman Institute for Advanced Science and Technology at the U. of. I. "What we ended up with was a way to bring a whole bunch of soft material behaviors together under the same physics umbrella. Previously, they'd been studied independently or maybe all been applied simultaneously, but never thought of as being physically or mathematically connected."

This finding will allow researchers to explain precisely why some materials are more resistant to rapid yielding than others, a question that has eluded researchers for decades.

"This single parameter amazingly connects so many puzzling observations researchers have come across over the years," Kamani said.

"This work marks the point at which we are approaching the crest of the hill in understanding soft materials behavior," Rogers said. "We've always felt like each step takes us higher, but with no end in sight. Now we can see the top of the hill, and we are closer to the top and free to move forward in whatever direction we would like."

The National Science Foundation supported this research.
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Revolutionizing the abilities of adaptive radar with AI | ScienceDaily
The world around us is constantly being flash photographed by adaptive radar systems. From salt flats to mountains and everything in between, adaptive radar is used to detect, locate and track moving objects. Just because human eyes can't see these ultra-high frequency (UHF) ranges doesn't mean they're not taking pictures.


						
Although adaptive radar systems have been around since World War II, they've hit a fundamental performance wall in the past couple of decades. But with the help of modern AI approaches and lessons learned from computer vision, researchers at Duke University have broken through that wall, and they want to bring everyone else in the field along with them.

In a new paper published July 16 in the journal IET Radar, Sonar & Navigation, Duke engineers show that using convolutional neural networks (CNNs) -- a type of AI that revolutionized computer vision -- can greatly enhance modern adaptive radar systems. And in a move that parallels the impetus of the computer vision boom, they have released a large dataset of digital landscapes for other AI researchers to build on their work.

"Classical radar methods are very good, but they aren't good enough to meet industry demands for products such as autonomous vehicles," said Shyam Venkatasubramanian, a graduate research assistant working in the lab of Vahid Tarokh, the Rhodes Family Professor of Electrical and Computer Engineering at Duke. "We're working to bring AI into the adaptive radar space to tackle problems like object detection, localization and tracking that industry needs solved."

At its most basic level, radar is not difficult to understand. A pulse of high-frequency radio waves is broadcast, and an antenna gathers data from any waves that bounce back. As technology has advanced, however, so too have the concepts used by modern radar systems. With the ability to shape and direct signals, process multiple contacts at once, and filter out background noise, the technology has come a long way in the past century.

But radar has come just about as far as it can using these techniques alone. Adaptive radar systems still struggle to accurately localize and track moving objects, especially in complex environments like mountainous terrain.

To move adaptive radar into the age of AI, Venkatasubramanian and Tarokh were inspired by the history of computer vision. In 2010, researchers at Stanford University released an enormous image database consisting of over 14 million annotated images called ImageNet. Researchers around the world used ImageNet to test and compare new AI approaches that became industry standard.




In the new paper, Venkatasubramanian and his collaborators show that using the same AI approaches greatly improves the performance of current adaptive radar systems.

"Our research parallels the research of the earliest users of AI in computer vision and the creators of ImageNet, but within adaptive radar," Venkatasubramanian said. "Our proposed AI takes as input processed radar data and outputs a prediction of the target's location through a simple architecture that can be thought of as paralleling the predecessor of most modern computer vision architectures."

While the group has yet to test their methods in the field, they benchmarked their AI's performance on a modeling and simulation tool called RFView(r), which gains its accuracy by incorporating the Earth's topography and terrain into its modeling toolbox. Then, continuing in the footsteps of computer vision, they created 100 airborne radar scenarios based on landscapes from across the contiguous United States and released it as an open-source asset called "RASPNet."

This is a valuable asset, as only a handful of teams have access to RFView(r). The researchers, however, received special permission from the creators of RFView(r) to build the dataset -- which contains more than 16 terabytes of data built over the course of several months -- and make it publicly available.

"I am delighted that this groundbreaking work has been published, and particularly that the associated data is being made available in the RASPNet repository," said Hugh Griffiths, Fellow Royal Academy of Engineering, Fellow IEEE, Fellow IET, OBE, and the THALES/Royal Academy Chair of RF Sensors at University College London, who was not involved with the work. "This will undoubtedly stimulate further work in this important area, and ensure that the results can readily be compared with each other."

The scenarios included were handpicked by radar and machine learning experts and have a wide range of geographical complexity. On the easiest side for adaptive radar systems to handle is the Bonneville Salt Flats, while the hardest is Mount Rainier. Venkatasubramanian and his group hope that others will take their ideas and dataset and build even better AI approaches.

For example, in a previous paper, Venkatasubramanian showed that an AI tailored to a specific geographical location could achieve up to a seven-fold improvement in localizing objects over classical methods. If an AI could select a scenario on which it had already been trained that is similar to its current environment, it should substantially improve in performance.

"We think this will have a really big impact on the adaptive radar community," Venkatasubramanian said. "As we move forward and continue adding capabilities to the dataset, we want to provide the community with everything it needs to push the field forward into using AI."

This work was supported by the Air Force Office of Scientific Research (FA9550-21-1-0235, 20RYCORO51, 20RYCOR052).
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Waste Styrofoam can now be converted into polymers for electronics | ScienceDaily
University of Delaware and Argonne National Laboratory have come up with a chemical reaction that can convert Styrofoam into a high-value conducting polymer known as PEDOT:PSS. In a new paper published in JACS Au, the study demonstrates how upgraded plastic waste can be successfully incorporated into functional electronic devices, including silicon-based hybrid solar cells and organic electrochemical transistors.


						
The research group of corresponding author Laure Kayser, assistant professor in the Department of Materials Science and Engineering in UD's College of Engineering with a joint appointment in the Department of Chemistry and Biochemistry in the College of Arts and Sciences, regularly works with PEDOT:PSS, a polymer that has both electronic and ionic conductivity, and was interested in finding ways to synthesize this material from plastic waste.

After connecting with Argonne chemist David Kaphan during an event hosted by UD's research office, the research teams at UD and Argonne began evaluating the hypothesis that PEDOT:PSS could be made by sulfonating polystyrene, a synthetic plastic found in many types of disposable containers and packing materials.

Sulfonation is a common chemical reaction where a hydrogen atom is replaced by sulfonic acid; the process is used to create a variety of products such as dyes, drugs and ion exchange resins. These reactions can either be "hard" (with higher conversion efficiency but that require caustic reagents) or "soft" (a less efficient method but one that uses milder materials).

In this paper, the researchers wanted to find something in the middle: "A reagent that is efficient enough to get really high degrees of functionalization but that doesn't mess up your polymer chain," Kayser explained.

The researchers first turned to a method described in a previous study for sulfonating small molecules, one that showed promising results in terms of efficiency and yield, using 1,3-Disulfonic acid imidazolium chloride ([Dsim]Cl). But adding functional groups onto a polymer is more challenging than for a small molecule, the researchers explained, because not only are unwanted byproducts harder to separate, any small errors in the polymer chain can change its overall properties.

To address this challenge, the researchers embarked on many months of trial and error to find the optimal conditions that minimized side reactions, said Kelsey Koutsoukos, a materials science doctoral candidate and second author of this paper.




"We screened different organic solvents, different molar ratios of the sulfonating agent, and evaluated different temperatures and times to see which conditions were the best for achieving high degrees of sulfonation," he said.

The researchers were able to find reaction conditions that resulted in high polymer sulfonation, minimal defects and high efficiency, all while using a mild sulfonating agent. And because the researchers were able to use polystyrene, specifically waste Styrofoam, as a starting material, their method also represents an efficient way to convert plastic waste into PEDOT:PSS.

Once the researchers had PEDOT:PSS in hand, they were able to compare how their waste-derived polymer performed compared to commercially available PEDOT:PSS.

"In this paper, we looked at two devices -- an organic electronic transistor and a solar cell," said Chun-Yuan Lo, a chemistry doctoral candidate and the paper's first author. "The performance of both types of conductive polymers was comparable, and shows that our method is a very eco-friendly approach for converting polystyrene waste into high-value electronic materials."

Specific analyses conducted at UD included X-ray photoelectron spectroscopy (XPS) at the surface analysis facility, film thickness analysis at the UD Nanofabrication Facility, and solar cell evaluation at the Institute of Energy Conversion. Argonne's advanced spectroscopy equipment, such as carbon NMR, was used for detailed polymer characterization. Additional support was provided by materials science and engineering professor Robert Opila for solar cell analysis and by David C. Martin, the Karl W. and Renate Boer Chaired Professor of Materials Science and Engineering, for the electronic device performance analyses.

One unexpected finding related to the chemistry, the researchers added, is the ability to use stoichiometric ratios during the reaction.




"Typically, for sulfonation of polystyrene, you have to use an excess of really harsh reagents. Here, being able to use a stoichiometric ratio means that we can minimize the amount of waste being generated," Koutsoukos said.

This finding is something the Kayser group will be looking into further as a way to "fine-tune" the degree of sulfonation. So far, they've found that by varying the ratio of starting materials, they can change the degree of sulfonation on the polymer. Along with studying how this degree of sulfonation impacts the electrical properties of PEDOT:PSS, the team is interested in seeing how this fine-tuning capability can be used for other applications, such as fuel cells or water filtration devices, where the degree of sulfonation greatly impacts a material's properties.

"For the electronic devices community, the key takeaway is that you can make electronic materials from trash, and they perform just as well as what you would purchase commercially," Kayser said. "For the more traditional polymer scientists, the fact that you can very efficiently and precisely control the degree of sulfonation is going to be of interest to a lot of different communities and applications."

The researchers also see great potential for how this research can contribute to ongoing global sustainability efforts by providing a new way to convert waste products into value-added materials.

"Many scientists and researchers are working hard on upcycling and recycling efforts, either by chemical or mechanical means, and our study provides another example of how we can address this challenge," Lo said.

The complete list of co-authors includes Chun-Yuan Lo, Kelsey Koutsoukos, Dan My Nguyen, Yuhang Wu, David Angel Trujillo, Tulaja Shrestha, Ethan Mackey, Vidhika Damani, Robert Opila, David Martin, and Laure Kayser from the University of Delaware and Tabitha Miller, Uddhav Kanbur, and David Kaphan from Argonne National Laboratory.
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Shining light on amyloid architecture | ScienceDaily
Amyloid-beta (A-beta) aggregates are tangles of proteins most notably associated with neurodegenerative diseases like Alzheimer's. Despite its constant stint in the limelight, however, researchers have been unable to get a good understanding of how A-beta comes together and breaks apart.


						
"The way A-beta behaves in a variety of environments, including the human brain, is elusive," said Brian Sun, an electrical systems and engineering alumnus of Washington University in St. Louis who is now an MD/PhD student in the School of Medicine.

"There's an understanding of growth and decay that isn't fully fleshed out," he added.

That's going to change, thanks to research recently published by Sun with colleagues in Associate Professor Matthew Lew's lab at the Preston M. Green Department of Electrical and Systems Engineering (ESE) in WashU's McKelvey School of Engineering. .

In first of its kind work, Sun and colleagues were able to make measurements of amyloid fibril beta-sheet assemblies, the underlying girders of the protein conglomeration, while they were changing. Previous high-resolution microscopy studies have only gotten static shots.

"We wanted to look specifically at dynamics of the underlying structure of A-beta that could be responsible for the changes we're seeing, not just changes in the overall shape," Sun said.

Lew uses Lego as an analogy, noting that current imaging technology shows you the full Lego building but not any look at how each individual brick is organized.




"The individual proteins are always changing in response to their environment," Lew said. "It is like having certain Lego bricks causing other bricks to change their shape. The changing architecture of the proteins and the assembled aggregates together leads to the complexity of neurogenerative disease."

The Lew lab has developed a new type of imaging tech that allows them to see the orientation and other minute details in nanostructures of biological systems that were previously invisible. Their technique -- single-molecule orientation-localization microscopy (SMOLM) -- uses the flashes of light from chemical probes to visualize the sheets of peptides underlying Ab42, one kind of A-beta peptide.

Using SMOLM lets them look at individual orientation of the underlying beta-sheets to see the relationship between their organization and how that relates to the overall structure of the amyloid protein.

Multiple ways to remodel

Ab42 is constantly changing, and step one is to try to find a method to the madness, a model or pattern of action to predict the protein's behavior.

Now that the Lew lab can make these measurements, they made some intuitive observations and found some surprises hidden in the amyloid-beta architecture.




As can be expected, stable Ab42 structures tend to retain stable underlying beta-sheetsgrowing structures have underlying beta-sheets that become more defined and rigid as the growth continues. Decaying structures exhibit increasingly disordered and less rigid beta-sheets. But they also found more than one way that Ab42 can renovate.

"There are multiple different ways for Ab42 structures to remain stable, or grow and decay," Sun said.

The researchers also discovered that Ab42 can grow and decay in ways that defy expectations. For example, Ab42 can grow and decay in ways that preserve the underlying structure; sometimes there's growth where the peptides just pile on, but the underlying beta-sheet orientations don't change. In other cases, Ab42 undergoes "stable decay," where the opposite happens i.e. peptides leave, but beta-sheet structure remains. Finally, Ab42's beta-sheets sometimes reorganize and change orientations without immediate accompanying changes to the overall shape. These nano-structural reorganizations can predispose to future large-scale remodeling.

"Because SMOLM can track Ab42's underlying organization and not just its shape, we can see different kinds of subtypes of remodeling that aren't visible to diffraction-limited, non-orientation imaging modalities," Sun said.

If it all sounds a bit vague, keep in mind this is the first pass at even looking at these constantly shifting nanoscale structures. There were no previous works to compare notes, which makes it all the more notable that Sun crafted this work while juggling COVID-19 lockdown restrictions and his undergrad course load at WashU, which he completed in three years. It paves the way for him and others to start really getting a handle on amyloid architecture.

He'll likely end up chasing more of these questions during the graduate phase of his MD/PhD training, where he plans to design nanoscale imaging systems and sensors that could reveal hidden mechanisms of difficult-to-treat diseases.

Sun credits WashU ESE department and the Lew lab for the rigorous training that made this study and academic trajectory possible, as well as WashU's MSTP for supporting his continued research post-graduation. "I'm really glad I went through this journey," he said.

Research reported in this publication was supported by the National Institute of General Medical Sciences of the National Institutes of Health under Award Number R35GM124858.
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Chemists design novel method for generating sustainable fuel | ScienceDaily
Chemists have been working to synthesize high-value materials from waste molecules for years. Now, an international collaboration of scientists is exploring ways to use electricity to streamline the process.


						
In their study, recently published in Nature Catalysis, researchers demonstrated that carbon dioxide, a greenhouse gas, can be converted into a type of liquid fuel called methanol in a highly efficient manner.

This process happened by taking cobalt phthalocyanine (CoPc) molecules and spreading them evenly on carbon nanotubes, graphene-like tubes that have unique electrical properties. On their surface was an electrolyte solution, which, by running an electrical current through it, allowed CoPc molecules to take electrons and use them to turn carbon dioxide into methanol.

Using a special method based on in-situ spectroscopy to visualize the chemical reaction, researchers for the first time saw those molecules convert themselves into either methanol or carbon monoxide, which is not the desired product. They found that which path the reaction takes is decided by the environment where the carbon dioxide molecule reacts.

Tuning this environment by controlling how the CoPc catalyst was distributed on the carbon nanotube surface allowed carbon dioxide to be as much as eight times more likely to produce methanol, a discovery that could increase the efficiency of other catalytic processes and have a widespread impact on other fields, said Robert Baker, co-author of the study and a professor in chemistry and biochemistry at The Ohio State University.

"When you take carbon dioxide and convert it to another product, there are many different molecules you can make," he said. "Methanol is definitely one of the most desirable because it has such a high energy density and can be used directly as an alternative fuel."

While transforming waste molecules into useful products isn't a new phenomenon, until now, researchers have often been unable to watch how the reaction actually takes place, a crucial insight into being able to optimize and improve the process.




"We might empirically optimize how something works, but we don't really have an understanding of what makes it work, or what makes one catalyst work better than another catalyst," said Baker, who specializes in surface chemistry, the study of how chemical reactions change when they occur on the face of different objects. "These are very difficult things to answer."

But with the help of special techniques and computer modeling, the team has come significantly closer to grasping the complex process. In this study, researchers used a new type of vibrational spectroscopy, which allowed them to see how molecules behave on the surface, said Quansong Zhu, the lead author of the study and former Ohio State Presidential Scholar whose challenging measurements were vital to the discovery.

"We could tell by their vibrational signatures that it was the same molecule sitting in two different reaction environments," said Zhu. "We were able to correlate that one of those reaction environments was responsible for producing methanol, which is valuable liquid fuel."

According to the study, deeper analysis also found these molecules were directly interacting with supercharged particles called cations that enhanced the process of methanol formation.

More research is needed to learn more about what else these cations enable, but such a finding is key to achieving a more efficient way to create methanol, said Baker.

"We're seeing systems that are very important and learning things about them that have been wondered about for a long time," said Baker. "Understanding the unique chemistry that happens at a molecular level is really important to enabling these applications."

Besides being a low-cost fuel for vehicles like planes, cars and shipping boats, methanol produced from renewable electricity could also be utilized for heating and power generation, and to advance future chemical discoveries.

"There's a lot of exciting things that can come next based on what we've learned here, and some of that we're already starting to do together," said Baker. "The work is ongoing."

Co-authors include Conor L. Rooney and Hailiang Wang from Yale University, Hadar Shema and Elad Gross from Hebrew University, and Christina Zeng and Julien A. Panetier from Binghamton University. This work was supported by the National Science Foundation and the United States-Israel Binational Science Foundation (BSF) International Collaboration.
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      Top stories featured on ScienceDaily's Plants & Animals, Earth & Climate, and Fossils & Ruins sections.


      
        Researchers develop innovative battery recycling method
        A research team is tackling the environmental issue of efficiently recycling lithium ion batteries amid their increasing use.

      

      
        Nationwide flood models poorly capture risks to households and properties, study finds
        Government agencies, insurance companies and disaster planners rely on national flood risk models from the private sector that aren't reliable at smaller levels such as neighborhoods and individual properties, according to researchers.

      

      
        It's got praying mantis eyes
        The praying mantis is one of the few insects with compound eyes and the ability to perceive 3D space. Engineers are replicating their visual systems to make machines see better.

      

      
        New groups of methane-producing organisms in Yellowstone
        The team verified that microbes found in Yellowstone National Park hot springs produce methane to grow.

      

      
        Daily rhythms depend on receptor density in biological clock
        Tweaking the numbers of receptors in a key brain area changes the daily rhythms of rest and wake in mice.

      

      
        Waters along Bar Harbor, Acadia home to billions of microplastics
        Researchers reveal there are an estimated 400 billion microplastic fibers on the surface of Frenchman Bay, which borders Bar Harbor and Acadia National Park in Maine, and several connected rivers and estuaries where freshwater from rivers meet salty seawater. The watershed contains an average of 1.8 fibers per liter of water. The team also investigated how microplastics traveled throughout the watershed by sampling water from nine sites on Mount Desert Island, particularly within Bar Harbor.

      

      
        Researchers are closing in on a mouse model for late-onset Alzheimer's
        Researchers are working to create the first strain of mice that's genetically susceptible to late-onset Alzheimer's, with potentially transformative implications for dementia research.

      

      
        Hens blush when they are scared or excited, study finds
        Hens fluff their head feathers and blush to express different emotions and levels of excitement, according to a new study.

      

      
        How Saharan dust regulates hurricane rainfall
        New research underscores the close relationship between dust plumes transported from the Sahara Desert in Africa, and rainfall from tropical cyclones along the U.S. Gulf Coast and Florida.

      

      
        COVID-19 pandemic slowed progress towards health-related Sustainable Development Goals and increased inequalities
        The COVID-19 pandemic significantly widened existing economic and health disparities between wealthy and low-income countries and slowed progress toward health-related Sustainable Development Goals (SDGs), according to a new study.

      

      
        Southern Ocean absorbing more carbon dioxide than previously thought, study finds
        New research has found that the Southern Ocean absorbs more carbon dioxide (CO2) than previously thought. Using direct measurements of CO2 exchange, or fluxes, between the air and sea, the scientists found the ocean around Antarctica absorbs 25% more CO2 than previous indirect estimates based on shipboard data have suggested.

      

      
        Proof-of-concept study to find functional cure for HIV
        Researchers conducted a breakthrough proof-of-concept study that found an HIV-like virus particle that could cease the need for lifelong medications.

      

      
        Study of urban moss raises concerns about lead levels in older Portland neighborhoods
        Lead levels in moss are as much as 600 times higher in older Portland, Oregon, neighborhoods where lead-sheathed telecommunications cables were once used compared to lead levels in nearby rural areas, a new study of urban moss has found.

      

      
        The ocean is becoming too loud for oysters, research finds
        Baby oysters rely on natural acoustic cues to settle in specific environments, but new research reveals that noise from human activity is interfering with this critical process.

      

      
        See less to move better: Dynamic schooling of fish by visual selection and focus
        Sometimes less is more. Researchers accurately modeled dynamic fish schooling by incorporating the tendency of fish to focus on a single visual target instead of the whole school, as well as other visual cues.

      

      
        Researchers record images and data of a shark experiencing a boat strike
        Researchers have captured what they believe is the first ever video of a shark or any large marine animal being struck by a boat.

      

      
        Warehousing industry increases health-harming pollutants, research shows
        A new study shows an average 20-percent spike of nitrogen dioxide polluting the air for communities located near huge warehouses. And people of color are harder hit.

      

      
        How well does tree planting work in climate change fight? It depends
        Using trees as a cost-effective tool against climate change is more complicated than simply planting large numbers of them, an international collaboration has shown.

      

      
        Komodo dragons have iron-coated teeth to rip apart their prey
        Scientists have discovered that the serrated edges of Komodo dragons' teeth are tipped with iron. The study gives new insight into how Komodo dragons keep their teeth razor-sharp and may provide clues to how dinosaurs like Tyrannosaurus rex killed and ate their prey.

      

      
        Traffic-related ultrafine particles hinder mitochondrial functions in olfactory mucosa
        Ultrafine particles, UFPs, the smallest contributors to air pollution, hinder the function of mitochondria in human olfactory mucosa cells, a new study shows. The study showed that traffic-related UFPs impair mitochondrial functions in primary human olfactory mucosa cells by hampering oxidative phosphorylation and redox balance.

      

      
        How Rembrandt combined special pigments for golden details of The Night Watch
        Chemists have for the first time established how Rembrandt applied special arsenic sulfide pigments to create a 'golden' paint.

      

      
        Scientists assess how large dinosaurs could really get
        A study looks at the maximum possible sizes of dinosaurs, using the carnivore, Tyrannosaurus rex, as an example. Using computer modelling, experts produced estimates that T. Rex might have been 70% heavier than what the fossil evidence suggests.

      

      
        Whale shark tracked for record-breaking four years
        Researchers have been tracking a 26-foot endangered whale shark -- named 'Rio Lady' -- with a satellite transmitter for more than four years -- a record for whale sharks and one of the longest tracking endeavors for any species of shark.

      

      
        Research sheds light on the role of PTPRK in tissue repair and cancer
        New research has advanced our knowledge of multiple roles for PTPRK, a receptor tyrosine phosphatase linked to the regulation of cell-cell adhesion, growth factor signalling and tumor suppression. Through a characterization of the function of PTPRK in human cell lines and mice, the team distinguished catalytic and non-catalytic functions of PTPRK. The findings extend what is known about the signalling mechanisms involving PTPRK as a phosphatase and its role in colorectal health but also shed new ...

      

      
        New study supports stable mantle chemistry dating back to Earth's early geologic history and over its prodigious evolution
        A new analysis of rocks thought to be at least 2.5 billion years old helps clarify the chemical history of Earth's mantle -- the geologic layer beneath the planet's crust. The findings hone scientists' understanding of Earth's earliest geologic processes, and they provide new evidence in a decades-long scientific debate about the geologic history of Earth. Specifically, the results provide evidence that the oxidation state of the vast majority of Earth's mantle has remained stable through geologi...

      

      
        Trees reveal climate surprise -- bark removes methane from the atmosphere
        Tree bark surfaces play an important role in removing methane gas from the atmosphere.

      

      
        Under pressure: How cells respond to physical stress
        Cell membranes play a crucial role in maintaining the integrity and functionality of cells. However, the mechanisms by which they perform these roles are not yet fully understood. Scientists have used cryo-electron microscopy to observe how lipids and proteins at the plasma membrane interact and react to mechanical stress. This work shows that, depending on conditions, small membrane regions can stabilize various lipids to trigger specific cellular responses. These discoveries confirm the existen...

      

      
        New study confirms mammal-to-mammal avian flu spread
        A new study provides evidence that a spillover of avian influenza from birds to dairy cattle across several U.S. states has now led to mammal-to-mammal transmission -- between cows and from cows to cats and a raccoon.

      

      
        Researchers leveraging AI to train (robotic) dogs to respond to their masters
        An international collaboration seeks to innovate the future of how a mechanical man's best friend interacts with its owner, using a combination of AI and edge computing called edge intelligence. The overarching project goal is to make the dog come 'alive' by adapting wearable-based sensing devices that can detect physiological and emotional stimuli inherent to one's personality and traits, such as introversions, or transient states, including pain and comfort levels.

      

      
        The unintended consequences of success against malaria
        The insecticide-treated bed nets and insecticide sprays that were so effective in preventing mosquito bites -- and therefore malaria -- are increasingly viewed as the causes of household pest resurgence after pests became resistant to pesticides, according to a new article.

      

      
        Taco-shaped arthropod fossils gives new insights into the history of the first mandibulates
        Palaeontologists are helping resolve the evolution and ecology of Odaraia, a taco-shaped marine animal that lived during the Cambrian period. Fossils reveal Odaraia had mandibles. Palaeontologists are finally able to place it as belonging to the mandibulates, ending its long enigmatic classification among the arthropods since it was first discovered in the Burgess Shale over 100 years ago and revealing more about early evolution and diversification.

      

      
        Butterflies accumulate enough static electricity to attract pollen without contact
        Butterflies and moths collect so much static electricity whilst in flight, that pollen grains from flowers can be pulled by static electricity across air gaps of several millimeters or centimeters.

      

      
        Drawing water from dry air
        A prototype device harvests drinking water from the atmosphere, even in arid places.

      

      
        Manufacturing perovskite solar panels with a long-term vision
        Researchers working at the forefront of an emerging photovoltaic (PV) technology are thinking ahead about how to scale, deploy, and design future solar panels to be easily recyclable. Solar panels made of perovskites may eventually play an important role amid global decarbonization efforts to reduce greenhouse gas emissions. As the technology emerges from the testing stages, it is a perfect time to think critically about how best to design the solar panels to minimize their impact on the environm...

      

      
        Better carbon storage with stacked geology
        According to new research subsurface reservoirs that are covered by a collection of hundreds of smaller lids -- collectively called a 'composite confining system' -- may be the better option for keeping carbon trapped for the long term. That's good news for the carbon storage industry. This type of distributed system is common in a range of geological environments.

      

      
        Researchers develop more environmentally friendly and cost-effective method for soil remediation
        Chemists have developed a rapid electrothermal mineralization (REM) process, which in seconds can remediate the accumulation of synthetic chemicals that can contaminate soil and the environment.

      

      
        Researchers warn of unprecedented arsenic release from wildfires
        The wildfire season of 2023 was the most destructive ever recorded in Canada and a new study suggests the impact was unprecedented. It found that four of the year's wildfires in mine-impacted areas around Yellowknife, Northwest Territories potentially contributed up to half of the arsenic that wildfires emit globally each year.

      

      
        Nanoscopic imaging aids in understanding protein, tissue preservation in ancient bones
        A pilot study shows that nanoscopic 3-D imaging of ancient bone not only provides further insight into the changes soft tissues undergo during fossilization, it also has potential as a fast, practical way to determine which specimens are likely candidates for ancient DNA and protein sequence preservation.

      

      
        Electric scooter and bike accidents are soaring across the United States
        In the crowded urban landscape, where small electric vehicles -- primarily scooters and bicycles -- have transformed short distance travel, researchers are reporting a major national surge in accidents tied to 'micromobility.'

      

      
        Biosensor reveals gibberellin's critical role in legume nitrogen-fixation -- paving the way for self-fertilizing cereals
        Researchers demonstrate that the plant hormone gibberellin (GA) is essential for the formation and maturation of nitrogen-fixing root nodules in legumes and can also increase nodule size.

      

      
        Best bioenergy crops for sustainable aviation fuels by U.S. region, policy goals
        Researchers analyzed the financial and environmental costs and benefits of four biofuels crops used to produce sustainable aviation fuels in the U.S. They found that each feedstock -- corn stover, energy sorghum, miscanthus or switchgrass -- performed best in a specific region of the rainfed United States. Their study will help growers and policymakers select the feedstocks most suited to meeting goals like reducing production costs, lowering greenhouse gas emissions and building soil carbon stoc...

      

      
        Dual action antibiotic could make bacterial resistance nearly impossible
        New drug that disrupts two cellular targets would make it much harder for bacteria to evolve resistance.

      

      
        A window of opportunity for climate change and biodiversity
        World leaders must take advantage of a pivotal window of opportunity for forging a much-needed joined-up approach to tackle climate change and biodiversity loss, say scientists. Without this, work on tackling either crisis could inadvertently harm progress on the other.

      

      
        Pioneering the cellular frontier
        Scientists use a multimodal approach that combines hard X-ray computed tomography and X-ray fluorescence imaging to see the structure and chemical processes inside of a single cell.

      

      
        Heat-sensitive trees move uphill seeking climate change respite
        Trees in the Brazilian Atlantic Forest are migrating in search of more favourable temperatures with species in mountain forests moving uphill to escape rising heat caused by climate change.

      

      
        Strategic emission caps key to ammonia industry decarbonization, researchers find
        New research has revealed critical insights into how strategic emission cap choices can lead to cost-effective, near-100% ammonia industry decarbonization while avoiding issues such as land use constraints and grid congestion.

      

      
        New rapid method for determining virus infectivity
        A new method that can rapidly determine whether a virus is infectious or non-infectious could revolutionize the response to future pandemics, researchers report.

      

      
        Hot traces in rock
        Fluids circulating underground change rocks over the course of time. These processes must be taken into account if they are to be used as a climate archive. Researchers have used 380-million-year-old limestones from Hagen-Hohenlimburg to show in detail which climate information is still preserved in the rock.

      

      
        Fruit fly post-mating behavior controlled by male-derived peptide via command neurons, study finds
        Scientists have succeeded in pinpointing the neurons within a female fruit fly's brain that respond to signals from the male during mating.

      

      
        Hunter-gatherers kept an 'orderly home' in the earliest known British dwelling
        Archaeological evidence from the world-famous Mesolithic site of Star Carr in North Yorkshire has shown that hunter-gatherers likely kept an orderly home by creating 'zones' for particular domestic activities.
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Researchers develop innovative battery recycling method | ScienceDaily
A research team at Rice University led by James Tour, the T.T. and W.F. Chao Professor of Chemistry and professor of materials science and nanoengineering, is tackling the environmental issue of efficiently recycling lithium ion batteries amid their increasing use.


						
The team has pioneered a new method to extract purified active materials from battery waste as detailed in the journal  Nature Communications  on July 24. Their findings have the potential to facilitate the effective separation and recycling of valuable battery materials at a minimal fee, contributing to a greener production of electric vehicles (EVs).

"With the surge in battery use, particularly in EVs, the need for developing sustainable recycling methods is pressing," Tour said.

Conventional recycling techniques typically involve breaking down battery materials into their elemental forms through energy-intensive thermal or chemical processes that are costly and have significant environmental impacts.

The team proposed that magnetic properties could facilitate the separation and purification of spent battery materials.

Their innovation uses a method known as solvent-free flash Joule heating (FJH). This technique devised by Tour involves passing a current through a moderately resistive material to rapidly heat and transform it into other substances.

Using FJH, the researchers heated battery waste to 2,500 Kelvin within seconds, creating unique features with magnetic shells and stable core structures. The magnetic separation allowed for efficient purification.




During the process, the cobalt-based battery cathodes -- typically used in EVs and associated with high financial, environmental and social costs -- unexpectedly showed magnetism in the outer spinel cobalt oxide layers, allowing for easy separation.

The researchers' approach resulted in a high battery metal recovery yield of 98% with the value of battery structure maintained.

"Notably, the metal impurities were significantly reduced after separation while preserving the structure and functionality of the materials," Tour said. "The bulk structure of battery materials remains stable and is ready to be reconstituted into new cathodes."

Rice graduate students Weiyin Chen and Jinhang Chen as well as postdoctoral researcher and Rice Academy Junior Fellow Yi Cheng are the co-lead authors of the study.

The co-authors include research administrator of materials science and nanoengineering Ksenia Bets; former postdoctoral researcher and now academic visitor in the Tour lab Rodrigo Salvatierra; postdoctoral researcher Bing Deng; applied physics graduate students Chang Ge, Duy Luong and Emily McHugh; Rice alumni John Li and Zicheng Wang; chemistry research scientist Carter Kittrell; research scientist of materials science and nanoengineering Guanhui Gao; assistant professor of materials science and nanoengineering Yimo Han; and the Karl F. Hasselmann Professor of Engineering and professor of materials science and nanoengineering Boris Yakobson.

The study was supported by the Air Force Office of Scientific Research, U.S. Army Corps of Engineers ERDC and Rice Academy Fellowship.
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Nationwide flood models poorly capture risks to households and properties, study finds | ScienceDaily
Government agencies, insurance companies and disaster planners rely on national flood risk models from the private sector that aren't reliable at smaller levels such as neighborhoods and individual properties, according to researchers at the University of California, Irvine.


						
In a paper published recently in the American Geophysical Union journal Earth's Future, experts in UC Irvine's Department of Civil and Environmental Engineering caution that relatively new, nation-scale flood data provides an inadequate representation of local topography and infrastructure, factors known to control the spread of floods in urban areas.

"In our analysis of Los Angeles County, which has a population greater than 40 U.S. states and includes over 80 separate municipalities, we found that estimates of countywide flood exposure from the nationwide data are actually similar to what we find with our more detailed models. However, predictions of which communities and properties are at risk are markedly different," said lead author Brett Sanders, UC Irvine Chancellor's Professor of civil and environmental engineering and professor of urban planning and public policy.

"In addition, these differences between models imply a disparity in exposure inequality across social groups, including Black, white and disadvantaged sectors of society," he said. "Exposure hot spots and social inequalities are key factors that inform urban flood risk planning, and overreliance on this data could lead to maladaptation of protective measures."

Sanders and colleagues at UC Irvine and the University of Miami developed a more detailed model named PRIMo-Drain that, they said, improves the accuracy of flood inundation predictions by including fine-resolution topographic data; information about levees and channel conditions; and particulars about stormwater infrastructure such as culverts, subsurface pipes and street drains.

"Comparing exposure assessments with nationwide data models versus PRIMo-Drain, we found that city-by-city estimates differed by a factor of 10," Sanders said. "Additionally, we found that there is only a 1-in-4 chance that the nationwide data and UC Irvine data agree on which properties are at risk of more than a foot of flooding from an extreme event."

Federal programs to map flood hazards across the U.S. have been unable to keep up with changes in land use and climate, he said, while governments at all levels and the insurance industry urgently need this information to manage risks.




"New, nationwide data sources have emerged from the private sector to meet this demand, but unfortunately, these models are missing the level of detail required to map flood risks accurately in urban areas," Sanders said. "New models would benefit from the inclusion of more complete representations of drainage infrastructure such as levees, flood channels, culverts and storm drains, as well as bathymetric and hydrologic data."

He and colleagues also point to a new strategy for better nationwide data.

"Collaborative flood modeling, with scientists and engineers using cutting-edge regional models in coordination with stakeholders, could create an economy of scale that lowers the overhead necessary to cover less wealthy and smaller communities while increasing flood awareness and preparedness across impacted populations," Sanders said. "Flood risk awareness is critical for participation in flood insurance programs; more accurate data will help insurance companies identify insurable properties; and property owners will be better informed about the cost-effectiveness of flood-proofing."

Joining Sanders on this project were Jochen Schubert, a UC Irvine research specialist in civil and environmental engineering, and Katharine Mach of the University of Miami. The team received data assistance from First Street Foundation and high-performance computing support from the NCAR-Wyoming Supercomputing Center, which receives funding from the National Science Foundation.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240724171559.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



It's got praying mantis eyes | ScienceDaily
Self-driving cars occasionally crash because their visual systems can't always process static or slow-moving objects in 3D space. In that regard, they're like the monocular vision of many insects, whose compound eyes provide great motion-tracking and a wide field of view but poor depth perception.


						
Except for the praying mantis.

A praying mantis' field of view also overlaps between its left and right eyes, creating binocular vision with depth perception in 3D space.

Combining this insight with some nifty optoelectrical engineering and innovative "edge" computing -- processing data in or near the sensors that capture it -- researchers at the University of Virginia School of Engineering and Applied Science have developed artificial compound eyes that overcome vexing limitations in the way machines currently collect and process real-world visual data. These limitations include accuracy issues, data processing lag times and the need for substantial computational power.

"After studying how praying mantis eyes work, we realized a biomimetic system that replicates their biological capabilities required developing new technologies," said Byungjoon Bae, a Ph.D. candidate in the Charles L. Brown Department of Electrical and Computer Engineering.

About Those Biomimetic Peepers

The team's meticulously designed "eyes" mimic nature by integrating microlenses and multiple photodiodes, which produce an electrical current when exposed to light. The team used flexible semiconductor materials to emulate the convex shapes and faceted positions within mantis eyes.




"Making the sensor in hemispherical geometry while maintaining its functionality is a state-of-the-art achievement, providing a wide field of view and superior depth perception," Bae said.

"The system delivers precise spatial awareness in real time, which is essential for applications that interact with dynamic surroundings."

Such uses include low-power vehicles and drones, self-driving vehicles, robotic assembly, surveillance and security systems, and smart home devices.

Bae, whose adviser is Kyusang Lee, an associate professor in the department with a secondary appointment in materials science and engineering, is first author of the team's recent paper in Science Robotics.

Among the team's important findings on the lab's prototype system was a potential reduction in power consumption by more than 400 times compared to traditional visual systems.

Benefits of Computing on the Edge

Rather than using cloud computing, Lee's system can process visual information in real time, nearly eliminating the time and resource costs of data transfer and external computation, while minimizing energy usage.




"The technological breakthrough of this work lies in the integration of flexible semiconductor materials, conformal devices that preserve the exact angles within the device, an in-sensor memory component, and unique post-processing algorithms," Bae said.

The key is that the sensor array continuously monitors changes in the scene, identifying which pixels have changed and encoding this information into smaller data sets for processing.

The approach mirrors how insects perceive the world through visual cues, differentiating pixels between scenes to understand motion and spatial data. For example, like other insects -- and humans, too -- the praying mantis can process visual data rapidly by using the phenomenon of motion parallax, in which nearer objects appear to move faster than distant objects. Only one eye is needed to achieve the effect, but motion parallax alone isn't sufficient for accurate depth perception.

Praying mantis eyes are special because, like us, they use stereopsis -- seeing with both eyes to perceive depth -- in addition to their hemispherical compound eye geometries and motion parallax to understand their surroundings.

"The seamless fusion of these advanced materials and algorithms enables real-time, efficient and accurate 3D spatiotemporal perception," said Lee, a prolific early-career researcher in thin-film semiconductors and smart sensors.

"Our team's work represents a significant scientific insight that could inspire other engineers and scientists by demonstrating a clever, biomimetic solution to complex visual processing challenges," he said.

This work was supported by National Science Foundation and U.S. Air Force Office of Scientific Research.
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New groups of methane-producing organisms in Yellowstone | ScienceDaily
A team of scientists from Montana State University has provided the first experimental evidence that two new groups of microbes thriving in thermal features in Yellowstone National Park produce methane -- a discovery that could one day contribute to the development of methods to mitigate climate change and provide insight into potential life elsewhere in our solar system.


						
The journal Nature this week published the findings from the laboratory of Roland Hatzenpichler, associate professor in MSU's Department of Chemistry and Biochemistry in the College of Letters and Science and associate director of the university's Thermal Biology Institute. The two scientific papers describe the MSU researchers' verification of the first known examples of single-celled organisms that produce methane to exist outside the lineage Euryarchaeota, which is part of the larger branch of the tree of life called Archaea.

Alison Harmon, MSU's vice president for research and economic development, said she is excited that the findings with such far-reaching potential impact are receiving the attention they deserve.

"It's a significant achievement for Montana State University to have not one but two papers published in one of the world's leading scientific journals," Harmon said.

The methane-producing single-celled organisms are called methanogens. While humans and other animals eat food, breathe oxygen and exhale carbon dioxide to survive, methanogens eat small molecules like carbon dioxide or methanol and exhale methane. Most methanogens are strict anaerobes, meaning they cannot survive in the presence of oxygen.

Scientists have known since the 1930s that many anaerobic organisms within the archaea are methanogens, and for decades they believed that all methanogens were in a single phylum: the Euryarchaeota.

But about 10 years ago, microbes with genes for methanogenesis began to be discovered in other phyla, including one called Thermoproteota. That phylum contains two microbial groups called Methanomethylicia and Methanodesulfokora.




"All we knew about these organisms was their DNA," Hatzenpichler said. "No one had ever seen a cell of these supposed methanogens; no one knew if they actually used their methanogenesis genes or if they were growing by some other means.

Hatzenpichler and his researchers set out to test whether the organisms were living by methanogenesis, basing their work on the results of a study published last year by one of his former graduate students at MSU, Mackenzie Lynes.

Samples were harvested from sediments in Yellowstone National Park hot springs ranging in temperature from 141 to 161 degrees Fahrenheit (61-72 degrees Celsius).

Through what Hatzenpichler described as "painstaking work," MSU doctoral student Anthony Kohtz and postdoctoral researcher Viola Krukenberg grew the Yellowstone microbes in the lab. The microbes not only survived but thrived -- and they produced methane. The team then worked to characterize the biology of the new microbes, involving staff scientist Zackary Jay and others at ETH Zurich.

At the same time, a research group led by Lei Cheng from China's Biogas Institute of the Ministry of Agriculture and Rural Affairs and Diana Sousa from Wageningen University in the Netherlands successfully grew another one of these novel methanogens, a project they had worked on for six years.

"Until our studies, no experimental work had been done on these microbes, aside from DNA sequencing," said Hatzenpichler.




He said Cheng and Sousa offered to submit the studies together for publication, and Cheng's paper reporting the isolation of another member of Methanomethylicia was published jointly with the two Hatzenpichler lab studies.

While one of the newly identified group of methanogens, Methanodesulfokora, seems to be confined to hot springs and deep-sea hydrothermal vents, Methanomethylicia, are widespread, Hatzenpichler said. They are sometimes found in wastewater treatment plants and the digestive tracts of ruminant animals, and in marine sediments, soils and wetlands. Hatzenpichler said that's significant because methanogens produce 70% of the world's methane, a gas 28 times more potent than carbon dioxide in trapping heat in the atmosphere, according to the U.S. Environmental Protection Agency.

"Methane levels are increasing at a much higher rate than carbon dioxide, and humans are pumping methane at a higher rate into the atmosphere than ever before," he said.

Hatzenpichler said that while the experiments answered an important question, they generated many more that will fuel future work. For example, scientists don't yet know whether Methanomethylicia that live in non-extreme environments rely on methanogenesis to grow or if they grow by other means.

"My best bet is that they sometimes grow by making methane, and sometimes they do something else entirely, but we don't know when they grow, or how, or why." Hatzenpichler said. "We now need to find out when they contribute to methane cycling and when not."

Whereas most methanogens within the Euryarchaeota use CO2 or acetate to make methane, Methanomethylicia and Methanodesulfokora use compounds such as methanol. This property could help scientists learn how to alter conditions in the different environments where they are found so that less methane is emitted into the atmosphere, Hatzenpichler said.

His lab will begin collaborating this fall with MSU's Bozeman Agricultural Research and Teaching Farm, which will provide samples for further research into the methanogens found in cattle. In addition, new graduate students joining Hatzenpichler's lab in the fall will determine whether the newly found archaea produce methane in wastewater, soils and wetlands.

Methanomethylicia also have a fascinating cell architecture, Hatzenpichler said. He collaborated with two scientists at ETH Zurich, Martin Pilhofer and graduate student Nickolai Petrosian, to show that the microbe forms previously unknown cell-to-cell tubes that connect two or three cells with each other.

"We have no idea why they are forming them. Structures like these have rarely been seen in microbes. Maybe they exchange DNA; maybe they exchange chemicals. We don't know yet," said Hatzenpichler.

The newly published research was funded by NASA's exobiology program. NASA is interested in methanogens because they may give insights into life on Earth more than 3 billion years ago and the potential for life on other planets and moons where methane has been detected, he said.
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Daily rhythms depend on receptor density in biological clock | ScienceDaily
In humans and other animals, signals from a central circadian clock in the brain generate the seasonal and daily rhythms of life. They help the body to prepare for expected changes in the environment and also optimize when to sleep, eat and do other daily activities.


						
Scientists at Washington University in St. Louis are working out the particulars of how our internal biological clocks keep time. Their new research, published July 24 in the Proceedings of the National Academy of Sciences, helps answer longstanding questions about how circadian rhythms are generated and maintained.

In all mammals, the signals for circadian rhythms come from a small part of the brain called the suprachiasmatic nucleus, or SCN. Several previous studies from WashU and other institutions have attempted to determine if a neurotransmitter called GABA plays a role in synchronizing circadian rhythms among individual SCN neurons. However, the role of GABA in the SCN had remained unclear.

"In the past, we have published data on pharmacological blocking of the GABA system and found only modest increases in synchrony among SCN cells," said Daniel Granados-Fuentes, a research scientist in Arts & Sciences and first author of the new study.

The chemical interventions that he and other scientists introduced didn't seem to change the way that neurons in the SCN fired that much, or to affect circadian regulation of actual behavior in mice, either.

So Granados-Fuentes and his team members took a different approach. The researchers changed the expression of two kinds of GABA receptors to figure out if receptor density had any impact on synchrony or behavior.

"Tuning the number of receptors is considered to be important to regulate physiological processes like learning and memory, but not circadian rhythms," Granados-Fuentes said. But in this case, changing the density of either g2 or d GABA receptors had a dramatic effect.




Reducing or mutating these receptors in the SCN of mice decreased the amplitude of their circadian rhythms to one-third. The mice in this study increased their daytime wheel-running and reduced their normal nocturnal running.

The researchers also found that reduction or mutation of either g2 or d GABA receptors halved the synchrony among, and amplitude of, circadian SCN cells as measured by firing rate or protein expression in vitro.

Overexpression of either of two GABA receptor types compensated for the loss of the other, suggesting that these two receptors can function in a similar way in the SCN, even though they have been described to mediate different physiological processes, Granados-Fuentes said.

Understanding circadian rhythms is important because people can suffer many negative consequences if these rhythms get disrupted. They can experience daytime fatigue, changes in hormone profiles, gastrointestinal issues, changes in mood and more.

"These findings open a possibility to understand if changes in the density of GABA receptors are important to regulate seasonal responses, for example how animals in nature respond to summer when days are long or winter when days are short," Granados-Fuentes said.

Granados-Fuentes works in the laboratory of biologist Erik Herzog, the Viktor Hamburger Distinguished Professor in Arts & Sciences and a co-author of this study. Steven Mennerick, the John P. Feighner Professor of Neuropsychopharmacology at Washington University School of Medicine and a professor of psychiatry and of neuroscience, is a collaborator and co-author.

This research helped lead to a new grant from the National Institute of Neurological Disorders and Stroke, part of the National Institutes of Health (NIH), for the Herzog laboratory with collaborators in WashU's McKelvey School of Engineering and at Saint Louis University.

Research reported in this publication was supported by a grant from the NINDS (RO1NS121161). The study authors also thank the Taylor Family Institute for Innovative Psychiatric Research for support.
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Waters along Bar Harbor, Acadia home to billions of microplastics | ScienceDaily
Along the shores of Acadia National Park, Bar Harbor and the Schoodic Peninsula are the vast, briny waters of Frenchman Bay. With 98 square miles of water and 39 islands, the bay is vital to shorebirds, fish, lobstermen and outdoor recreationists. University of Maine researchers, however, have discovered that Frenchman Bay and its tributaries are also home to a significant amount of microplastic pollution.


						
In a new study published in Environmental Engineering Science, researchers reveal there are an estimated 400 billion microplastic fibers on the surface of Frenchman Bay and several connected rivers and estuaries where freshwater from rivers meet salty seawater. The watershed contains an average of 1.8 fibers per liter of water.

"Imagine the 32-ounce water bottle you use every day. If you were to fill your water bottle with water from Frenchman Bay, you would find about two microplastics. Now imagine how many water bottles would fit in the massive volume of Frenchman Bay; that is a lot of microplastics," said Grace Johnson, lead author and master's student in civil and environmental engineering. Johnson collaborated with other UMaine students and faculty and researchers from the University of Notre Dame and Valparaiso University, both in Indiana.

Microplastics are smaller than five millimeters in length, tiny enough for humans and animals to ingest with ease, but trillions of them have been found in rivers, lakes and oceans worldwide. Examples include small pieces broken down from larger debris and minuscule beads manufactured for health and beauty products, according to the National Oceanic and Atmospheric Administration (NOAA). Microplastics can impair digestion and reproduction in animals, and some of their additives are associated with endocrine disruption and cancer in humans, according to the U.S. Geological Survey. They can also absorb and transport other harmful toxicants that pollute waterways, including a group of chemicals known as PFAS.

Researchers conducted two water sampling campaigns for the study in 2022 and 2023. Using glass mason jars, they collected 129 samples in the bay, river and estuaries off the side of a boat in 17 weeks. Using microscopes, the fibers were pinpointed in the samples and their properties were analyzed by measuring their light signatures -- the color and wavelengths of the light that cells reflect or absorb.

Concentrations of microplastics were, on average, highest in the bay itself, followed by the connected rivers and then the estuaries. Among the rivers, Egypt Stream in Franklin had the highest average concentration of microplastic fibers, followed by Kilkenny Stream in Hancock, then Union River, which passes through Ellsworth. Among the estuaries, the one between Stave Island and Gouldsboro had the highest average concentration, followed by the Sullivan Estuary that leaves Egypt Bay, then Jordan River between Lamoine and Trenton.

"What is striking to me is that we collected water samples in the open ocean and we were still able to find one-to-two microplastic fibers in pretty much every liter we sampled," said Onur Apul, study co-author, Johnson's advisor and assistant professor of environmental engineering. "The quantities we are seeing in the natural environment are variable, but it is indicating that we created a new environmental domain -- the 'microplastisphere' -- during the extremely short timespan that we occupied the planet."

The team also investigated how microplastics traveled throughout the watershed by sampling water from nine sites on Mount Desert Island, particularly within the town of Bar Harbor. In 2023, they collected water samples from the culvert at Grant Park, right across from Bubble Rock; a couple sites at Kebo Stream; and several sites at or near Cromwell Brook, including the wastewater treatment plant and a culvert for the transfer station. They sampled on clear days and during rain events, as culverts release stormwater.




The Grant Park culvert possessed the highest concentrations of microplastics by a wide margin at 15 fibers per liter, followed by the wastewater treatment plant, the transfer station and the other spots along Cromwell Brook and Kebo Stream. Average concentrations of microplastic fibers in all locations, however, were higher than those in the estuaries, rivers and Frenchman Bay.

Study findings indicate that microplastics were transported from the land through the rivers and estuaries into Frenchman Bay. According to researchers, weaker currents allow fibers to remain in the bay for longer periods. The research team recommends additional studies into contamination in the bay and surrounding watershed to support possible techniques for mitigating the spread of microplastics.

"Once the microplastics are dispersed in Frenchman Bay there is no removing them, and they pose a threat to both marine life and humans. In the Bay, fish and other marine species can ingest the microplastics, and when people eat the fish, they can also ingest microplastics. Therefore, it is important as a society that we create less plastic waste capable of ending up in the ocean," Johnson said.

In addition to Johnson and Apul, other researchers involved in the project include UMaine graduate students Taylor Bailey, Dilara Hatinoglu and Bea Van Dam; UMaine faculty Lauren Ross and Sean Smith; Ph.D. student Ozioma Nwachukwu and associate professor Kyle Doudrick of Notre Dame; and professor Julie Peller from Valparaiso University.

"We find microplastics in fish tissue, in guano, in our beaches, in our drinking water, in the human brain and even in the human placenta," Apul said. "Our recommendation is 'mindful use,' because plastics are very helpful in a lot of cases, such as medical use or food packaging, but some plastics are carelessly used and discarded. A plastic coffee stirrer, for example, has a use time of a few seconds. The second suggestion I have for people is preventing pollution by sustainability- and safety-focused policy making."
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Researchers are closing in on a mouse model for late-onset Alzheimer's | ScienceDaily
Mice don't get Alzheimer's -- and while that's good news for mice, it's a big problem for biomedical researchers seeking to understand the disease and test new treatments. Now, researchers at The Jackson Laboratory are working to create the first strain of mice that's genetically susceptible to late-onset Alzheimer's, with potentially transformative implications for dementia research.


						
In humans, two of the defining traits of Alzheimer's disease are amyloid plaques between brain cells, and tangles of tau proteins within neurons. In mice, however, intercellular plaques don't give rise to intracellular protein tangles, so mice don't develop significant cognitive impairments. "It's easy enough to create mouse models for studying amyloid plaques," said Greg Carter, the Bernard and Lusia Milch Endowed Chair at JAX who also leads the Model Organism Development and Evaluation for Late-onset Alzheimer's Disease (MODEL-AD) consortium with JAX colleagues Gareth Howell, Ph.D. and Mike Sasner, Ph.D. "But that replicates only a very limited aspect of Alzheimer's -- and if we could cure the disease with those models, we'd have done it 20 years ago."

To develop new mouse strains that accurately reflect the full complexity of Alzheimer's disease, Carter's team drew on recent genome-wide studies that have identified over 70 genes associated with the illness. Using CRISPR gene editing, they collaborated with Sasner and Howell at JAX to introduce different genetic factors associated with Alzheimer's into 11 separate strains of mice, and raised the mice to maturity to explore how the genetic variants affected their brain health.

That presented a separate challenge: how can you tell when a mouse is developing Alzheimer's? "Mice aren't very smart, so it's really hard to check whether a disease is impacting their cognitive abilities," Carter explained, whose work appears in the July issue of Alzheimer's & Dementia, the journal of the Alzheimer's Association. "Any behavioral metric can be easily confounded by other factors like hyperactivity or sensory impairment, so focusing on mouse cognition has really led the field astray."

To get around that problem, the JAX team used transcriptomics -- a technique that reveals the way genes are transcribed and "activated" within cells -- to compare the biological signatures present in mouse brains to those of deceased human Alzheimer's patients. "By comparing the molecular biology of mouse and human brains, we can see where the two overlap, and what part of the Alzheimer's disease biology a particular gene is driving," Carter said. "It's a way to very systematically map out the disease-relevant contributions of all 11 different genetic variants."

Using transcriptomics also creates a clearer benchmark for testing new therapeutics: if a treatment aims to prevent inflammation associated with Alzheimer's, for instance, it's possible to evaluate its impact on the transcriptome signature specifically associated with inflammation. "This approach can assess whether a treatment is working at the molecular level, without worrying so much about behavioral changes that are hard to spot in mice," said Carter. "For pre-clinical studies, it's much more precise and efficient."

First, however, Carter and team need to map the contributions of each individual genetic factor, then figure out how to combine them into a single mouse strain that shows all the key biological hallmarks of Alzheimer's. In a separate project, Carter's team tested about a dozen additional genes; now, they are working to find the most effective way to combine the genes into a single mouse model. "We've used machine learning to figure out how to combine the genes we've studied," Carter said. "Now, we're setting up studies that will combine three or four genes at a time, and hopefully give us mice with much more complete Alzheimer's."

That's an important step forward, given that most mouse-model research into dementia focuses on the impact of single genes. "While different genes may increase your risk of dementia, no single gene causes Alzheimer's -- that's not how complex genetics works," Carter explained. Working at JAX made it possible to raise multiple strains and study dozens of genes in parallel, and ultimately to home in on the best possible model for studying Alzheimer's Disease," Carter said

"We know how valuable it would be to have a mouse model for Alzheimer's disease," he added. "This research is bringing that goal within reach."
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Hens blush when they are scared or excited, study finds | ScienceDaily
Hens fluff their head feathers and blush to express different emotions and levels of excitement, according to a study publishing July 24, 2024, in the open-access journal PLOS ONE by Cecile Arnould and colleagues from INRAE and CNRS, France.


						
Facial expressions are an important part of human communication that allow us to convey our emotions. Scientists have found similar signals of emotion in other mammals such as dogs, pigs and mice. Although birds can produce facial expressions by moving their head feathers and flushing their skin, it is unclear whether they express emotions in this way. To investigate, researchers filmed 18 female domestic chickens (Gallus gallus domesticus) from two breeds, as they performed routine behaviors on a French farm. They also filmed the birds while being captured and held by a human, and while being rewarded with an appealing food.

The researchers analyzed the position of their facial feathers and the color of the exposed skin on their faces in seven contexts that differed in their emotional valence and level of excitement. For example, birds preen their feathers when they are relaxed and content, whereas receiving a rewarding food generally causes excitement and happiness, and being captured is an exciting but fearful experience.

The results suggested that the position of the head feathers and the color of the skin varied between contexts. Fluffed head feathers were mainly associated with a state of contentment, whereas blushing indicated that the birds were positively excited or fearful. Hens tended to have redder skin in contexts associated with excitement, and in those that caused negative emotions. In situations that caused both excitement and a positive emotion, the birds displayed an intermediate skin redness, indicating a continuum of blushing that can convey subtle emotional changes.

The study was the first to investigate facial displays of emotion in chickens, and suggests that domestic hens use facial expressions to show their emotions, much like humans and other mammals do. These findings offer a window into the emotional experiences of domestic birds, which could be used to improve the welfare of farmed poultry, the authors say.

The authors add: "The skin blushing on the face of the domestic fowl is a window into their emotions. The intensity of the blushing varies within a few seconds depending on the emotional situations they experience."
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How Saharan dust regulates hurricane rainfall | ScienceDaily
Giant plumes of Sahara Desert dust that gust across the Atlantic can suppress hurricane formation over the ocean and affect weather in North America.


						
But thick dust plumes can also lead to heavier rainfall -- and potentially more destruction -- from landfalling storms, according to a July 24 study in Science Advances. The research shows a previously unknown relationship between hurricane rainfall and Saharan dust plumes.

"Surprisingly, the leading factor controlling hurricane precipitation is not, as traditionally thought, sea surface temperature or humidity in the atmosphere. Instead, it's Sahara dust," said the corresponding author Yuan Wang, an assistant professor of Earth system science at the Stanford Doerr School of Sustainability.

Previous studies have found that Saharan dust transport may decline dramatically in the coming decades and hurricane rainfall will likely increase due to human-caused climate change.

However, uncertainty remains around the questions of how climate change will affect outflows of dust from the Sahara and how much more rainfall we should expect from future hurricanes. Additional questions surround the complex relationships among Saharan dust, ocean temperatures, and hurricane formation, intensity, and precipitation. Filling in the gaps will be critical to anticipating and mitigating the impacts of climate change.

"Hurricanes are among the most destructive weather phenomena on Earth," said Wang. Even relatively weak hurricanes can produce heavy rains and flooding hundreds of miles inland. "For conventional weather predictions, especially hurricane predictions, I don't think dust has received sufficient attention to this point."

Competing effects

Dust can have competing effects on tropical cyclones, which are classified as hurricanes in the North Atlantic, central North Pacific, and eastern North Pacific when maximum sustained wind speeds reach 74 miles per hour or higher.




"A dust particle can make ice clouds form more efficiently in the core of the hurricane, which can produce more precipitation," Wang explained, referring to this effect as microphysical enhancement. Dust can also block solar radiation and cool sea surface temperatures around a storm's core, which weakens the tropical cyclone.

Wang and colleagues set out to first develop a machine learning model capable of predicting hurricane rainfall, and then identify the underlying mathematical and physical relationships.

The researchers used 19 years of meteorological data and hourly satellite precipitation observations to predict rainfall from individual hurricanes.

The results show a key predictor of rainfall is dust optical depth, a measure of how much light filters through a dusty plume. They revealed a boomerang-shaped relationship in which rainfall increases with dust optical depths between 0.03 and 0.06, and sharply decreases thereafter. In other words, at high concentrations, dust shifts from boosting to suppressing rainfall.

"Normally, when dust loading is low, the microphysical enhancement effect is more pronounced. If dust loading is high, it can more efficiently shield [the ocean] surface from sunlight, and what we call the 'radiative suppression effect' will be dominant," Wang said.

Additional authors are affiliated with Western Michigan University, Purdue University, University of Utah, and California Institute of Technology.
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COVID-19 pandemic slowed progress towards health-related Sustainable Development Goals and increased inequalities | ScienceDaily
The COVID-19 pandemic significantly widened existing economic and health disparities between wealthy and low-income countries and slowed progress toward health-related Sustainable Development Goals (SDGs), according to a new study published July 24, 2024, in the open-access journal PLOS ONE by Wanessa Miranda of Federal University of Minas Gerais, Brazil, and colleagues.


						
The global SDGs were established in 2015 as a wide and integrated agenda with themes ranging from eradicating poverty and promoting well-being to addressing socioeconomic inequalities. However, the COVID-19 pandemic is known to have delivered a devastating blow to global health, with large economic repercussions.

The new study investigated the potential impact of these economic disruptions on progress toward health-related SDGs. The research team used data from the official United Nations SDG database and analyzed the associations between well-being, income levels, and other key socioeconomic health determinants. A yearly model was extrapolated to predict trends between 2020 and 2030 using a baseline projection as well as a post-COVID-19 scenario.

The study estimated average economic growth losses in the wake of the COVID-19 pandemic as 42% and 28% for low and lower middle-income countries and 15% and 7% in high- and upper middle-income countries. These economic disparities are projected to drive global health inequalities in the themes of infectious disease, injuries and violence, maternal and reproductive health, health systems coverage and neonatal and infant health. Overall, low-income countries can expect an average progress loss of 16.5% across all health indicators, whereas high-income countries can expect losses as low as 3%. Individual countries, such as Turkmenistan and Myanmar, have estimated a loss of progress which is as much as nine times worse than the average loss of 8%. The most significant losses are seen in Africa, the Middle East, Southern Asia, and Latin America.

The authors conclude that the impact of the pandemic has been highly uneven across global economies and led to heightened inequalities globally, particularly impacting the health-related targets of the 2030 SDG Agenda.

The authors add: "The COVID-19 pandemic significantly widened existing economic and health disparities between wealthy and low-income countries and slowed progress toward health-related Sustainable Development Goals (SDGs). Overall, low-income countries can expect an average progress loss of 16.5% across all health indicators, whereas high-income countries can expect losses as low as 3%."
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Southern Ocean absorbing more carbon dioxide than previously thought, study finds | ScienceDaily
New research led by the University of East Anglia (UEA) and Plymouth Marine Laboratory (PML) has found that the Southern Ocean absorbs more carbon dioxide (CO2) than previously thought.


						
Using direct measurements of CO2 exchange, or fluxes, between the air and sea, the scientists found the ocean around Antarctica absorbs 25% more CO2 than previous indirect estimates based on shipboard data have suggested.

The Southern Ocean plays a major role in absorbing CO2 emitted by human activities, a process vital for controlling the Earth's climate. However, there are big uncertainties in the magnitude and variability in this flux.

Until now it has been estimated using shipboard measurements, such as those collected for the Surface Ocean CO2 Atlas (SOCAT) from research ships and sail drones, data from profiling floats deployed in the ocean, and global ocean biogeochemistry models. These different approaches have produced large variations in estimates.

This new study used a novel technique called eddy covariance -- with flux systems mounted on ships' foremasts -- to directly measure air-sea CO2 fluxes during seven research cruises in the region.

The results -- published in the journal Science Advances - show the summer Southern Ocean is likely to be a strong CO2 sink, challenging the much weaker estimates based on float data and model simulations, which the authors say "substantially underestimate" the observed CO2 uptake.

The authors argue this difference can be explained by considering temperature variations in the upper ocean and a limited resolution, for example averaging over a too-long time scale or sampling over a too-large interval, adding that current models and float data do not account for small, intense CO2 uptake events.




Lead author Dr Yuanxu Dong, of UEA's Centre for Ocean and Atmospheric Sciences (COAS) and PML, is currently at the GEOMAR Helmholtz Centre for Ocean Research Kiel, funded by a Humboldt Foundation fellowship. He said: "This is the first time a large number of direct air-sea CO2 flux observations have been used to assess existing flux products in the Southern Ocean. Our findings provide direct observational evidence that this ocean may take up more CO2 than previously recognized.

"Accurate quantification of the Southern Ocean CO2 sink is essential for the assessment of the Earth's climate. However, it is the most uncertain region regarding the estimate of its CO2 sink capacity.

"Our study reduces this uncertainty and improves the understanding of Southern Ocean CO2 uptake, and we recommend that future estimates should include temperature adjustments and higher resolution reconstruction and modelling."

The team, which also included scientists at the Alfred Wegener and Max Planck Institutes in Germany, the Flanders Marine Institute in Belgium and University of Hawai'i in the US, investigated inconsistencies in the existing CO2 flux estimates, then used the eddy covariance flux observations to assess the different data sets.

The cruise data covered approximately 3300 hours -- about 175 days -- of measurements in the Antarctic summer of 2019 and 2020, defined as November to April in the study, over an area of highly dynamic frontal zones. Measurements were taken hourly compared, for example, to approximately every 10 days for those from floats.

Dr Mingxi Yang, study co-author and Chemical Oceanographer at PML, said: "The Southern Ocean is a key sink of CO2, but the magnitudes and the locations of this ocean uptake are uncertain. PML's autonomous and high frequency eddy covariance system has significantly increased the number of direct air-sea CO2 flux measurements in this region.




"This paper offers the first comparison between direct CO2 flux measurements and estimates from coarse data products and global models on a large spatial/temporal scale. It has helped validate these and shed light on ways to improve them."

Lack of winter data is a general problem with ships because of the difficulty accessing the region at that time, which the floats partially address. Acknowledging that their cruise data only covers some parts of the Southern Ocean in summer, the authors say continued efforts towards high-quality observations are essential to improve estimates of air-sea CO2 fluxes.

This might include an expansion of measurements to more ships, and the further deployment of buoys and sail drones, particularly in the winter season. Additional observations in winter by unattended platforms could also help fill the seasonal data gap.

Prof Tom Bell, co-author and PML Ocean-Atmosphere Biogeochemist, added: "We have recently moved our flux system onto the new ice breaker, the RRS Sir David Attenborough, and collected the first set of flux measurements during a research cruise in the Weddell Sea earlier this year. We aim to continue this valuable work over the coming years, which is essential for monitoring the current climate and forecasting future changes."

The researchers also warn that the amount of shipboard surface ocean CO2 measurements has drastically declined in recent years, partly due to the COVID pandemic, but also to less funding. The number of annual datasets in SOCAT, for example, decreased by 35% from 2017 to 2021 -- and 40% for the Southern Ocean.

Dr Dorothee Bakker, of UEA's COAS and chair of SOCAT, said: "There is a real need for sustained and expanded funding of surface ocean CO2 measurements and their SOCAT synthesis, in order to constrain Southern Ocean CO2 uptake, to support the World Meteorological Organization's Global Greenhouse Gas Watch monitoring initiative and to inform climate policy."

The work was supported by funding from the China Scholarship Council, the UK's Natural Environment Research Council (NERC) and the European Space Agency.
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Proof-of-concept study to find functional cure for HIV | ScienceDaily
Researchers in George Mason University's Center for Infectious Disease Research (CIDR) and Tulane National Primate Research Center conducted a breakthrough proof-of-concept study in Nature's Gene Therapy that found an HIV-like virus particle that could cease the need for lifelong medications. Scientists have made great strides in the treatment of HIV (human immunodeficiency virus) over the past few decades, yet those with the virus must still take antiretroviral therapy (ART) for life as the disease is difficult to eradicate.


						
Researchers at CIDR, led by Yuntao Wu, professor in George Mason's School of Systems Biology and the principal investigator of the NIH-funded study, developed a special HIV-like virus particle, called HIV Rev-dependent lentiviral vector, that uses an HIV protein, Rev, as a trigger to selectively target and activate therapeutic genes in HIV-infected cells. The Mason team, including Brian Hetrick, Mark Spear, Jia Guo, Huizhi Liang, Yajing Fu, Zhijun Yang, and Ali Andalibi, has been developing the HIV Rev-dependent vector technology since 2002.

According to Wu, patients need to take medications for the rest of their lives because of the persistence of HIV reservoirs, which are infected immune cells harboring the virus. Currently, ART used by patients can effectively block the virus, but cannot eliminate the viral reservoirs. Experimental approaches such as "shock and kill" and "block and lock" of the reservoirs have been in development to either eliminate or silence viral reservoirs. Wu said the HIV Rev-dependent lentiviral vector technology, that his team has been developing, uses a different approach, which relies on the HIV Rev protein to selectively target reservoirs for killing or for inactivation.

"Our approach shows signs of not only reducing viral reservoirs but also boosting the immune system to produce antiviral neutralizing antibodies," said Wu. "Think about turning a bad guy into a good one."

The reservoir cells can be targeted by the Rev-dependent vector and be turned into releasing defective viruses that can act as a vaccine to stimulate neutralizing antibodies. Wu's team named this new approach "rehab and redeem" of the HIV reservoirs.

Scientists at Tulane National Primate Research Center, including Summer Siddiqui, Lara Doyle-Meyers, Bapi Pahar, Ronald S. Veazey, Jason Dufour, and Binhua Ling, collaborated with Wu's team to test this technology on monkeys infected with SIVmac239 (a virus similar to HIV), finding in one monkey that the virus levels in the blood and brain have been reduced to undetectable most of the time for over two years after ceasing to administer ART.

According to Hetrick, this approach shows promise in controlling viremia and opens new avenues for developing effective treatments for HIV without relying on daily antiretrovirals.

"Our proof-of-concept animal studies demonstrate a step forward in the fight against this virus, bringing us closer to innovative and potentially transformative therapies for HIV patients," said Hetrick.

This proof-of-concept study signals what technologies could come for the 1.2 million people in the United States and 39 million worldwide (as of 2022) with HIV who depend on medications to keep the virus under control. Additional funded studies are needed to expand and optimize the animal studies, followed by human clinical trials serving as the next pivotal steps for the development of the new treatment. Wu thanked the NYCDC AIDS Ride organized by Marty Rosen that raised funding to keep his team going in early years, leading to the more recent NIH-supported animal trial.

"It took us 20 years to walk the first step, we will certainly keep going," Wu said.
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Study of urban moss raises concerns about lead levels in older Portland neighborhoods | ScienceDaily
Lead levels in moss are as much as 600 times higher in older Portland, Oregon, neighborhoods where lead-sheathed telecommunications cables were once used compared to lead levels in nearby rural areas, a new study of urban moss has found.


						
The findings raise concerns about lead exposure in pre-1960 neighborhoods where the cables were common and in some cases are still in place even though they are no longer in use, said Alyssa Shiel, an environmental geochemist at Oregon State University, and the study's lead author.

Lead is a highly toxic metal. Children are particularly vulnerable to lead exposure, which can lead to developmental delays, difficulty learning and behavioral issues.

"The results were pretty surprising. The vast majority of the samples with high lead levels were in areas with these old telecom cables," said Shiel, an associate professor in OSU's College of Earth, Ocean, and Atmospheric Sciences.

"Based on these findings, we've already started research to understand if and how the lead is getting into the environment. By doing that, we can learn if people are being exposed to the lead, and if so, by how much."

The study was just published in Nature Communications Earth & Environment. Co-authors are Sarah Jovan of the U.S. Forest Service and Christina Murphy of Oregon State.

Shiel began studying lead in urban moss in Portland several years ago, following research by Jovan that identified high levels of cadmium in Portland ultimately traced to local glass manufacturing businesses that used cadmium-based pigments to make colored glass.




Moss growing on trees in urban areas is an effective air monitoring system because it has a wide surface area to collect contaminants that settle out of the air around it.

"These mosses are letting us know what is being picked up in the air we breathe," said Shiel, who is also a member of the Pacific Northwest Center for Translational Environmental Health Research at OSU.

The researchers' goal for the new study was to better understand urban lead levels and learn more about their potential sources. Samples of Orthotrichum lyelli, a type of moss typically found growing on trees, were collected from across Portland in 2013, and in nearby rural areas in 2017.

The findings showed nearly 12 times higher lead levels in urban Portland than found in rural areas nearby. Chemical analysis indicates that much of the lead in the environment is due to leaded gasoline, which continues to persist in the environment nearly three decades after it was banned in the United States.

"The lead introduced into the environment by leaded gas just hasn't gone away. We have to live with it," Shiel said.

But some older neighborhoods showed much higher concentrations of lead, which left the researchers puzzled and looking for more answers. An investigation published in 2023 by the Wall Street Journal connecting lead in older cities to telecommunications cables spurred a new line of inquiry for Shiel and her colleagues.




In summer 2023, the researchers collected additional moss samples, this time focusing on older neighborhoods where lead-sheathed telecommunication cables are still in place or had been removed in the recent past.

"We wanted to see if the impact of lead cables was consistent across neighborhoods where the cables were present," Shiel said.

They found that neighborhoods with lead cables had more than two times the lead levels of those without lead cables, and more than 38 times higher than the samples from rural areas. The highest concentrations of lead were found in samples collected within one meter of a lead cable.

The researchers hypothesize that lead from the cables is being leached by rain slowly over time, accumulating in the soil and vegetation including moss below. Contaminated soil can also become airborne, transporting lead to areas not directly under the cables.

"We do see that the lead is migrating," Shiel said. "The moss samples are showing that lead is not just dormant in soil near the telecom cables but is being mobilized in the air."

More research is needed to understand how far lead from the cables may be spreading, Shiel noted, and the researchers plan to conduct soil testing in these areas next to determine how much lead is in the soil.

There is enough evidence of high levels to raise concerns about potential health impacts, she said.

"We were not expecting this result. But whether or not these higher levels of lead result in people being exposed depends in part on what people are doing in those places," Shiel noted. "Right now, we are recommending people avoid interacting with or disturbing soil in those areas where these cables are or were present in the recent past."

Shiel has developed a website with a map that shows the age of different neighborhoods across the city, as well as pictures of old telecom cables, so residents can determine if their neighborhood has these cables or my have had them in the past. The site (https://ehsc.oregonstate.edu/our-research/research-highlights/lead-sheathed-telephone-cables) includes additional information about the potential lead contamination and how to reduce risk of exposure.

Shiel emphasized that other sources of lead should not be overlooked. The most common source of lead poisoning in the U.S. is household dust and soil containing lead from lead-based paints, she noted.

The federal Centers for Disease Control and Prevention recommend all children who are at risk for lead exposure be tested for lead poisoning.

"I would encourage parents to discuss lead testing with their child's health provider," Shiel said. "Seeking a test would be a reasonable course of action for concerned families."
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The ocean is becoming too loud for oysters, research finds | ScienceDaily
Baby oysters rely on natural acoustic cues to settle in specific environments, but new research from the University of Adelaide reveals that noise from human activity is interfering with this critical process.


						
"The ocean's natural sound is gradually hushing due to habitat loss, leading to a quieter natural environment increasingly drowned out by the crescendo of man-made noise pollution," explained lead author Dr Brittany Williams, from the University's Southern Seas Ecology Laboratories.

"Numerous marine larvae rely on natural sounds to navigate and select their dwellings, so this interference poses a problem for conservationists aiming to attract oysters to restored reefs using natural sounds.

"Noises from shipping, machinery and construction, for example, are pervasive and pose serious environmental change that affects both terrestrial and marine animals."

According to the research, published in Proceedings of the Royal Society B, marine organisms appear particularly vulnerable to the intensification of anthropogenic noise because they use sound for a range of activities, including to sense their surroundings, navigate, communicate, avoid predators, and find mates and food.

"Our previous work demonstrated that novel acoustic technology can bolster oyster recruitment in habitat restoration projects, but this new research indicates potential limitations of this speaker technology," said the University of Adelaide's Dr Dominic McAfee, who was part of the research team.

In environments where there is a lot of human noise pollution, the speakers did not increase larval recruitment.

"This suggests that noise pollution might cloak the intrinsic sounds of the ocean, potentially exerting profound ramifications on marine ecosystem vitality and resilience," said co-author Professor Sean Connell, from the University of Adelaide and the Environment Institute.

While acoustic enrichment may be less effective along noisy metropolitan coastlines and urbanised waterways, the researchers are still optimistic about the application of the technique in less trafficked areas.

"Where there is little anthropogenic noise, acoustic enrichment appears to enhance the process of recruitment which is key to restoration success," said Dr Williams.
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See less to move better: Dynamic schooling of fish by visual selection and focus | ScienceDaily
Schools of fish are able to pull off complex, co-ordinated manoeuvres without ever colliding with one another. They move in unison but don't follow a leader. To try and understand the intricacies of collective animal behaviour, researchers from Tohoku University have developed a model that simulates the group motion of fish based on visual cues. Incorporating the tendency that fish focus on nearby quickly moving fish, the model uncovers the mechanism behind dynamic fish schooling.


						
"Fish have a wide angle of view and can detect many other fish in a school," explains Susumu Ito, "However, a recent experimental finding shows that each fish selects a single fish from a few targets and traces its motion. It is a spectacular example of selective decision making."

Attending to every single fish in the school would require an immense amount of information to be processed. Similar to how we can focus on just the words we are reading amongst a page of text, fish can focus on the most salient target that determines their next move. While the fish swimming directly in front may seem like the best option, it's actually fish who are slightly on the sides that tend to draw attention.

Ito and his team constructed a model that takes visual attention into account to elucidate the role of selective visual interaction in a large group of fish. It incorporates the feature of retinal ganglion cells that fire preferentially for targets that are closer and moving more quickly. Visual attention is then guided in the direction of the strongest signal. Only fish that fall within that spotlight of visual attention can influence the motion of the individual fish.

Using numerical simulations, the team of researchers found that when a fish is following three targets swimming in a row, it tends to be attracted to the leftward or rightward target, as they have a larger apparent size. A slender fish facing straight ahead viewed directly from behind will look much smaller than a fish exposing its longer profile view. These results replicate the selective tracking motion seen in previous experiments.

Furthermore, the model reproduced various collective patterns of fish schools: a rotating vortex, straight, random and turning. In the turning pattern, fish repeatedly alternate between straight and rotating motion, so that the school dynamically reshapes itself.

"The selective tracking behavior is observed also in locust and fly," adds Ito. "We expect to extend the model to the group motion of various organisms in the future. A three-dimensional version of the model may also be able to explain the formation of a huge fish school known as the bait-ball."
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Researchers record images and data of a shark experiencing a boat strike | ScienceDaily
Hours after tagging an endangered basking shark off the coast of Ireland in April, researchers captured what they believe is the first ever video of a shark or any large marine animal being struck by a boat.


						
The data, collected by an activity measurement device similar to a FitBit and a connected camera, provided scientists a unique opportunity to learn more about the impact of vessel strikes on large marine animals, which is a rising concern around the globe, said Taylor Chapple, a shark researcher at Oregon State University's Hatfield Marine Science Center and lead author of the study.

"This is the first ever direct observation of a ship strike on any marine megafauna that we're aware of," Chapple said. "The shark was struck while feeding on the surface of the water and it immediately swam to the seafloor into deeper, offshore waters, a stark contrast to its behavior prior to the strike."

"Our findings demonstrate the risk and impact of vessel strikes and the need for measures to reduce this risk."

Researchers do not know whether the shark, a female about 7 meters long, eventually recovered from the strike. The tag was designed to release itself from the animal at a pre-determined time. About seven hours after the strike, the tag was released and later retrieved by researchers. The data showed the shark never resumed feeding or other normal behavior while it was being monitored, Chapple said.

The findings were just published in the journal Frontiers in Marine Science.

Basking sharks are the second largest known fish, frequently reaching more than 8 meters in length. They are listed as globally endangered by the International Union for Conservation of Nature, and Ireland is one of the only known locations worldwide where basking sharks continue to aggregate in large numbers.




They filter feed at the water's surface, similar to some whales, which makes them more susceptible to boat strikes. But unlike the whales, basking sharks often sink when killed, making it hard to gauge mortality rates, said Chapple, assistant professor in the Coastal Oregon Marine Experiment Station and Department of Fisheries, Wildlife, and Conservation Sciences in OSU's College of Agricultural Sciences.

Basking sharks in Ireland were protected under the country's Wildlife Act in 2022. Earlier this year, the Irish government announced the establishment of the nation's first National Marine Park, protecting 70,000 acres of land and sea on the coast of County Kerry where basking sharks frequent seasonally for feeding and potentially mating.

Shortly after the park's establishment, the researchers were conducting a previously planned study in the park boundaries to learn more about basking shark foraging behavior and how such behavior corresponds to environmental factors. As part of their research, they tagged the basking shark with a camera and activity monitor system while it was feeding.

After following the shark at a safe distance for a few hours, the researchers departed the area for the day. The tag was designed to record autonomously until its scheduled release, at which time the researchers located it and recovered the data.

Data from the tag revealed that for several hours following the tagging and tracking, the shark spent most of its time on the surface, continuing its normal feeding behavior, with an occasional dive. Then the shark attempted to make a quick, evasive movement, which was followed by the keel of a boat cutting across its back, just behind its dorsal fin. The shark tumbled through the water and immediately increased the frequency of its tailbeat as it headed to the seafloor.

Video from the camera showed visible damage to the shark's skin, paint marks and a red abrasion but no apparent bleeding or open wound. Vessel strikes are not always immediately lethal, but even non-lethal injuries can have short- and long-term consequences for the affected animal, the researchers noted.




"The fact that a shark we fitted our 'Fitbit' to was struck in this area within a few hours underlines just how vulnerable these animals are to boats and highlights the need for greater education in how to mitigate against such strikes," said co-author Nicholas Payne, an assistant professor at Trinity College Dublin's School of Natural Sciences. "Basking sharks filter feed at the surface, like some whales, and this behavior makes them similarly susceptible to strikes."

The incident highlights the need for additional research on the interactions between water users and basking sharks in the National Marine Park and other hotspots along the Irish coastline, said co-author Alexandra McInturf, a research associate in Chapple's Big Fish Lab at OSU and co-coordinator of the Irish Basking Shark Group.

"This research raises additional questions about whether and how often the sharks are actually occupying such habitats when they are not clearly visible at the surface," McInturf said. "Given that Ireland is one of the only locations globally where basking sharks are still observed persistently, addressing such questions will be critical to informing not only our ecological understanding of the basking shark, but also the conservation of this globally endangered species."

Additional coauthors are David Cade and Jeremy Goldbogen of the Hopkins Marine Station at Stanford University; and Nick Massett of the Irish Whale and Dolphin Group in County Kerry, Ireland.
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Warehousing industry increases health-harming pollutants, research shows | ScienceDaily
America's demand for products delivered to the doorstep has led to a dramatic increase in e-commerce and the warehousing industry.


						
A first-of-a-kind study now shows that people living in communities located next to these large warehouses are exposed to 20% more of a traffic-related air pollutant that can lead to asthma and other life-threatening health conditions.

"Increased truck traffic to and from these recently built large warehouses means people living downwind are inhaling an increased amount of harmful nitrogen dioxide pollution," said Gaige Kerr, lead author of the study and an assistant research professor of environmental and occupational health at the George Washington University Milken Institute School of Public Health. "Communities of color are disproportionately affected because they often live in close proximity to warehouses, especially dense clusters of warehouses."

Kerr and his colleagues measured a traffic-related pollutant called nitrogen dioxide by using a satellite instrument from the European Space Agency to zero in from space on the nearly 150,000 large warehouses located across the United States. Trucks and other vehicles traveling to and from these large warehouses spew out nitrogen dioxide, particulates, and other harmful pollutants.

The researchers also looked at traffic information from the Federal Highway Administration and demographic data from the US Census Bureau.

Additional key findings of the study:
    	Although the average spike of nitrogen dioxide associated with warehouses was 20%, nitrogen dioxide levels near warehouses were even larger when there was greater heavy duty vehicle activity near these facilities.
    	Warehouses with more loading docks and parking spaces attract the most traffic and are associated with the highest nitrogen dioxide levels.
    	Communities with large racial and ethnic minority populations are often located near warehouses and thus are inhaling more nitrogen dioxide and other pollutants. For example, this study found that the proportion of Hispanic and Asian people living close to the largest clusters of warehouses is about 250% higher than the average nationwide.
    	Although warehouses are located all over the US, 20% are concentrated in just 10 counties: Los Angeles, California; Harris, Texas; Cook, Illinois; Miami-Dade, Florida; Maricopa, Arizona; San Bernardino, California; Orange, California; Dallas, Texas; Alameda, California; and Cuyahoga, Ohio.

The pandemic fueled the explosion of the e-commerce industry and warehouses that receive and sort consumer goods. The transportation infrastructure needed to ship goods to warehouses and then onto consumers is enormous, according to the researchers. For example, Amazon, an industry leader in e-commerce operated 175,000 delivery vans and more than 37,000 semi trailers in 2021 alone.




Earlier studies have looked at warehouses and pollution in specific neighborhoods around the country, but this is the first nationwide study to show that people living near these warehouses are exposed to higher than average levels of damaging pollutants. And while other research has shown that communities of color are exposed to more nitrogen dioxide pollution than predominantly non-Hispanic white communities, this is the first study linking the warehousing industry to the exposure inequities faced by these overburdened populations, Kerr says.

Previous research by the GW team found that communities of color in the US face a growing burden from polluted air. That study showed that such communities endure nearly 8 times higher rates of pediatric asthma from exposure to nitrogen dioxide and 30% higher rates of dying prematurely from exposure to fine particulate matter, both of which are emitted by cars, trucks and other vehicles.

The authors say the new study underscores the need for regulations that drive zero-emission vehicle use in logistics, particularly to protect vulnerable communities located near industrial hubs. They also say that industry leaders and utilities have crucial roles in planning and implementing this transition.

"Such measures would mean people living near warehouses could breathe cleaner air," said Kerr. "In addition to a reduced risk of pollutant-related diseases, such measures would also reduce greenhouse gas emissions associated with climate change."

The study, "Air pollution impacts from warehousing in the United States uncovered with satellite data," was published July 24, 2024 in Nature Communications. In addition to Kerr, Susan Anenberg, professor and chair of the Department of Environmental and Occupational Health at GW, and Daniel Goldberg, assistant research professor in the same department, contributed to this paper alongside researchers from the International Council on Clean Transportation.

The research was funded by NASA.
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How well does tree planting work in climate change fight? It depends | ScienceDaily
Using trees as a cost-effective tool against climate change is more complicated than simply planting large numbers of them, an international collaboration that includes an Oregon State University scientist has shown.


						
Jacob Bukoski of the OSU College of Forestry and seven other researchers synthesized data from thousands of reforestation sites in 130 countries and found that roughly half the time it's better just to let nature take its course.

Findings of the study led by Conservation International were published today in Nature Climate Change.

"Trees can play a role in climate change mitigation, for multiple reasons," Bukoski said. "It's pretty easy to understand that forests pull carbon dioxide from the atmosphere and store it, and trees are something pretty much everyone can get behind -- we have seen multiple bipartisan acts for tree planting introduced in Congress. This study brings a nuanced perspective to the whole 'should we plant trees to solve climate change' debate."

Bukoski notes that expanding forests globally has been widely proposed as a key tactic against climate change since forests sequester atmospheric carbon dioxide in their biomass and soils. Harvested timber also stores carbon in the form of wood products.

There are two basic approaches to forest expansion, Bukoski said.

"Generally speaking, we can let forests regenerate on their own, which is slow but cheap, or take a more active approach and plant them, which speeds up growth but is more expensive," he said. "Our study compares these two approaches across reforestable landscapes in low- and middle-income countries, identifying where naturally regenerating or planting forests is likely to make more sense."

Using machine learning and regression models, the scientists found that natural regeneration would be most cost effective over a 30-year period for 46% of the areas studied, and planting would be most cost effective for 54%.




They also determined that using a combination of the two approaches across all areas would be 44% better than natural regeneration alone and 39% better than planting by itself.

"If your objective is to sequester carbon as quickly and as cheaply as possible, the best option is a mix of both naturally regenerating forests and planting forests." Bukoski said.

The study suggests that natural regeneration is especially cost effective relative to plantation forestry in much of western Mexico, the Andean region, the Southern Cone of South America, West and Central Africa, India, Southern China, Malaysia and Indonesia.

Conversely, plantations are preferable to natural regeneration in much of the Caribbean, Central America, Brazil, northern China, mainland Southeast Asia, the Philippines and North, East and Southern Africa.

"Which method is more cost effective in a given location is a function of multiple factors, including opportunity cost, relative carbon accumulation and harvest rates, and relative implementation costs," Bukoski said.

Other scientists in the collaboration were Jonah Busch and Bronson Griscom of Conservation International, Susan Cook-Patton of The Nature Conservancy, David Kaczan of the World Bank, Yuanyuan Yi of Peking University, Jeff Vincent of Duke University and Matthew Potts of the University of California, Berkeley.




The authors stress that reforestation is a complement to, not a replacement for, reducing emissions from fossil fuels. Achieving the entire mitigation potential of reforestation over 30 years would amount to less than eight months of global greenhouse gas emissions, they note.

The authors add that carbon is just one consideration when growing trees. Biodiversity, demand for wood products, support of local livelihoods, and non-carbon biophysical effects must also be considered when deciding where and how to reforest landscapes.

But they also point out that their findings suggest reforestation offers far more potential low-cost climate abatement than has been previously estimated.
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Komodo dragons have iron-coated teeth to rip apart their prey | ScienceDaily
Scientists have discovered that the serrated edges of Komodo dragons' teeth are tipped with iron.


						
Led by researchers from King's College London, the study gives new insight into how Komodo dragons keep their teeth razor-sharp and may provide clues to how dinosaurs like Tyrannosaurus rex killed and ate their prey.

Native to Indonesia, Komodo dragons are the largest living species of monitor lizard, averaging around 80kg. Deadly predators, Komodos have sharp, curved teeth similar to many carnivorous dinosaurs. They eat almost any kind of meat, from smaller reptiles and birds to deer, horses or water buffalo, pulling and tearing at their prey to rip flesh apart.

The researchers discovered that many reptiles have some iron in their teeth, but Komodo dragons have concentrated the iron along the cutting edges and tips of their teeth, staining them orange. Crocodiles and other monitor lizards, by comparison, have so little that the iron is often invisible.

To understand the chemical and structural make-up of Komodo dragon's teeth, scientists scoured museums for skulls and teeth of Komodo dragons and studied the teeth of Ganas, the 15-year-old Komodo dragon who had lived at ZSL conservation zoo, London Zoo.

Through advanced imaging and chemical analysis, the team was able to observe that the iron in Komodo dragons' enamel is concentrated into a thin coating on top of their tooth serrations and tips. This protective layer keeps the serrated edges of their teeth sharp and ready to be used at a moment's notice.

The research, published today in Nature Ecology & Evolution, leads to new questions and avenues for research into how extinct species such as dinosaurs lived and ate.




Dr Aaron LeBlanc, lecturer in Dental Biosciences at King's College London and the study's lead author said: "Komodo dragons have curved, serrated teeth to rip and tear their prey just like those of meat-eating dinosaurs. We want to use this similarity to learn more about how carnivorous dinosaurs might have ate and if they used iron in their teeth the same way as the Komodo dragon.

"Unfortunately, using the technology we have at the moment, we can't see whether fossilised dinosaur teeth had high levels of iron or not. We think that the chemical changes which take place during the fossilisation process obscure how much iron was present to start with.

"What we did find, though, was that larger meat-eating dinosaurs, like tyrannosaurs, did change the structure of the enamel itself on the cutting edges of their teeth. So, while Komodo dragons have altered the chemistry of their teeth, some dinosaurs altered the structure of their dental enamel to maintain a sharp cutting edge.

"With further analysis of the Komodo teeth we may be able to find other markers in the iron coating that aren't changed during fossilisation. With markers like that we would know with certainty whether dinosaurs also had iron-coated teeth and have a greater understanding of these ferocious predators."

Dr Benjamin Tapley, Curator of Reptiles and Amphibians at ZSL and co-author on the study said: "As the world's largest lizards, Komodo dragons are inarguably impressive animals. Having worked with them for 12 years at London Zoo, I continue to be fascinated by them and these findings further emphasise just how incredible they are.

"Komodo dragons are sadly endangered, so in addition to strengthening our understanding of how iconic dinosaurs might have lived, this discovery also helps us build a deeper understanding of these amazing reptiles as we work to protect them."
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Traffic-related ultrafine particles hinder mitochondrial functions in olfactory mucosa | ScienceDaily
Ultrafine particles, UFPs, the smallest contributors to air pollution, hinder the function of mitochondria in human olfactory mucosa cells, a new study shows. Led by the University of Eastern Finland, the study showed that traffic-related UFPs impair mitochondrial functions in primary human olfactory mucosa cells by hampering oxidative phosphorylation and redox balance. Furthermore, the responses of olfactory mucosa cells of individuals with Alzheimer's disease differed from those of cognitively healthy controls. The findings were published in Redox Biology.


						
Air pollution forms a major global burden to health, and it has been identified as a risk factor for dementia, including Alzheimer's disease, AD. Despite the growing body of evidence, the role of UFPs in the cellular and molecular changes in the human brain leading to Alzheimer's disease remains obscure.

The olfactory mucosa is a sensory tissue responsible for odour detection, and it is directly exposed to the environment and in contact with the brain. Interestingly, one of the earliest clinical symptoms of Alzheimer's disease is an impaired sense of smell. The Kanninen Lab at the University of Eastern Finland uses a physiologically relevant human-based in-vitro model of the olfactory mucosa, which is generated from cells obtained from voluntary donors and collected in collaboration with Kuopio University Hospital. Earlier studies by the Kanninen Lab have shown that this model recapitulates AD-related alterations, which makes it suitable for investigating air pollution and its connection to AD.

"Dysfunction of mitochondria plays a key role in the development and progression of neurodegenerative diseases such as AD, and mitochondria are known to be especially vulnerable to environmental toxicants. Still, the connection between UFPs and mitochondrial functions in the context of AD has not been previously investigated in the human olfactory mucosa," says first author, Doctoral Researcher Laura Mussalo of the Kanninen Lab at the University of Eastern Finland.

The study explored molecular mechanisms of how UFPs affect the mitochondrial function of olfactory mucosa cells from cognitively healthy individuals and individuals diagnosed with Alzheimer's disease. The researchers compared responses in mitochondria of these two health status groups by examining gene expression, and with functional assessment. The researchers were also interested in determining whether fossil and renewable diesel fuels cause different effects, and how modern aftertreatment devices in the engine, such as particulate filters, affect the responses observed at the mitochondrial level.

The study provides evidence of traffic-related UFPs being able to reach even the inner mitochondrial membrane, impair oxidative phosphorylation, and cause mitochondrial dysfunction. Both gene expression level alterations and functional studies confirmed disruptions in mitochondrial respiration, decreased ATP levels, and alterations in redox balance leading to increased oxidative stress. These alterations were strongest in response to exhausts derived from an engine without aftertreatment devices. However, the exhaust from an engine with after-treatment devices showed only negligible changes. Responses observed in cells from individulas with AD were slightly deviating from those of the controls, suggesting AD-related alterations in olfactory mucosa cells upon exposure to UFPs.

There is an urgent need to understand the interplay of air pollutants and human health in order to steer the political decision-making for efficient reduction of air pollutants, which could, in the long run, reduce the economic burden caused by adverse health effects. This study provides important information on the increased sensitivity of individuals with AD to the effects of air pollution exposure. It also provides new insight to form the basis for mitigation and preventive actions against the health impairments caused by UFP exposure.

The study constitutes part of TUBE project, which was funded by the Horizon 2020 programme of the European Union. The study has also received funding from the Kuopio Area Respiratory Foundation, the Finnish Brain Foundation, Yrjo Jahnsson Foundation, Paivikki and Sakari Sohlberg Foundation, and The Finnish Cultural Foundation's North Savo Regional Fund.
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How Rembrandt combined special pigments for golden details of The Night Watch | ScienceDaily
Chemists at the Rijksmuseum and the University of Amsterdam (UvA) have for the first time established how Rembrandt applied special arsenic sulfide pigments to create a 'golden' paint. Using sophisticated spectroscopic techniques they were able to map the presence of pararealgar (yellow) and semi-amorphous pararealgar (orange/red) pigments in a striking detail of his famous work The Night Watch. Corroborated by study of related historical sources, they conclude that Rembrandt intentionally combined these particular arsenic sulfide pigments with other pigments to create the golden luster.


						
The discovery was published recently in research paper in the scientific journal Heritage Science, by Frederique Broers and Nouchka de Keyser, PhD candidates at the UvA's Van 't Hoff Institute for Molecular Sciences and researchers at the Rijksmuseum. They conclude that Rembrandt used the rather unusual combination of pigments to depict the golden threading in the doublet sleeves and embroidered buff coat worn by Lieutenant Willem van Ruytenburch. He is the right of the two central figures at the front of the shooting company tableau, accompanying Captain Frans Banninck Cocq.

Unusual pigments

The discovery of the arsenic sulfide pigments took place in the large-scale research project Operation Night Watch which started in 2019 and continues to deliver striking results. A full X-ray fluorescence (MA-XRF) scan of the painting had already revealed the presence of arsenic and sulfur in parts of Van Ruytenburch's clothing. It led the researchers to assume the presence of the well-known arsenic sulfide pigments orpiment (yellow) and realgar (red). A detailed study of two tiny paint samples taken from the painting showed otherwise. High-tech analysis combining light microscopy with micro-Raman spectroscopy, electron microscopy and X-ray powder diffraction revealed the presence of the more unusual arsenic sulfide components pararealgar (yellow) and semi-amorphous pararealgar (orange-red).

Cross section of paint sample SK-C-5_017 as seen through a light microscope. It shows various crystals of yellow, orange and red pigments of which the precise composition was established using a combination of electron microscopy, Raman spectroscopy, and X-ray powder diffraction. Image courtesy of the Rijksmuseum.

Deliberate use

The presence of pararealgar in historical paintings is often explained by the ageing of realgar. However, because pararealgar is homogeneously distributed with the semi-amorphous pararealgar, and the paint looks unaltered, the researchers arrive at a different explanation. They argue that Rembrandt deliberately chose to use these pigments in his effort to imitate the golden details of Van Ruytenburch's clothing. Heating yellow pararealgar pigment results in formation of the reddish semi-amorphous pararealgar. This was then combined with lead-tin yellow and vermilion (red mercury sulfide) pigments to create the golden luster.

This chemical explanation was supported by a comprehensive review of historical sources reporting on the use of arsenic sulfide pigments. It seems that in seventeenth-century Amsterdam a broader range of arsenic pigments were available than previously thought. These probably arrived through known trade routes from Germany/Austria and Venice to Amsterdam. This is further supported by the reported use of a very similar mixture of pigments by Willem Kalf (1619-1693), a contemporary of Rembrandt in Amsterdam. The researchers therefore conclude that Rembrandt intentionally used pararealgar and semi-amorphous pararealgar, together with lead-tin yellow and vermilion, to create the special orange-'golden' paint.
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Scientists assess how large dinosaurs could really get | ScienceDaily

The researchers assert that the huge sizes attained by many dinosaurs make them a source of endless fascination, raising the question as to how these animals evolved to be so big. There are perennial claims and counter-claims about which dinosaur species was the largest of its group or even the largest ever.

Most dinosaur species are known from only one or a handful of specimens, so it's extraordinarily unlikely that their size ranges will include the largest individuals that ever existed. The question remains: how big were the largest individuals, and are we likely to find them?

To address this question, Mallon and Hone used computer modelling to assess a population of T. rex. They factored in variables such as population size, growth rate, lifespan, the incompleteness of the fossil record, and more.

T. rex was chosen for the model because it is a familiar dinosaur for which many of these details are already well estimated. Body-size variance at adulthood, which is still poorly known in T. rex, was modelled with and without sex differences, and is based on examples of living alligators, chosen for their large size and close kinship with the dinosaurs.

The palaeontologists found that the largest known T. rex fossils probably fall in the 99th percentile, representing the top 1% of body size, but to find an animal in the top 99.99% (a one-in-ten-thousand individual) scientists would need to excavate fossils at the current rate for another 1,000 years.

The computer models suggest that the largest individual that could have existed (one in 2.5 billion animals) may have been 70% more massive than the current largest-known T. rex specimens (an estimated 15 tonnes vs 8.8 tonnes) and 25% longer (15 metres vs 12 metres).




The values are estimates based on the model, but patterns of discovery of giants of modern species tell us there must have been larger dinosaurs out there that have not yet been found. "Some isolated bones and pieces certainly hint at still larger individuals than for which we currently have skeletons," says Hone.

This study adds to the debates about the largest fossil animals. Many of the largest dinosaurs in various groups are known from a single good specimen, so it's impossible to know if that one animal was a big or small example of the species. An apparently large species might be based on a single giant individual, and a small species based on a particularly tiny individual -- neither of which reflect the average size of their respective species.

The chances that palaeontologists will find the largest ever individuals for a given species are incredibly small. So, despite the giant skeletons that can be seen in museums around the world, the very largest individuals of these species were likely even larger than those on display.

Dr. Jordan Mallon, from the Canadian Museum of Nature, said: "Our study suggests that, for big fossil animals like T. rex, we really have no idea from the fossil record about the absolute sizes they might have reached. It's fun to think about a 15 tonne T. rex, but the implications are also interesting from a biomechanical or ecological perspective."
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Whale shark tracked for record-breaking four years | ScienceDaily
A team of researchers at the University of Rhode Island and Nova Southeastern University in Florida have been tracking a 26-foot endangered whale shark -- named "Rio Lady" -- with a satellite transmitter for more than four years -- a record for whale sharks and one of the longest tracking endeavors for any species of shark.


						
Whale sharks, which live from 80 to 130 years, are the world's largest fish and third largest creature in the ocean -- behind blue and fin whales. The size of a small school bus, they inhabit tropical oceans and swim slowly near the surface, with their mouths wide open, scooping up whatever's in their path -- small fish, fish eggs, and plankton. Annually, they need to travel about 5,000 miles to find enough food to survive. Whale shark populations worldwide have declined, primarily as a result of interactions with humans, to the point where they are now listed on the International Union for Conservation of Nature Red List as Globally Endangered.

Researchers at URI and Nova Southeastern tracked Rio Lady for about 27,000 miles over nearly 1,700 days between 2018 and 2023. Her journey took her through the Gulf of Mexico, the Caribbean and out into the Atlantic Ocean south of Bermuda. A study conducted by the researchers was published in the journal Marine and Freshwater Research, describing movement, migration and habitat use of Rio Lady.

"This was an amazing length of time to be able to track the movements of a wild animal," said lead author Daniel Daye, who graduated from URI in May 2023 with a master's degree in biological and environmental sciences. "Four years of data about the movements of even a single individual has allowed us to investigate whale sharks to an unprecedented degree and investigate questions that can't be answered with shorter tracks."

Rio Lady was tracked by satellite telemetry using a smart-position and temperature transmitter (SPOT) affixed to her dorsal fin. The tag provided location transmissions over four years of her life. Satellite telemetry has revolutionized the study of animal movement -- particularly with marine species -- allowing researchers to uncover long-term movement patterns and core areas for marine animals, the study says.

"As the biggest fish in the ocean, it is challenging to follow the movements of whale sharks over long periods of time," said Brad Wetherbee, assistant professor of biological sciences at URI and an expert on shark movement and migration, who consulted on the project. "But information on the movements of these endangered sharks is important for management of their populations."

A primary challenge in managing large marine species, such as the whale shark, said Daye, is that they are hard to follow. Whale sharks travel great distances and routinely dive deep, which makes studying the full extent of their habitat difficult.




"Since these sharks travel such great distances, it's important to identify when and where the sharks are located, along with what they are doing in each of these areas," said Daye. "This way management can take a more targeted approach so that effort isn't wasted on areas when sharks are using habitats elsewhere. While Rio Lady is only one shark, the extremely long lifespan of the SPOT tag has allowed us to start examining some of these questions in more detail regarding what sharks do on a year-to-year basis, rather than a single year."

Rio Lady was first tagged in 2007 with a pop-up satellite archival transmitter affixed to her near the Isla Mujeres, in waters off Cancun, Mexico, that are frequented by hundreds of whale sharks annually from July through August. She was tracked for 150 days before her transmitter popped off. She was re-tagged in August 2018 in the same area by Rafael de la Parra, executive director of Ch'ooj Ajauil AC, an ocean conservation organization in Mexico. De la Parra also collaborated on the study.

During the study, Rio Lady was detected by satellite over 1,687 days -- Aug. 30, 2018 to April 12, 2023. For a period of about 1,085 days -- Aug. 30, 2018 to Aug. 18, 2021 -- 1,354 locations were recorded at relatively frequent intervals. In that time, she traveled about 27,000 miles, covering about 25 miles a day.

Researchers found that Rio Lady occupied three distinct regions in the Gulf of Mexico and timing of when these areas were used was pretty consistent, Daye said. Between July and August, she consistently returned to the waters near Isla Mujeres. In the area known as the Afuera, hundreds of whale sharks aggregate for the largest gathering worldwide -- dining on an endless fish egg "buffet," said Daye.

After leaving the Afuera area, few detections were received during autumn and winter each year of the study. Rio Lady was believed to travel south into the Caribbean Sea, as far as Colombia for two of the years, before returning to the Gulf of Mexico early in the year. Researchers believe Rio Lady's seasonal migration may be typical for whale sharks that aggregate off the Isla Mujeres in the summer.

"This unprecedented track of Rio Lady sheds new light on long-term consistency of movements and illustrates the type of information that this technology can generate," said Mahmood Shivji, professor of biological sciences at Nova Southeastern University, who collaborated on the study.

Rio Lady's continued journey can be followed on the Guy Harvey Research Institute tracking website, click on project 21.
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Research sheds light on the role of PTPRK in tissue repair and cancer | ScienceDaily
Receptor protein tyrosine phosphatases are cell membrane-localised proteins. They are regulators of cell-cell contacts and are also considered likely to be tumour suppressors but the specifics of how they function are unknown. A member of this family, PTPRK, is implicated as a tumour suppressor in several cancer types, particularly colorectal cancer, and mutations and genetic events inactivating PTPRK are found in human colorectal cancers. PTPRK has also been linked genetically to celiac disease.


						
The Sharpe lab at the Babraham Institute investigated the role and signalling mechanisms of PTPRK in cell adhesion, growth factor signalling and tumour suppression in the mouse colon and also in human colorectal cancer cells. Their findings, published in the Journal of Cell Science, are relevant to better understanding the cellular environments that function to repress tumour development as well as understanding the cell interactions that affect repair after injury and potentially cancer metastasis.

Dr Katie Young, lead author on the paper who undertook this research as a PhD student in the Sharpe lab, said: "Through this work we aimed to investigate the role of PTPRK in the colon, working together several observations in the field and connecting these back to the complex signalling mechanisms behind them. It's vital that we know more about how receptor protein tyrosine phosphatases sense and transmit signals to ensure the healthy growth of our cells, as well as how errors in these mechanisms cause disease."

Using human colorectal cancer cell lines, the team found that the deletion of PTPRK altered the appearance of the cells, compared to control cells where PTPRK was functional, and observed that the knockout cells showed impaired wound-healing response, which was likely to be due to the loss of PTPRK affecting coordinated action by cells and their neighbours and defects in cellular polarisation.

Utilising a mouse line where PTPRK had been deleted, the team uncovered a role for PTPRK in colon repair. When inflammation of the colon (colitis) was stimulated, mice lacking PTPRK showed a more severe response, demonstrating either increased susceptibility to damage or decreased repair following inflammation. The knockout mice also developed larger and more invasive tumours in a colorectal cancer model compared to wild-type controls, confirming that PTPRK has a role in suppressing tumour growth and invasion.

Using a catalytic mutant, where the catalytic function of PTPRK was abolished, and a xenograft model where cancer cells were transplanted into mice, the researchers confirmed the function for PTPRK in suppressing tumour growth and demonstrated that this was independent of the protein's phosphatase activity.

Comparing gene expression profiles between cells with and without PTPRK, the team identified genes that were affected by the loss of PTPRK. These genes are characterised in function as being related to epithelial cell identity (being involved in the epithelial to mesenchymal transition and mesenchymal cell differentiation).

The team hypothesise that PTPRK regulation could be a central factor giving plasticity in epithelial barriers, such as lines the intestines, to facilitate epithelial repair while providing a signal to stop the repair response.

Analysing the xenograft tumour samples, the team quantified tyrosine phosphorylation to determine the signalling mechanisms by which PTPRK suppresses tumour development. Their work suggests that the suppression of epidermal growth factor receptor (EGFR) signalling by PTPRK is a key factor and is mediated separately from its function as a phosphatase.

Dr Hayley Sharpe, group leader in the Signalling research programme at the Institute, said: "The goal of our research was to pull several observations together and begin to fill in the gaps of what we don't know about PTPRK. It has been assumed that PTPs act as tumour suppressors by countering kinase activity by dephosphorylation on oncogenic phosphotyrosine modifications. Therefore, the non-catalytic role of PTPRK in signalling is really intriguing to us and how it achieves this is an important next question to fully understand its role in tumour suppression."
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New study supports stable mantle chemistry dating back to Earth's early geologic history and over its prodigious evolution | ScienceDaily
A new analysis of rocks thought to be at least 2.5 billion years old by researchers at the Smithsonian's National Museum of Natural History helps clarify the chemical history of Earth's mantle -- the geologic layer beneath the planet's crust. The findings hone scientists' understanding of Earth's earliest geologic processes, and they provide new evidence in a decades-long scientific debate about the geologic history of Earth. Specifically, the results provide evidence that the oxidation state of the vast majority of Earth's mantle has remained stable through geologic time and has not undergone major transitions, contrary to what has been suggested previously by other researchers.


						
"This study tells us more about how this special place in which we live came to be the way it is, with its unique surface and interior that have allowed life and liquid water to exist," said Elizabeth Cottrell, chair of the museum's department of mineral sciences, curator of the National Rock Collection and co-author of the study. "It's part of our story as humans because our origins all trace back to how Earth formed and how it has evolved."

The study, published today in the journal Nature, centered on a group of rocks collected from the seafloor that possessed unusual geochemical properties. Namely, the rocks show evidence of having melted to an extreme degree with very low levels of oxidation; oxidation is when an atom or molecule loses one or more electrons in a chemical reaction. With the help of additional analyses and modeling, the researchers used the unique properties of these rocks to show that they likely date back to at least 2.5 billion years ago during the Archean Eon. Further, the findings show that the Earth's mantle has overall retained a stable oxidation state since these rocks formed, in contrast to what other geologists have previously theorized.

"The ancient rocks we studied are 10,000 times less oxidized than typical modern mantle rocks, and we present evidence that this is because they melted deep in the Earth during the Archean, when the mantle was much hotter than it is today," Cottrell said. "Other researchers have tried to explain the higher oxidation levels seen in rocks from today's mantle by suggesting that an oxidation event or change has taken place between the Archean and today. Our evidence suggests that the difference in oxidation levels can simply be explained by the fact that Earth's mantle has cooled over billions of years and is no longer hot enough to produce rocks with such low oxidation levels."

The research team -- including lead study author Suzanne Birner who completed a pre-doctoral fellowship at the National Museum of Natural History and is now an assistant professor at Berea College in Kentucky -- began their investigation to understand the relationship between Earth's solid mantle and modern seafloor volcanic rocks. The researchers started by studying a group of rocks that were dredged from the seafloor at two oceanic ridges where tectonic plates are spreading apart and the mantle is churning up to the surface and producing new crust.

The two places the studied rocks were collected from, the Gakkel Ridge near the North Pole and the Southwest Indian Ridge between Africa and Antarctica, are two of the slowest-spreading tectonic plate boundaries in the world. The slow pace of the spreading at these ocean ridges means that they are relatively quiet, volcanically speaking, compared to faster spreading ridges that are peppered with volcanoes such as the East Pacific Rise. This means that rocks collected from these slow-spreading ridges are more likely to be samples of the mantle itself.

When the team analyzed the mantle rocks they collected from these two ridges, they discovered they had strange chemical properties in common. First, the rocks had been melted to a much greater extent than is typical of Earth's mantle today. Second, the rocks were much less oxidized than most other samples of Earth's mantle.




To achieve such a high degree of melting, the researchers reasoned that the rocks must have melted deep in the Earth at very high temperatures. The only period of Earth's geologic history known to include such high temperatures was between 2.5 and 4 billion years ago during the Archean Eon. Consequently, the researchers inferred that these mantle rocks may have melted during the Archean, when the inside of the planet was 360-540 degrees Fahrenheit (200-300 degrees Celsius) hotter than it is today.

Being so extremely melted would have protected these rocks from further melting that could have altered their chemical signature, allowing them to circulate in Earth's mantle for billions of years without significantly changing their chemistry.

"This fact alone doesn't prove anything," Cottrell said. "But it opens the door to these samples being genuine geologic time capsules from the Archean."

To explore the geochemical scenarios that might explain the low oxidation levels of the rocks collected at Gakkel Ridge and the Southwest Indian Ridge, the team applied multiple models to their measurements. The models revealed that the low oxidation levels they measured in their samples could have been caused by melting under extremely hot conditions deep in the Earth.

Both lines of evidence backed the interpretation that the rocks' atypical properties represented a chemical signature from having melted deep in the Earth during the Archean, when the mantle could produce extremely high temperatures.

Previously, some geologists have interpreted mantle rocks with low oxidation levels as evidence that the Archean Earth's mantle was less oxidized and that through some mechanism it has become more oxidized over time. Proposed oxidation mechanisms include a gradual increase in oxidation levels due to a loss of gasses to space, recycling of old seafloor by subduction and ongoing participation of Earth's core in mantle geochemistry. But, to date, proponents of this view have not coalesced around any one explanation.




Instead, the new findings support the view that the oxidation level of Earth's mantle has been largely steady for billions of years, and that the low oxidation seen in some samples of the mantle were created under geologic conditions the Earth can no longer produce because its mantle has since cooled. So, instead of some mechanism making Earth's mantle more oxidized over billions of years, the new study argues that the high temperatures of the Archean made parts of the mantle less oxidized. Because Earth's mantle has cooled since the Archean, it cannot produce rocks with super low oxidation levels anymore. Cottrell said the process of the planet's mantle cooling provides a much simpler explanation: Earth simply does not make rocks like it used to.

Cottrell and her collaborators are now seeking to better understand the geochemical processes that shaped the Archean mantle rocks from the Gakkel Ridge and the Southwest Indian Ridge by simulating in the lab the extremely high pressures and temperatures found in the Archean.

This research contributes to the museum's Our Unique Planet initiative. As a public-private research partnership, Our Unique Planet investigates what sets Earth apart from its cosmic neighbors by exploring the origins of the planet's oceans and continents, as well as how minerals may have served as templates for life.

In addition to Birner and Cottrell, Fred Davis of the University of Minnesota Duluth and Jessica Warren of the University of Delaware were co-authors of the study.

The research was supported by the Smithsonian and the National Science Foundation.
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Trees reveal climate surprise -- bark removes methane from the atmosphere | ScienceDaily
Tree bark surfaces play an important role in removing methane gas from the atmosphere, according to a study published today (24 July) in Nature.


						
While trees have long been known to benefit climate by removing carbon dioxide from the atmosphere, this new research reveals a surprising additional climate benefit. Microbes hidden within tree bark can absorb methane -- a powerful greenhouse gas -- from the atmosphere.

An international team of researchers led by the University of Birmingham has shown for the first time that microbes living in bark or in the wood itself are removing atmospheric methane on a scale equal to or above that of soil. They calculate that this newly discovered process makes trees 10 per cent more beneficial for climate overall than previously thought.

Methane is responsible for around 30 per cent of global warming since pre-industrial times and emissions are currently rising faster than at any point since records began in the 1980s.

Although most methane is removed by processes in the atmosphere, soils are full of bacteria that absorb the gas and break it down for use as energy. Soil had been thought of as the only terrestrial sink for methane, but the researchers now show that trees may be as important, perhaps more so.

Lead researcher on the study, Professor Vincent Gauci of the University of Birmingham, said: "The main ways in which we consider the contribution of trees to the environment is through absorbing carbon dioxide through photosynthesis, and storing it as carbon. These results, however, show a remarkable new way in which trees provide a vital climate service.

"The Global Methane Pledge, launched in 2021 at the COP26 climate change summit aims to cut methane emissions by 30 per cent by the end of the decade. Our results suggest that planting more trees, and reducing deforestation surely must be important parts of any approach towards this goal."

In the study, the researchers investigated upland tropical, temperate and boreal forest trees. Specifically, they took measurements spanning tropical forests in the Amazon and Panama; temperate broadleaf trees in Wytham Woods, in Oxfordshire, UK; and boreal coniferous forest in Sweden. The methane absorption was strongest in the tropical forests, probably because microbes thrive in the warm wet conditions found there. On average the newly discovered methane absorption adds around 10% to the climate benefit that temperate and tropical trees provide.




By studying methane exchange between the atmosphere and the tree bark at multiple heights, they were able to show that while at soil level the trees were likely to emit a small amount of methane, from a couple of metres up the direction of exchange switches and methane from the atmosphere is consumed.

In addition, the team used laser scanning methods to quantify the overall global forest tree bark surface area, with preliminary calculations indicating that the total global contribution of trees is between 24.6-49.9 Tg (millions of tonnes) of methane. This fills a big gap in understanding the global sources and sinks of methane.

The tree shape analysis also shows that if all the bark of all the trees of the world were laid at flat, the area would be equal to the Earth's land surface. "Tree woody surfaces add a third dimension to the way life on Earth interacts with the atmosphere, and this third dimension is teeming with life, and with surprises," said co-author Yadvinder Malhi of the University of Oxford.

Professor Gauci and colleagues at Birmingham are now planning a new research programme to find out if deforestation has led to increased atmospheric methane concentrations. They also aim to understand more about the microbes themselves, the mechanisms used to take up the methane and will investigate if this atmospheric methane removal by trees can be enhanced.
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Under pressure: How cells respond to physical stress | ScienceDaily
Cell membranes play a crucial role in maintaining the integrity and functionality of cells. However, the mechanisms by which they perform these roles are not yet fully understood. Scientists from the University of Geneva (UNIGE), in collaboration with the Institut de biologie structurale de Grenoble (IBS) and the University of Fribourg (UNIFR), have used cryo-electron microscopy to observe how lipids and proteins at the plasma membrane interact and react to mechanical stress. This work shows that, depending on conditions, small membrane regions can stabilize various lipids to trigger specific cellular responses. These discoveries, published in the journal Nature, confirm the existence of well-organized lipid domains and begin to reveal the role they play in cell survival.


						
Cells are surrounded by a membrane -- the plasma membrane -- which acts as a physical barrier but must also be malleable. These properties are endowed by the constituent components of membranes -- lipids and proteins -- whose molecular organisation varies according to the external environment. This dynamism is critical to membrane function but must be finely balanced to ensure that the membrane becomes neither too tense nor too floppy. How cells sense changes in the biophysical properties of the plasma membrane is thought to involve microregions on the membrane -- known as microdomains -- which are postulated to possess a specific lipid and protein content and organization.

High-resolution cryo-electron microscopy

The team led by Robbie Loewith, full professor in the Department of Molecular and Cellular Biology at the UNIGE Faculty of Science, is interested in how the components of the plasma membrane interact with each other to ensure that the overall biophysical properties of the membrane remain optimised for cell growth and survival.

''Until now, the techniques available did not allow us to study lipids in their natural environment inside membranes. Thanks to the Dubochet Center for Imaging (DCI) at the Universities of Geneva, Lausanne, Bern and the EPFL, we have been able to meet this challenge by using cryo-electron microscopy,'' explains Robbie Loewith. This technique allows samples to be frozen at -200degC to trap membranes in their native state, which can then be observed under an electron microscope.

The scientists used baker's yeast (Saccharomyces cerevisiae), a model organism used in many research laboratories because it is very easy to grow and genetically manipulate. What's more, most of its fundamental cellular processes mirror those of higher organisms. This study focused on a specific membrane microdomain scaffolded by a protein coat known as eisosomes. These structures are believed to be capable of sequestering or releasing proteins and lipids to help the cells resist and/or signal damage to the membrane, using processes that were previously unknown.

''For the first time, we have succeeded in purifying and observing eisosomes containing plasma membrane lipids in their native state. This is a real step forward in our understanding of how they function,'' explains Markku Hakala, a post-doctoral student in the Department of Biochemistry at the UNIGE Faculty of Science and co-author of the study.

Converting a mechanical signal into a chemical signal

Using cryo-electron microscopy, the scientists observed that the lipid organisation of these microdomains is altered in response to mechanical stimuli. ''We discovered that when the eisosome protein lattice is stretched, the complex arrangement of lipids in the microdomains is altered. This reorganisation of the lipids likely enables the release of sequestered signalling molecules to trigger stress adaptation mechanisms. Our study reveals a molecular mechanism by which mechanical stress can be converted to biochemical signaling via protein-lipid interactions in unprecedented detail,'' enthuses Jennifer Kefauver, post-doctoral researcher in the Department of Molecular and Cellular Biology and first author of the study.

This work opens many new avenues for studying the primordial role of membrane compartmentalisation -- i.e. the movement of proteins and lipids within membranes to form sub-compartments known as microdomains. This mechanism enables cells to perform specialised biochemical functions, in particular the activation of cellular communication pathways in response to the various stresses to which they may be exposed.
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New study confirms mammal-to-mammal avian flu spread | ScienceDaily
A new Cornell University study provides evidence that a spillover of avian influenza from birds to dairy cattle across several U.S. states has now led to mammal-to-mammal transmission -- between cows and from cows to cats and a raccoon.


						
"This is one of the first times that we are seeing evidence of efficient and sustained mammalian-to-mammalian transmission of highly pathogenic avian influenza H5N1," said Diego Diel, associate professor of virology and director of the Virology Laboratory at the Animal Health Diagnostic Center in the College of Veterinary Medicine.

Diel is co-corresponding author of the study, "Spillover of Highly Pathogenic Avian Influenza H5N1 Virus to Dairy Cattle" published in Nature.

Whole genome sequencing of the virus did not reveal any mutations in the virus that would lead to enhanced transmissibility of H5N1 in humans, although the data clearly shows mammal-to-mammal transmission, which is concerning as the virus may adapt in mammals, Diel said.

So far, 11 human cases have been reported in the U.S., with the first dating back to April 2022, each with mild symptoms: four were linked to cattle farms and seven have been linked to poultry farms, including an outbreak of four cases reported in the last few weeks in Colorado. These recent patients fell ill with the same strain identified in the study as circulating in dairy cows, leading the researchers to suspect that the virus likely originated from dairy farms in the same county.

While the virus does have the ability to infect and replicate in people, the efficiency of those infections is low. "The concern is that potential mutations could arise that could lead adaptation to mammals, spillover into humans and potential efficient transmission in humans in the future," Diel said.

It is therefore critical to continue to monitor the virus in affected animals and also in any potential infected humans, Diel said. The U.S. Department of Agriculture has funded programs for H5N1 testing, at no cost to producers. Early testing, enhanced biosecurity and quarantines in the event of positive results, would be necessary to contain any further spread of the virus, according to Diel.




Infections from H5N1 were first detected in January 2022, and have resulted in the deaths of more than 100 million domestic birds and thousands of wild birds in the U.S. The Cornell AHDC's and Texas A&M Veterinary Medical Diagnostic Laboratory scientists were among the first to report detection of the virus to dairy cattle herds. The cows were likely infected by wild birds, leading to symptoms of reduced appetite, changes in fecal matter consistency, respiratory distress and abnormal milk with pronounced decrease in milk production.

The study shows a high tropism of the virus (capability to infect particular cells) for the mammary gland and high infectious viral loads shed in milk from affected animals.

Using whole genome sequencing of characterized viral strains, modeling and epidemiological information, the researchers' determined cases of cow to cow transmission when infected cows from Texas were moved to a farm with healthy cows in Ohio. Sequencing also showed that the virus was transmitted to cats, a raccoon and wild birds that were found dead on affected farms. The cats and raccoon most likely became ill from drinking raw milk from infected cows. Though it isn't known how the wild birds became infected, the researchers suspect it may have resulted from environmental contamination or aerosols kicked up during milking or cleaning of the milking parlors.

Kiril Dimitrov, assistant agency director for microbiology and research and development at the Texas A&M Veterinary Medical Diagnostic Laboratory, is also a co-corresponding author.

Co-first authors include Leonardo Caserta, assistant research professor and interim associate director of the Virology Laboratory at AHDC, and Elisha Frye, DVM '10, assistant professor of practice, both in the Department of Population Medicine and Diagnostic Sciences; and Salman Butt, a postdoctoral researcher in Diel's lab. Cornell co-authors include Melissa Laverack, Mohammed Nooruzzaman, Lina Covaleda, Brittany Cronk, Gavin Hitchener, John Beeby, Manigandan Lejeune and Francois Elvinger.

The study was funded by the AHDC, the Ohio Animal Disease and Diagnostic Laboratory, the Texas A&M Veterinary Medical Diagnostic Laboratory and the USDA.
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Researchers leveraging AI to train (robotic) dogs to respond to their masters | ScienceDaily
An international collaboration seeks to innovate the future of how a mechanical man's best friend interacts with its owner, using a combination of AI and edge computing called edge intelligence.


						
The project is sponsored through a one-year seed grant from the Institute for Future Technologies (IFT), a partnership between New Jersey Institute of Technology (NJIT) and Ben-Gurion University of the Negev (BGU).

Assistant Professor Kasthuri Jayarajah in NJIT's Ying Wu College of Computing is researching how to design a socially assistive model of her Unitree Go2 robotic dog that will dynamically adapt its behavior and nature of interactions based on the characteristics of the people with whom it interacts.

The overarching project goal is to make the dog come "alive" by adapting wearable-based sensing devices that can detect physiological and emotional stimuli inherent to one's personality and traits, such as introversions, or transient states, including pain and comfort levels.

The invention will have an impact on home and healthcare settings in battling loneliness in the elderly population and be an aid in therapy and rehabilitation. Jayarajah's initial work where robotic dogs understand and respond to gestural cues from their partners will be presented at the International Conference on Intelligent Robots and Systems (IROS) later this year.

Co-principal investigator Shelly Levy-Tzedek, associate professor in the Department of Physical Therapy at BGU, is an experienced researcher and leader in rehabilitation robotics, with a focus on studying the effects of age and disease on the control of the body.

The researchers note that wearable devices are increasingly accessible, and everyday models such as earphones can be repurposed to extract wearers' states such as brain activity and micro expressions. The project aims to combine such multimodal wearable sensors with traditional robot sensors (e.g. visual and audio) to objectively and passively track user attributes.

According to Jayarajah, while the concept of socially assistive robots is exciting, long-term sustained use is a challenge due to cost and scale. "Robots like the Unitree Go2 are not yet up for big AI tasks. They have limited processing power compared to big GPU clusters, not a lot of memory and limited battery life," she said.

Initial steps in the project include building on traditional sensor fusion, as well as exploring carefully designed deep-learning based architectures that will assist in developing commodity wearable sensors for extracting user attributes and adapting motion commands.
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The unintended consequences of success against malaria | ScienceDaily
For decades, insecticide-treated bed nets and indoor insecticide spraying regimens have been important -- and widely successful -- treatments against mosquitoes that transmit malaria, a dangerous global disease. Yet these treatments also -- for a time -- suppressed undesirable household insects like bed bugs, cockroaches and flies.


						
Now, a new North Carolina State University study reviewing the academic literature on indoor pest control shows that as the household insects developed resistance to the insecticides targeting mosquitoes, the return of these bed bugs, cockroaches and flies into homes has led to community distrust and often abandonment of these treatments -- and to rising rates of malaria.

In short, the bed nets and insecticide treatments that were so effective in preventing mosquito bites -- and therefore malaria -- are increasingly viewed as the causes of household pest resurgence.

"These insecticide-treated bed nets were not intended to kill household pests like bed bugs, but they were really good at it," said Chris Hayes, an NC State Ph.D. student and co-corresponding author of a paper describing the work. "It's what people really liked, but the insecticides are not working as effectively on household pests anymore."

"Non-target effects are usually harmful, but in this case they were beneficial," said Coby Schal, Blanton J. Whitmire Distinguished Professor of Entomology at NC State and co-corresponding author of the paper.

"The value to people wasn't necessarily in reducing malaria, but was in killing other pests," Hayes added. "There's probably a link between use of these nets and widespread insecticide resistance in these house pests, at least in Africa."

The researchers add that other factors -- famine, war, the rural/city divide, and population displacement, for example -- also could contribute to rising rates of malaria.




To produce the review, Hayes combed through the academic literature to find research on indoor pests like bed bugs, cockroaches and fleas, as well as papers on malaria, bed nets, pesticides and indoor pest control. The search yielded more than 1,200 papers, which, after an exhaustive review process, was whittled down to a final count of 28 peer-reviewed papers fulfilling the necessary criteria.

One paper -- a 2022 survey of 1,000 households in Botswana -- found that while 58% were most concerned with mosquitoes in homes, more than 40% were most concerned with cockroaches and flies.

Hayes said a recent paper -- published after this NC State review was concluded -- showed that people blamed the presence of bed bugs on bed nets.

"There is some evidence that people stop using bed nets when they don't control pests," Hayes said.

The researchers say that all hope is not lost, though.

"There are, ideally, two routes," Schal said. "One would be a two-pronged approach with both mosquito treatment and a separate urban pest management treatment that targets pests. The other would be the discovery of new malaria-control tools that also target these household pests at the same time. For example, the bottom portion of a bed net could be a different chemistry that targets cockroaches and bed bugs.

"If you offer something in bed nets that suppresses pests, you might reduce the vilification of bed nets."

The study appears in Proceedings of the Royal Society B. The review was supported in part by the Blanton J. Whitmire Endowment at NC State, and grants from the U.S. Department of Housing and Urban Development Healthy Homes program (NCHHU0053-19), the Department of the Army, U.S. Army Contracting Command, Aberdeen Proving Ground, Natick Contracting Division, Ft. Detrick, Maryland (W911QY1910011), and the Triangle Center for Evolutionary Medicine (257367).
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Taco-shaped arthropod fossils gives new insights into the history of the first mandibulates | ScienceDaily
A new study, led by palaeontologists at the Royal Ontario Museum (ROM) is helping resolve the evolution and ecology of Odaraia, a taco-shaped marine animal that lived during the Cambrian period. Fossils collected by ROM reveal Odaraia had mandibles. Palaeontologists are finally able to place it as belonging to the mandibulates, ending its long enigmatic classification among the arthropods since it was first discovered in the Burgess Shale over 100 years ago and revealing more about early evolution and diversification. The study The Cambrian Odaraia alata and the colonization of nektonic suspension-feeding niches by early mandibulates was published in the journal Proceedings B.


						
The study authors were able to identify a pair of large appendages with grasping jagged edges near its mouth, clearly indicative of mandibles which are one of the key and distinctive features of the mandibulate group of animals. This suggests that Odaraia was one of the earliest known members of this group. The researchers made another stunning discovery, a detailed analysis of its more than 30 pairs of legs, found an intricate system of small and large spines. According to the authors, these spines could intertwine, capturing smaller prey as though a fishing net, suggesting how some of these first mandibulates left the sea floor and explored the water column, setting the seeds for their future ecological success.

"The head shield of Odaraia envelops practically half of its body including its legs, almost as if it were encased in a tube. Previous researchers had suggested this shape would have allowed Odaraia to gather its prey, but the capturing mechanism had eluded us, until now," says Alejandro Izquierdo-Lopez, lead author, who was based at ROM during this work as a PhD student at the University of Toronto. "Odaraia had been beautifully described in the 1980s, but given the limited number of fossils at that time and its bizarre shape, two important questions had remained unanswered: is it really a mandibulate? And what was it feeding on?"

At almost 20 cm in size, the authors explain that early mandibulates like Odaraia were part of a community of large animals that could have been able to migrate from the marine bottom-dwelling ecosystems characteristic of the Cambrian period to the upper layers of the water column. These types of communities could have enriched the water column and facilitated a transition towards more complex ecosystems.

Cambrian fossils record the major divergence of animal groups originating over 500 million years ago. This period saw the evolution of innumerable innovations, such as eyes, legs or shells, and the first diversification of many animal groups, including the mandibulates, one of the major groups of arthropods (animals with jointed limbs).

Mandibulates are an example of evolutionary success, representing over half of all current species on Earth. Today, mandibulates are everywhere: from sea-dwelling crabs to centipedes lurking in the undergrowth or bees flying across meadows, but their beginnings were more humble. During the Cambrian period, the first mandibulates were marine animals, most bearing distinct head shields or carapaces.

"The Burgess Shale has been a treasure trove of paleontological information," says Jean-Bernard Caron, Richard Ivey Curator at the Royal Ontario Museum, and co-author of the study. "Thanks to the work we have been doing at the ROM on amazing fossil animals such as Tokummia and Waptia, we already know a substantial amount about the early evolution of mandibulates. However, some other species had remained quite enigmatic, like Odaraia."

The Royal Ontario Museum holds the largest collections of Cambrian fossils from the world-renowned Burgess Shale of British Columbia. Burgess Shale fossils are exceptional, as they preserve structures, animals and ecosystems that under normal conditions would have decayed and completely disappeared from the fossil record. Mandibulates, though, are generally rare in the fossil record. Most fossils preserve only the hard parts of animals, such as skeletons or the mineralized cuticles of the well-known trilobites, structures that mandibulates lack.

For over forty years Odaraia has been one of the most iconic animals of the Burgess Shale, with its distinctive taco-shaped carapace, its large head and eyes, and a tail that resembles a submarine's keel. The public can view specimens of Odaraia on display at the Willner Madge Gallery, Dawn of Life at the Royal Ontario Museum.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240723204734.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Butterflies accumulate enough static electricity to attract pollen without contact | ScienceDaily
Butterflies and moths collect so much static electricity whilst in flight, that pollen grains from flowers can be pulled by static electricity across air gaps of several millimetres or centimetres.


						
The finding, published today in the Journal of the Royal Society Interface, suggests that this likely increases their efficiency and effectiveness as pollinators.

The University of Bristol team also observed that the amount of static electricity carried by butterflies and moths varies between different species, and that these variations correlate with differences in their ecology, such as whether they visit flowers, are from a tropical environment, or fly during the day or night. This is the first evidence to suggest that the amount of static electricity an animal accumulates is a trait that can be adaptive, and thus evolution can act upon it by natural selection.

Lead author Dr Sam England from Bristol's School of Biological Sciences, explained: "We already knew that many species of animal accumulate static electricity as they fly, most likely through friction with the air. There had also been suggestions that this static electricity might improve the ability of flower-visiting animals, like bees and hummingbirds, to pollinate, by attracting pollen using electrostatic attraction.

"However, it wasn't known whether this idea applied to the wider array of equally important pollinators, such as butterflies and moths. So, we set out to test this idea, and see if butterflies and moths also accumulate charge, and if so, whether this charge is enough to attract pollen from flowers onto their bodies."

Their study involved 269 butterflies and moths across 11 different species, native to five different continents and inhabiting multiple different ecological niches. They were then then able to compare between them and see if these ecological factors correlated with their charge, establishing if static charging is a trait that evolution can act upon.

Dr England added: "A clearer picture is developing of how the influence of static electricity in pollination may be very powerful and widespread.




"By establishing electrostatic charging as a trait upon which evolution can act, it opens up a great deal of questions about how and why natural selection might lead to animals benefiting or suffering from the amount of static electricity that they accumulate."

In terms of practical applications, this study opens the door to the possibility for technologies to artificially increase the electrostatic charges or pollinators or pollen, in order to improve pollination rates in natural and agricultural settings.

Dr England concluded: "We've discovered that butterflies and moths accumulate so much static electricity when flying, that pollen is literally pulled through the air towards them as they approach a flower.

"This means that they don't even need to touch flowers in order to pollinate them, making them very good at their jobs as pollinators, and highlighting just how important they might be to the functioning of our flowery ecosystems.

"For me personally, I would love to do a wider survey of as many different species of animal as possible, see how much static electricity they accumulate, and then look for any correlations with their ecology and lifestyle. Then we can really begin to understand how evolution and static electricity interact!"
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Drawing water from dry air | ScienceDaily
Earth's atmosphere holds an ocean of water, enough liquid to fill Utah's Great Salt Lake 800 times.


						
Extracting some of that moisture is seen as a potential way to provide clean drinking water to billions of people globally who face chronic shortages.

Existing technologies for atmospheric water harvesting (AWH) are saddled with numerous downsides associated with size, cost and efficiency. But new research from University of Utah engineering researchers has yielded insights that could improve efficiencies and bring the world one step closer to tapping the air as a culinary water source in arid places.

The study unveils the first-of-its-kind compact rapid cycling fuel-fired AWH device. This two-step prototype relies on adsorbent materials that draw water molecules out of non-humid air, then applies heat to release those molecules into liquid form, according to Sameer Rao, senior author of the study published Monday and an assistant professor of mechanical engineering.

"Hygroscopic materials intrinsically have affinity to water. They soak up water wherever you go. One of the best examples is the stuff inside diapers," said Rao, who happens to be the father of an infant son. "We work with a specific type of hygroscopic material called a metal organic framework."

Rao likened metal organic frameworks to Lego blocks, which can be rearranged to build all sorts of structures. It this case they are arranged to create a molecule ideal for gas separation.

"They can make it specific to adsorb water vapor from the air and nothing else. They're really selective," Rao said. Developed with graduate student Nathan Ortiz, the study's lead author, this prototype uses aluminum fumarate that was fashioned into panels that collect the water as air is drawn through.




"The water molecules themselves get trapped on the surfaces of our material, and that's a reversible process. And so instead of becoming ingrained into the material itself, it sits on the walls," Ortiz said. "What's special about these absorbent materials is they have just an immense amount of internal surface area. There's so many sites for water molecules to get stuck."

Just a gram of this material holds as much surface area as two football fields, according to Rao. So just a little material can capture a lot of water.

"All of this surface area is at the molecular scale," Rao said. "And that's awesome for us because we want to trap water vapor onto that surface area within the pores of this material."

Funding for the research came from the DEVCOM Soldier Center, a program run by the Department of Defense to facilitate technology transfer that supports Army modernization. The Army's interest in the project stems from the need to keep soldiers hydrated while operating in remote areas with few water sources.

"We specifically looked at this for defense applications so that soldiers have a small compact water generation unit and don't need to lug around a large canteen filled with water," Rao said. "This would literally produce water on demand."

Rao and Ortiz have filed for a preliminary patent based on the technology, which addresses non-military needs as well.




"As we were designing the system, I think we also had perspective of the broader water problem. It's not just a defense issue, it's very much a civilian issue," Rao said. "We think in terms water consumption of a household for drinking water per day. That's about 15 to 20 liters per day."

In this proof of concept, the prototype achieved its target of producing 5 liters of water per day per kilogram of adsorbent material. In a matter of three days in the field, this devise would outperform packing water, according to Ortiz.

In the device's second step, the water is precipitated into liquid by applying heat using a standard-issue Army camping stove. This works because of the exothermic nature of its water collecting process.

"As it collects water, it's releasing little bits of heat. And then to reverse that, we add heat," Ortiz said. "We just put a flame right under here, anything to get this temperature up. And then as we increase the temperature, we rapidly release the water molecules. Once we have a really humid airstream, that makes condensation at ambient temperature much easier."

Nascent technologies abound for atmospheric water harvesting, which is more easily accomplished when the air is humid, but none has resulted in equipment that can be put to practical use in arid environments. Ortiz believes his device can be the first, mainly because it is powered with energy-dense fuel like the white gasoline used in camping stoves.

The team decided against using photovoltaics.

"If you're reliant on solar panels, you're limited to daytime operation or you need batteries, which is just more weight. You keep stacking challenges. It just takes up so much space," Ortiz said. "This technology is superior in arid conditions, while refrigeration is best in high humidity."
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Manufacturing perovskite solar panels with a long-term vision | ScienceDaily
Researchers working at the forefront of an emerging photovoltaic (PV) technology are thinking ahead about how to scale, deploy, and design future solar panels to be easily recyclable.


						
Solar panels made of perovskites may eventually play an important role amid global decarbonization efforts to reduce greenhouse gas emissions. As the technology emerges from the testing stages, it is a perfect time to think critically about how best to design the solar panels to minimize their impact on the environment decades from now.

"When you have a technology in its very early stages, you have the ability to design it better. It's a cleaner slate," said Joey Luther, a senior research fellow at the U.S. Department of Energy's (DOE's) National Renewable Energy Laboratory (NREL) and coauthor of the newly published article in the journal Nature Materials. "Pushing perovskite PV toward enhanced sustainability makes more sense at this stage. We're thinking about how we can make sure we have a sustainable product now rather than dealing with sustainability issues toward the end of its practical life."

The PV research community, the article noted, is in an influential position to prioritize efforts in remanufacturing, recycling, (aka a "circular economy") and reliability to make perovskite PV among the most sustainable energy sources on the market.

"Perovskites could unlock the next evolution of high-efficiency PV, and it is our responsibility to assure they are manufactured, used, and recycled sustainably," said the lead author of the study, Kevin Prince, a former graduate researcher at NREL who is now researching perovskites at Helmholtz Zentrum Berlin in Germany.

Solar panels made from silicon dominate the industry, and while they have enormous environmental and climate benefits, they were not initially designed for "circularity." The other leading solar technology, cadmium telluride (CdTe), has had an established recycling program from the technology's inception partly to address the scarcity of telluride. All forms of tech manufacturing come with environmental costs, such as recycling challenges and the use of potentially toxic chemicals. But perovskites are at an inflection point, so the opportunity exists to address those concerns now.

The most efficient circular economy begins at the design stage and considers materials sourcing, strategizes for a long product lifetime, and plans end-of-life management. According to the researchers, the most representative way to assess the environmental impacts of solar panel manufacturing is to look at carbon emissions released during production, embodied energy, sustainable material sourcing, and module circularity.




The journal article identifies critical sustainability concerns for each component of a perovskite solar panel. Lead, for example, could be diluted with other chemically similar metals, such as tin, to lessen the amount of lead in a future panel. However, to date, these substitutions have come at the cost of PV efficiency and durability, requiring much more research before these proposed semiconductors are ready to use in modules. The researchers also suggest that expensive precious metals used in perovskite research cells, including silver and gold, should be replaced with low-cost alternatives, such as aluminum, copper, or nickel, for commercial modules. They also said fluorine-tin oxide would be a more practical material for the cell's front electrodes rather than the scarcer indium used in indium-tin oxide.

"We want to have the lowest amount of embodied energy in the fabrication," Luther said. "We want to have the lowest amount of emissions in the fabrication. At this stage, now is the chance to look at those components. I don't think we have to change anything. It's more a matter of what decisions should be made, and these arguments should certainly be discussed."

The authors highlighted different ways to think about the circularity of perovskite panels. Remanufacturing, for example, comes into play when an old module is disassembled with the goal of using certain parts to make a new module. Recycling, meanwhile, calls for the conversion of waste materials into raw materials that can then be refined and reused. One component that requires attention is the specialized glass that provides structural support for perovskite solar modules and offers protection from the elements while remaining very clear to allow in a maximal amount of sunlight. Establishing a recycling pathway for the glass will become more critical as PV deployment grows. Glass manufacturing as it stands today requires raw materials and is an energy-intensive process.

Silvana Ovaitt, a PV researcher and coauthor of the paper, said that as the electricity in the grid itself gets cleaner, the manufacturing of the panels will also be cleaner, further reducing emissions.

"Another concern is the transportation of the final modules and the raw glass because those are the heaviest items," Ovaitt said. "Local manufacturing will be a great way to reduce those carbon impacts."

The researchers explain that increasing PV module durability, thereby increasing its useful lifetime, is a more effective approach to reducing the net energy, energy payback, and carbon emissions than designing for circularity alone. Even though a panel can be designed with the end in mind, a longer lifespan means it will not have to be recycled as often.




"Ultimately, we want to make them as durable as possible," Luther said. "But we also want to consider the aspects of whenever that time does come. We want to be deliberate about how to take them apart and to reuse the critical components."

The other coauthors, all from NREL, are Heather Mirletz, E. Ashley Gaulding, Lance Wheeler, Ross Kerner, Xiaopeng Zheng, Laura Schelhas, Paul Tracy, Colin Wolden, Joseph Berry, and Teresa Barnes.

The DOE Solar Energy Technologies Office funded the research.

NREL is the DOE's primary national laboratory for renewable energy and energy efficiency research and development. NREL is operated for DOE by the Alliance for Sustainable Energy LLC.
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Better carbon storage with stacked geology | ScienceDaily
The overarching goal of all carbon capture and storage projects is the same: Keep carbon dioxide (CO2) emissions out of the atmosphere by storing them in the subsurface for good.


						
One way to do that is to inject the CO2 into a reservoir space that's covered with a big lid -- an impermeable caprock that can keep the gas in place and stop any upward flow in its tracks. That's the model that petroleum exploration has relied on for decades when searching for oil traps, and it works for both oil and CO2. But according to research led by The University of Texas at Austin's Bureau of Economic Geology, subsurface reservoirs that are covered by a collection of hundreds of smaller lids -- collectively called a "composite confining system" -- may be the better option for keeping carbon trapped for the long term.

That's good news for the carbon storage industry. This type of distributed system is common in a range of geological environments, including the Texas Gulf Coast.

"Directly under what is the largest concentration of emissions in the U.S. we have incredible reservoirs, but few regional seals. What we have instead, is lots and lots of discontinuous barriers to vertical flow," said Alex Bump, a research associate professor at the Bureau's Gulf Coast Carbon Center in the UT Jackson School of Geosciences. "There is a very local motivation for this research but the application is global."

Many people working in carbon storage have roots in oil and gas -- including Bump. The two industries share similar knowledge bases in reservoir geology and fluid dynamics. However, according to Bump, this has also led to some assumptions about optimal carbon storage scenarios -- namely, that the same sort of caprock-sealed reservoirs that are proven oil traps should also be the preferred place to store carbon.

According to Bump, there are key differences between hydrocarbon production and carbon storage that suggest rethinking the inherited concepts.

"In petroleum, the goal of production favors large-volume, concentrated, mobile accumulations, so we explore for large traps, and high-permeability reservoirs with an impermeable seal," said Bump.




That same model works for carbon storage, but the factors that make it ideal for petroleum production make it risky for storage, Bump said. For example, if there is a leak in the seal (such as an improperly decommissioned well), then there is a large, concentrated volume of CO2 that can potentially leak out. In contrast, the multiple barriers of a composite confining systems not only help prevent escape but also help spread the CO2 plume across the available pore space in a reservoir. In doing so, they effectively immobilize the CO2. Even where there might be an escape path, there is little or no mobile CO2 to feed it.

Bump compares the differences between a caprock and composite approach to catching a water leak with a bucket versus a pile of towels. Both can do the job. But there's no risk of the water spilling with the towels. The towels simply soak it up.

In a paper published in the International Journal of Greenhouse Gas Control, Bump and colleagues at the Gulf Coast Carbon Center, Hailun Ni and Sahar Bakhshian, make the case for composite confining systems for CO2 storage by presenting data from experimental models, numerical simulations and actual reservoirs. Their experiments and numerical models show that the length and frequency of the barriers are the two most influential factors when it comes to an effective confining system. They also found that the barriers don't have to be particularly substantial to be effective. Even minor reductions in grain size between geologic layers are enough to divert the path of a rising CO2 plume -- helping to spread the gas laterally throughout the reservoir, with little migration toward the surface.

Bump said that next on the agenda is to spread the word about composite confining systems for carbon storage. He is currently working on developing a best-practices guide for finding and permitting these types of reservoirs for CO2 storage.

"This is really about creating a user's manual," Bump said. "We're figuring out how to take a good idea and apply it. There are already commercial projects moving forward with this on the Gulf Coast. We want to make it a standard part of the global toolkit for carbon storage."
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Researchers develop more environmentally friendly and cost-effective method for soil remediation | ScienceDaily
Rice University chemist James Tour has led a research team to develop a rapid electrothermal mineralization (REM) process, which in seconds can remediate the accumulation of synthetic chemicals that can contaminate soil and the environment. The study was published in  Nature Communications on July 20.


						
Per- and polyfluoroalkyl substances (PFAS), or persistent and bioaccumulative pollutants that can accumulate in soil, threaten the environment and human health. PFAS, a large group of synthetic chemicals resistant to heat, oil, water and grease, are used in consumer products such as firefighter foam, food packaging, carpeting, cleaning products, paper and paint.

Existing methods for breaking down PFAS are often inefficient, consuming large amounts of energy and water without eliminating these contaminants. The REM process, however, offers a more effective, efficient and environmentally friendly solution.

The REM process uses electrical inserts in the ground plus biochar, an environmentally friendly conductive additive, to rapidly heat contaminated soil to over 1,000degC in seconds through a direct current pulse. The intense heat converts PFAS into calcium fluoride, a nontoxic mineral, utilizing the natural calcium compounds present in the soil. This method has demonstrated high removal efficiencies (more than 99%) and mineralization ratios (more than 90%).

"Our research shows that this high-temperature electrothermal process can effectively mineralize PFAS into nontoxic calcium fluoride," said Tour, the T.T. and W.F. Chao Professor of Chemistry and professor of materials science and nanoengineering. "The process retains essential soil properties and enhances soil health by increasing nutrient supply and supporting infiltration of arthropods."

This breakthrough builds on previous work where electrothermal heating was used to vaporize heavy metals and convert organic pollutants in soil into nontoxic graphite materials. In the current study, the research team mixed soil with biochar and applied a pulsed current, achieving rapid heating and mineralization. The effectiveness of the process was confirmed through advanced testing methods, including liquid chromatography-mass spectrometry and ion chromatography.

The REM process stands out for its speed, efficiency, scalability and environmental benefits. The method reduces energy consumption, greenhouse gas emissions and water use compared to existing remediation practices. The lab-scale process can handle up to 2 kilograms of soil per batch, marking a significant step toward larger-scale, on-site application systems currently being designed.

"This method offers a more environmentally friendly and cost-effective approach to soil remediation," said Yi Cheng, a Rice Academy Fellow and postdoctoral research associate in the Tour lab. "We are excited about the potential for field-testing and broader deployment in the near future."

This study was a collaboration between Rice and the U.S. Army Corp of Engineers' Engineer Research and Development Center funded by the Rice Academy Fellowship, the Air Force Office of Scientific Research and the Army Corps of Engineers.

Other authors include Rice's Department of Chemistry's Bing Deng, Phelecia Scotland, Lucas Eddy, Karla Silva, Bowen Li, Kevin Wyss, Jinhang Chen, Qiming Liu, Tengda Si and Shichen Xu; Rice's Department of Biosciences' Arman Hassan and Matthew McCary; Rice's Department of Chemical and Biomolecular Engineering's Bo Wang and Michael Wong; the U.S. Army Corp of Engineers' Engineer Research and Development Center's Mine Ucak-Astarlioglu and Christopher Griggs; Rice's Department of Earth, Environmental and Planetary Sciences' Xiaodong Gao, Debadrita Jana and Mark Torres; Rice's Department of Materials Science and NanoEngineering's Khalil JeBailey and Boris Yakobson; and Corban University's Yufeng Zhao.
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Researchers warn of unprecedented arsenic release from wildfires | ScienceDaily
The wildfire season of 2023 was the most destructive ever recorded in Canada and a new study suggests the impact was unprecedented. It found that four of the year's wildfires in mine-impacted areas around Yellowknife, Northwest Territories potentially contributed up to half of the arsenic that wildfires emit globally each year.


						
The work, led by researchers at the University of Waterloo and Nipissing University, is the first to calculate the amount of arsenic that was stored in areas at high risk of wildfires around Yellowknife. Looking at data from the past five decades, the team estimates the 2023 wildfires potentially released between 69 and 183 tonnes of arsenic.

Arsenic, a potent toxin, which the World Health Organization associates with diabetes, cardiovascular disease, various cancers, and infant mortality, can be transformed by wildfire and released into the environment from the soils that normally sequester it.

Given that the frequency and severity of wildfires is expected to increase because of climate change, the researchers caution that in any regions in the world where annual wildfires intersect with past or present mining and smelting operations, future fires could present a major risk for releasing stored toxins back into the environment.

"Yellowknife has a decades-long history of mining, which has led to an accumulation of arsenic in the surrounding landscape. However, Yellowknife is not unique in this regard, Canada has many industrially contaminated sites that are vulnerable to wildfire," said Dr. Owen Sutton, a postdoctoral fellow in the Faculty of Environment at Waterloo.

The amount of arsenic released by wildfires depends on a multitude of factors, such as fire temperature, depth of the burn, and soil type, and the combination of these variables.

"While our research has raised the alarm on this issue, we will be the first to argue there is an urgent need for collaborative investigation by wildfire scientists, chemists, environmental scientists and policy experts," said Dr. Colin McCarter, professor in the Department of Geography at Nipissing University and Canada Research Chair in Climate and Environmental Change. "By integrating diverse fire management techniques, including Indigenous fire stewardship, we can hopefully mitigate these emerging risks to human and environmental health."

The researchers found that arsenic emissions from wetlands were the most concerning because of their tendency to store contaminants compared to forests. Moving forward, they will continue quantifying the amount of toxins being stored by northern peatlands and study the potential release of other metals from those landscapes.

Dr. James Waddington, from McMaster University, also contributed to the work. "Globally-significant arsenic release by wildfires in a mining-impacted boreal landscape" appears in Environmental Research Letters.
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Nanoscopic imaging aids in understanding protein, tissue preservation in ancient bones | ScienceDaily
A pilot study from North Carolina State University shows that nanoscopic 3-D imaging of ancient bone not only provides further insight into the changes soft tissues undergo during fossilization, it also has potential as a fast, practical way to determine which specimens are likely candidates for ancient DNA and protein sequence preservation.


						
"Paleontologists have studied fossilized bones for centuries, but we still don't completely understand the fossilization process for organic soft tissues of bone, like collagen protein or blood vessels, and how they preserve over extended periods of time," says Landon Anderson, NC State graduate student and author of the research. "I used a nanoscopic imaging approach to compare modern bones and bones from the Ice Age, as a method for potentially better understanding the changes collagen protein and blood vessels undergo during fossilization."

Anderson compared small samples of modern cow, alligator and ostrich leg bones to those from Pleistocene-era woolly mammoth, steppe bison, reindeer, and horse. The Pleistocene samples were all recovered from thawed, ancient permafrost in Canada's Yukon Territory.

Applying a dilute acid solution to the samples dissolved the mineral portion of the bones, leaving behind their underlying collagen protein frameworks. Using scanning electron microscopy (SEM) up to 150,000x magnification, Anderson was able to image the collagen protein fibrils and blood vessels within the demineralized bone samples.

Anderson scanned the surfaces of the imaged structures using time-of-flight secondary ionization mass spectrometry (ToF-SIMS), which identified the chemical signatures present in the structures and helped further confirm them as collagen protein and blood vessels.

"The imaging data and ToF-SIMS showed that the Ice Age samples still consist of original, unfossilized bone tissue -- they are subfossils and still preserve much of their original, unaltered organic tissue and proteins, similar to modern bones," Anderson says. "The underlying idea of this pilot study is that this nanoscopic approach could be used on bones all across the fossil record to better understand the chemical and structural changes that occur to organic tissues during fossilization."

The technique could potentially also be used as a proxy for screening ancient bone specimens for DNA and protein sequence preservation.

"The electron microscope imaging allows you to directly view the nanoscopic collagen fibrils of bone, which are essentially bundles of collagen protein molecules," Anderson says. "Collagen protein is robust, so for an ancient bone specimen lacking these fibrils, if they've been degraded away, then there is also unlikely to be any recoverable DNA present in the sample and protein content would be reduced, at a minimum. This technique could be a practical first step to screen candidate specimens for further molecular analysis."
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Electric scooter and bike accidents are soaring across the United States | ScienceDaily
In the crowded urban landscape, where small electric vehicles -- primarily scooters and bicycles -- have transformed short distance travel, UC San Francisco researchers are reporting a major national surge in accidents tied to "micromobility."


						
E-bicycle injuries doubled every year from 2017 to 2022, while e-scooter injuries rose by 45 percent. Injured e-riders tended to be slightly older and wore helmets less often than conventional riders. And e-scooter riders were more likely to sustain internal injuries than conventional scooter riders, while upper extremity injuries were more common among non-EV riders.

The researchers analyzed injuries and hospitalizations from electric bicycles, electric scooters, conventional bicycles and conventional scooters. The study, which appears July 23 in JAMA Network Open, is believed to be the first investigation into recent injury patterns in the U.S.

"The U.S. had a remarkable increase in micromobility injuries during the study period," said co-lead author Adrian Fernandez, MD, chief resident with the UCSF Department of Urology. "This increase in accidents not only introduced a demographic shift, but also underscores an urgent need for added safety measures. There are undeniable health and environmental benefits to micromobility vehicle use, but structural changes must be taken to promote safe riding."

Reshaping urban transportation

Micromobility, the use of small vehicles for one or two passengers, has surged 50-fold over the last decade, especially in dense areas with the introduction of electric-powered motors and ride-sharing platforms. The low-cost, low-emission scooters and bicycles can travel up to 28 miles an hour, are convenient, affordable, reduce congestion and allow riders to cover more distance with less effort.

But increasingly the vehicles are proving to be dangerous, especially in the hands of novices.




The researchers analyzed data from the U.S. Consumer Product Safety Commission's National Electronic Injury Surveillance System, which has collected statistics from emergency departments on consumer product-related injuries since 1978. They looked at such factors as injury type (blunt, orthopedic, neurological, dental), injury region (head, neck, trunk, extremities) and helmet use.

They found that e-bicycle injuries dramatically increased from 751 in 2017 to 23,493 in 2022, and e-scooter injuries rose from 8,566 to 56,847 over that timeframe. Altogether, there were nearly 2.5 million bicycle injuries, more than 304,000 scooter injuries, 45,586 e-bicycle injuries, and some 189,517 e-scooter injuries in the U.S.

Both conventional and electric bike and scooter injuries were more common in urban settings. Electric bike and scooter riders were older and more likely to participate in risky behaviors, such as riding while intoxicated and without a helmet than conventional vehicle riders. The median age was 39 years old for injured e-bicyclists, compared to 30 for injured conventional bikers. The median age for e-scooter riders was 30 compared to 11 for conventional scooter riders.

"Our findings stress a concerning trend: helmet usage is noticeably lower among electric vehicle users, and risky behaviors, such as riding under the influence, are more prevalent," said co-first author Kevin D. Li, a 2025 dual candidate pursuing medical and master's degrees at UCSF.

The authors urged a multifaceted response, including better infrastructure in urban areas to accommodate the small vehicles, and education campaigns that promote helmet use and sober riding.

"As micromobility vehicles become more embedded in our daily lives, understanding and addressing the safety challenges they pose is critical," said senior and corresponding author Benjamin N. Breyer, MD, MAS, the Taube Family Distinguished Professor and chair of the UCSF Department of Urology, and a member of the UCSF Department of Epidemiology and Biostatistics.

"This not only involves adapting our urban landscapes but also fostering a culture of safety among riders," Breyer said. "By doing so, we can harness the full potential of micromobility to create more sustainable, health, and safe urban environments."

Other authors include Hiren V. Patel, MD, PhD, Isabel Elaine Allen, PhD, Umar Ghaffar, and Nizar Hakam, all at UCSF.
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Biosensor reveals gibberellin's critical role in legume nitrogen-fixation -- paving the way for self-fertilizing cereals | ScienceDaily
Researchers at the University of Cambridge demonstrate that the plant hormone gibberellin (GA) is essential for the formation and maturation of nitrogen-fixing root nodules in legumes and can also increase nodule size.


						
They identify the specific times and location where GA governs the initiation, growth and function of nodules. These findings help to reconcile conflicting reports suggesting GA both inhibited and was required for nodulation by pinpointing the zones where GA is essential.

Cereal crops like wheat, maize and rice are nitrogen-hungry crops and depend heavily on synthetic fertilisers to meet their nitrogen needs. However, synthetic nitrogen fertilisers require an enormous amount of energy to manufacture, are expensive for farmers and cause negative environmental impacts like water pollution.

Unlike cereals, legumes, like peas, beans and pulses, can obtain their own nitrogen through a natural symbiotic relationship with nitrogen-fixing bacteria, forming lateral root-derived organs called nodules. This nitrogen-fixing ability also leads to higher protein content in legume crops, making them more nutritious for human consumption.

However, legume crops stop producing root nodules when the soil has relatively high concentrations of nitrogen and as a result potentially miss out on producing higher yields.

Scientists around the world are working on how to both boost legume yields and transfer nitrogen-fixing abilities from legumes to cereals, but this involves unravelling and understanding the complex genetic and biochemical pathways involved in nodule formation and nitrogen fixation.

In research published in The Plant Cell, Dr Alexander Jones' research group at the Sainsbury Laboratory Cambridge University (SLCU) and Professor Giles Oldroyd's group at the Crop Science Centre have made a major step towards this goal by revealing the GA dynamics that govern the development, morphology and function of nitrogen-fixing root nodules. Dr Jones said: "There were some confusing and conflicting reports about the function of GA in nodule symbiosis. Experiments showed that adding GA reduces nodulation and removing GA increases nodulation in legumes like Medicago truncatula, which suggests GA is antagonistic towards nodulation. But there is also a legume mutant in peas that produces less GA and has fewer nodules, which suggests that GA is somehow required for nodulation."

"These conflicting results suggest there is probably something going on with spatial-temporal GA patterning. For example, there may be specific places where GA needs to be and some places where it needs to be absent. Or that the precise concentration of GA is important."




Using the highly sensitive next-generation biosensor nlsGIBBERELLIN PERCEPTION SENSOR 2 (GPS2) developed in the Jones Group, Dr Colleen Drapek was able to visualise exactly where and when GA was present and in what relative concentrations it occurred. She found GA accumulated in the nodule primordium (the zone in the root cortex where cells start dividing in the early stages of nodule formation) in Medicago infected with rhizobium bacteria. Dr Drapek said: "Right at the beginning of nodule formation you start to see an accumulation of GA in the nodule primordia, but very little GA anywhere else in the root. As the root nodule further develops, you see GA accumulating at quite high concentrations and remaining at high levels in the mature nodule."

Dr Drapek used GA and symbiotic Medicago mutants to further test what GA was doing by taregtting overexpression of enzymes that break GA down or synthesise GA. The result for the former was that no nodules formed and the latter was larger nodules. "This shows GA is very important for nodules, but that its function is specific to zones where the nodule is being initiated and not surrounding areas. We know that low GA is good for the initial rhizobium infection of the roots, but then later you need GA to be present for the nodulation process to proceed and for nodules to mature."

In earlier research in the Oldroyd Group at SLCU undertaken by Dr Katharina Schiessl, it was shown that there is an overlap in the developmental programme that plants use to form lateral roots and nitrogen-fixing nodules. Professor Oldroyd said: "These latest findings show that GA accumulation in the root is unique to nodule development and likely therefore a critical switch for nodule-specific development. These are essential insights for us in attempting to transfer nitrogen-fixation to other crops such as cassava and cereals."
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Best bioenergy crops for sustainable aviation fuels by U.S. region, policy goals | ScienceDaily
Researchers analyzed the financial and environmental costs and benefits of four biofuels crops used to produce sustainable aviation fuels in the U.S. They found that each feedstock -- corn stover, energy sorghum, miscanthus or switchgrass -- performed best in a specific region of the rainfed United States. Their study will help growers and policymakers select the feedstocks most suited to meeting goals like reducing production costs, lowering greenhouse gas emissions and building soil carbon stocks.


						
The U.S. currently consumes 23 billion gallons of jet fuel per year, and aviation fuel accounts for roughly 13% of domestic transportation carbon dioxide emissions, the researchers report in their analysis in the journal Environmental Science and Technology. So far, only a few million gallons of sustainable aviation fuels are produced in the U.S., but a national initiative, the Sustainable Aviation Fuel Grand Challenge, aims to expand production to 3 billion gallons by 2030 and 35 billion gallons by 2050 while achieving a 50% reduction in life-cycle greenhouse gas emissions intensity compared with conventional fuel.

The mix of bioenergy crop feedstocks that will be produced to meet this challenge, their relative costs and carbon intensities will depend on how the goals of the policy are specified, said Madhu Khanna, a professor of agricultural and consumer economics at the University of Illinois Urbana-Champaign and the director of the U. of I. Institute for Sustainability, Energy and Environment. Khanna led the study with Xinxin Fan, a postdoctoral researcher at iSEE.

"It's a huge task to weigh all the factors that make a particular biofuels feedstock economically or environmentally viable," Khanna said. "You have to consider all other potential uses for the land used to grow the crop, the costs of establishing a new crop, and numerous other factors like weather, soil carbon and the productivity of a given crop in a particular location."

"There's also the cost of converting different feedstocks into biofuels and the greenhouse gas emissions associated with growing and transporting them to a refinery," Fan said.

The goal was to identify feedstocks with the lowest "break-even price" for a grower switching from another viable crop, the lowest carbon intensity and cost of carbon abatement, and the highest biomass produced per unit of land.

Identifying these factors for each feedstock and growing region will allow growers and policymakers to determine which crops will perform best in each part of the country and which policies or incentives will be most successful, Fan said.




The researchers divided the rainfed zones of their study area -- encompassing most of the continental U.S. from the Dakotas, Nebraska, Kansas, Oklahoma and Texas eastward -- into 1.5-mile-square plots. They focused on four zones: the Great Plains, Midwest, Northeast and Southeast.

The team first determined the break-even costs for a grower switching from the next most viable crop to a biofuels crop. These include outlays for seed, chemicals, fertilizing, storage and all other costs associated with planting, maintaining and harvesting a crop. The scientists also modeled the different growing conditions; carbon emissions; and the costs and benefits across the life cycle of each feedstock, including hauling it to a biorefinery and converting it to useable jet fuel. They also determined the average cost of greenhouse-gas abatement per feedstock.

"We show that the optimal feedstock for each location differs depending on whether the incentive is to lower the break-even price, carbon intensity or cost of carbon abatement, or to have higher biomass production per unit of land," the researchers wrote.

The cost of abating greenhouse gas emissions with sustainable aviation fuels "was lowest with miscanthus in the Midwest, switchgrass in the South and energy sorghum in a relatively small region in the Great Plains," they reported. "While corn-stover-based SAF had the lowest break-even price per gallon, it has the highest cost of abatement due to its relatively high greenhouse gas intensity."

Different policies would favor some feedstocks over others, Khanna said. Corn stover would win out if policymakers prioritized the volume of production over the total reduction in greenhouse gas emissions. However, use of this feedstock would reduce soil carbon stores, making it more carbon-intensive than the other energy crops. Miscanthus and switchgrass increase soil carbon and would do much more to lower greenhouse gas emissions than corn stover. But these feedstocks are more expensive to produce, requiring an incentive like a carbon tax credit to make them economically viable.

Ultimately, the researchers conclude, "either carbon prices would need to rise or the cost of producing sustainable aviation fuels will need to fall to make SAFs an economically attractive alternative to jet fuel."

Khanna also is a professor in the Center for Advanced Bioenergy and Bioproducts Innovation, the Carl R. Woese Institute for Genomic Biology, and the National Center for Supercomputing Applications at the U. of I. Fan is a postdoctoral researcher in CABBI.

The Department of Energy Office of Science and Office of Environmental Research supported this study.
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Dual action antibiotic could make bacterial resistance nearly impossible | ScienceDaily
A new antibiotic that works by disrupting two different cellular targets would make it 100 million times more difficult for bacteria to evolve resistance, according to new research from the University of Illinois Chicago.


						
For a new paper in Nature Chemical Biology, researchers probed how a class of synthetic drugs called macrolones disrupt bacterial cell function to fight infectious diseases. Their experiments demonstrate that macrolones can work two different ways -- either by interfering with protein production or corrupting DNA structure.

Because bacteria would need to implement defenses to both attacks simultaneously, the researchers calculated that drug resistance is nearly impossible.

"The beauty of this antibiotic is that it kills through two different targets in bacteria," said Alexander Mankin, distinguished professor of pharmaceutical sciences at UIC. "If the antibiotic hits both targets at the same concentration, then the bacteria lose their ability to become resistant via acquisition of random mutations in any of the two targets."

Macrolones are synthetic antibiotics that combine the structures of two widely used antibiotics with different mechanisms. Macrolides, such as erythromycin, block the ribosome, the protein manufacturing factories of the cell. Fluoroquinolones, such as ciprofloxacin, target a bacteria-specific enzyme called DNA gyrase.

Two UIC laboratories led by Yury Polikanov, associate professor of biological sciences, and Mankin and Nora Vazquez-Laslop, research professor of pharmacy, examined the cellular activity of different macrolone drugs.

Polikanov's group, which specializes in structural biology, studied how these drugs interact with the ribosome, finding that they bind more tightly than traditional macrolides. The macrolones were even capable of binding and blocking ribosomes from macrolide-resistant bacterial strains and failed to trigger the activation of resistance genes.




Other experiments tested whether the macrolone drugs preferentially inhibited the ribosome or the DNA gyrase enzymes at various doses. While many designs were better at blocking one target or another, one that interfered with both at its lowest effective dose stood out as the most promising candidate.

"By basically hitting two targets at the same concentration, the advantage is that you make it almost impossible for the bacteria to easily come up with a simple genetic defense," Polikanov said.

The study also reflects the interdisciplinary collaboration at the UIC Molecular Biology Research Building, where researchers from the colleges of medicine, pharmacy and liberal arts and sciences share neighboring laboratories and drive basic science discoveries like this one, the authors said.

"The main outcome from all of this work is the understanding of how we need to go forward," Mankin said. "And the understanding that we're giving to chemists is that you need to optimize these macrolones to hit both targets."

In addition to Mankin, Polikanov and Vazquez-Laslop, UIC co-authors on the paper include Elena Aleksandrova, Dorota Klepacki and Faezeh Alizadeh.
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A window of opportunity for climate change and biodiversity | ScienceDaily
World leaders must take advantage of a pivotal window of opportunity for forging a much-needed joined-up approach to tackle climate change and biodiversity loss, say scientists from ZSL and York University. Without this, work on tackling either crisis could inadvertently harm progress on the other.


						
Published today (Tuesday 23 July) in the Journal of Applied Ecology, a paper from international conservation charity ZSL and researchers at York University, Toronto, titled 'The Kunming-Montreal Global Biodiversity Framework and the Paris Agreement need a joint work programme for climate, nature, and people' conceptualises how a joint work programme between the United Nations Framework Convention on Climate Change (UNFCCC) and the United Nations Convention on Biological Diversity (CBD) could be established.

Highlighting the issues the joint programme must tackle, and recommendations for successful implementation -- the paper argues that such a unified political tool is critical to meet international commitments under both the Paris Agreement and the Kunming-Montreal Global Biodiversity Framework.

Professor Nathalie Pettorelli, who has long been calling for united solutions to tackle climate change and biodiversity loss, is co-author of the paper and researcher at ZSL's Institute of Zoology explained: "We urgently need a global approach that addresses the nature and climate crises together -- because they are intrinsically connected.

"The UNFCCC and CBD are incredible platforms for providing the evidence to, and guiding the way through the changes we need, but higher levels of integration between the biodiversity and climate change agendas are needed to plug implementation gaps.

"The upcoming Conference of the Parties of the UNFCCC and CBD present a clear policy window for the two conventions to introduce a formal governance structure that brings together ideas, people, organisations and processes necessary for joining the dots on how to both stabilize our climate and recover our nature."

World leaders will come together later this year for two global conventions to separately tackle climate change and biodiversity loss. In October, the CBD will meet in Columbia for the 16th United Nations Biodiversity conference (COP16). A week after its close in November, the UNFCCC will meet in Azerbaijan for the 29th United Nations Climate Change conference (COP29).




Nathalie added: "With the closely related policy agendas of the upcoming UNFCCC and CBD's COPs, negotiators have a key opportunity to take coordinated, bold and transformative action to deliver a new, more integrated and coherent approach to addressing the entwined nature and climate crises. The urgency is such that both conventions need to work together now, and take advantage of the many potential synergies we highlighted between climate change and biodiversity policies to change humanity's course towards a sustainable future."

Government representatives at COP16 will be tasked with assessing the state of implementation of the Kunming-Montreal Global Biodiversity Framework which was adopted in 2022, outlining a path for humanity to live in harmony with nature by 2050 -- with goals including halting and reversing biodiversity loss by 2030. Discussions during COP29 will be key in progress towards the landmark international treaty to limit global temperature increases to 1.5degC above pre-industrial levels, known as the Paris Agreement.

Climate change and biodiversity loss are inherently interconnected; rapidly changing conditions drive the loss of species and the subsequent breakdown of ecosystems across the world -- however healthy, functioning ecosystems are absolutely key to tackling climate change and mitigating its impacts.

Professor Idil Boran, co-author and researcher at York University's Faculty of Liberal Arts and Professional Studies, Toronto said: "The world is currently at a crossroads. World leaders have signed international treaties that commit them to take action to address these two crises -- but there is currently a massive gap in the tools available to ensure this action is unified. We need a programme that fills these gaps, identifies areas where climate actions may harm to biodiversity, provides clear recommendations and develops methods to monitor progress on shared goals.

"Without this, we risk action to tackle one crisis creating major setbacks for the other. For example, the replacement of natural grasslands with forests may help capture and store planet-warming carbon dioxide, but it does so at a cost of the ecosystems and wildlife that previously used the land."

Properly implemented Nature-based Solutions (NbS) -- natural systems that help achieve societal goals -- tackle climate change and biodiversity loss simultaneously, while also bringing benefits to people. For example, the restoration of mangroves not only helps with carbon storage, but also protects the homes of species such as Endangered Bengal tigers and Critically Endangered Philippine cockatoo, and provides food and resources for local communities.




The paper also calls for the vital need for the reallocation of resources to address imbalances in funds and support available for action to address climate change in comparison with biodiversity loss.

Nathalie added: "There is a wider need for world leaders to ensure they're putting nature at the heart of their decision making. Functioning ecosystems aren't just important for addressing rapid climate change -- losing them impacts every aspect of our lives, from food security to access to clean water. We need these to be recognised and conservation to receive the resources needed for it to be part of the solution towards tackling climate change and championing human wellbeing."

From restoring mangrove forests in the Philippines equivalent to over 1,000 football pitches to calling for the rewilding of urban spaces to help protect city dwellers from the worst impacts of climate change, this call is part of ZSL's wider global work pushing for and implementing urgent action to build a better future for people and planet.

ZSL believes nature can recover, and that conservation is most effective when driven by science. ZSL call for science to guide all global decisions on environment and biodiversity and build a healthier future for wildlife, people and the planet. Find out more and support ZSL's world-leading, collaborative science and conservation work at www.zsl.org
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Pioneering the cellular frontier | ScienceDaily
Every plant, animal, and person is a rich microcosm of tiny, specialized cells. These cells are worlds unto themselves, each with their own unique parts and processes that elude the naked eye. Being able to see the inner workings of these microscopic building blocks at nanometer resolution without harming their delicate organelles has been a challenge, but scientists from different disciplines across the U.S. Department of Energy's (DOE) Brookhaven National Laboratory have found an effective way to image a single cell using multiple techniques. The fascinating process to capture these images was published in Communications Biology.


						
Being able to understand the inner structures of cells, the way chemicals and proteins interact within them, and how those interactions signal certain biological processes at nanometer resolution can have significant implications in medicine, agriculture, and many other important fields. This work is also paving the way for better biological imaging techniques and new instruments to optimize biological imaging.

"Studying human cells and the organelles inside of them is exciting," said Qun Liu, a structural biologist at Brookhaven Lab, "but there are so many opportunities to benefit from our multimodal approach that combines hard X-ray computed tomography and X-ray fluorescence imaging. We can study pathogenic fungi or beneficial bacteria. We're able to not only see the structure of these microorganisms but also the chemical processes that happen when cells interact in different ways."

Pulling out one of life's building blocks

Before the researchers even began imaging, one of their biggest challenges was preparing the sample itself. The team decided to use a cell from the human embryonic kidney (HEK) 293 line. These cells are known for being easy to grow but difficult to take multiple X-ray measurements of. Even though they are very small, cells are quite susceptible to X-ray-induced damage.

The scientists went through a careful, multistep process to make the sample more robust. They used paraformaldehyde to chemically preserve the structure of the cell, then had a robot rapidly freeze the samples by plunging them into liquid ethane, transferred them to liquid nitrogen, and finally freeze dried them to remove water but maintain the cellular structure. Once this process was complete, the researchers placed the freeze-dried cells under a microscope to locate and label them for targeted imaging.

At only about 12-15 microns in diameter (the average human hair is 150 microns thick), setting up the sample for measurements was not easy, especially for measurements on different beamlines. The team needed to ensure that the cell's structure could survive multiple measurements with high energy X-rays without significant damage and that the cell could be reliably held in one place for multiple measurements. To overcome these hurdles, the scientists created standardized sample holders to be used on multiple pieces of equipment and implemented optical microscopes to quickly find and image the cell and minimize prolonged X-ray exposure that could damage it.




Multimodal measurements

The team used two imaging techniques found at the National Synchrotron Light Source II (NSLS-II) -- a DOE Office of Science user facility at Brookhaven -- X-ray computed tomography (XCT) and X-ray fluorescence (XRF) microscopy.

The researchers collected XCT data, which uses X-rays to tell scientists about the cell's physical structure, on the Full Field X-ray Imaging (FXI) beamline. Tomography uses X-rays to show a cross-section of a solid sample. A familiar example of this is the CT scan, which medical practitioners use to image cross sections of any part of the body.

The researchers collected XRF microscopy data, which provides more clues about the distribution of chemical elements within the cell, on the Submicron Resolution X-ray Spectroscopy (SRX) beamline. In this technique, the researchers direct high energy X-rays at a sample, exciting the material and causing it to emit X-ray fluorescence. The X-ray emission has its own unique signature, letting scientists know exactly what elements the sample is composed of and how they are distributed to fulfill their biological functions.

"We were motivated to combine XCT and XRF imaging based on the unique, complementary information each provides," said Xianghui Xiao, FXI lead beamline scientist. "Fluorescence gives us a lot of useful information about the trace elements inside of cells and how they are distributed. This is very critical information to biologists. Getting a high-resolution fluorescence map on many cells can be very time consuming, though. Even just for a 2D image, it may take quite a few hours."

This is where getting a 3D image of the cell using XCT is helpful. This information can help guide the fluorescence measurements to specific locations of interest. It saves time for the scientists, increasing throughput, and it also ensures that the sample doesn't need to be exposed to the X-rays for as long, mitigating potential damage to the fragile cell.




"This correlative approach provides useful, complementary information that could advance several practical applications," remarked Yang Yang, a beamline scientist at SRX. "For something like drug delivery, specific subsets of organelles can be identified, and then specific elements can be traced as they are redistributed during treatment, giving us a clearer picture of how these pharmaceuticals work on a cellular level."

While these advances in imaging have provided a better view into the cellular world, there are still challenges to be met and ways to improve imaging even further. As part of the NSLS-II Experimental Tools III project -- a plan to build out new beamlines to provide the user community with new capabilities -- Yang is science lead of the team working on the upcoming Quantitative Cellular Tomography (QCT) beamline, which will be dedicated to bio-imaging. QCT is a full-field soft X-ray tomography beamline for imaging frozen cells with nanoscale resolution without the need for chemical fixation. This cryo-soft X-ray tomography beamline will be complementary to current methods, providing even more detail into cellular structure and functions.

Future findings

While being able to peer into the cells that make up the systems in human bodies is fascinating, being able to understand the pathogens that attack and disrupt those systems can give scientists an edge in fighting infectious disease.

"This technology allows us to study the interaction between a pathogen and its host," explained Liu. "We can look at the pathogen and a healthy cell before infection and then image them both during and after the infection. We will notice structural changes in both the pathogen and the host and gain a better understanding of the process. We can also study the interaction between beneficial bacteria in the human microbiome or fungi that have a symbiotic relationship with plants."

Liu is currently working with scientists from other national laboratories and universities for DOE's Biological and Environmental Research Program to study the molecular interactions between sorghum and Colletotrichum sublineola, the pathogenic fungus that causes anthracnose, which can harm the leaves of plants. Sorghum is a major DOE bioenergy crop and is the fifth most important cereal crop in the world, so humanity would have a lot to gain by understanding the tactics of this devastating fungus and how sorghum's defenses operate at the cellular and molecular levels.

Being able to see at this scale can give scientists insight into the wars being waged by pathogens on crops, the environment, and even human bodies. This information can help develop the right tools to fight these invaders or fix systems that aren't working optimally at a fundamental level. The first step is being able to see a world that human eyes aren't able to see, and advances in synchrotron science have proven to be a powerful tool in uncovering it.

This work was supported by Brookhaven's Laboratory Directed Research and Development funding and the DOE Office of Science.
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Heat-sensitive trees move uphill seeking climate change respite | ScienceDaily
Trees in the Brazilian Atlantic Forest are migrating in search of more favourable temperatures with species in mountain forests moving uphill to escape rising heat caused by climate change, a new study reveals.


						
Most species in higher parts of the Brazilian Atlantic Forest are moving upwards as temperatures rise, but scientists say that those trees which thrive in colder temperatures are at risk of dying out as the world continues to warm.

Researchers studying the forest, which stretches along the Brazil's Atlantic seaboard, have also discovered that some trees in lowland forests are migrating downhill.

Publishing their findings today (23 July) in Journal of Vegetation Science, an international group of researchers reveals the first signs of climate change affecting the mix of tree species in the Atlantic Forest, a place known for its rich variety of life.

Lead author Dr Rodrigo Bergamin, from the University of Birmingham, commented: "We found that different species are moving in different directions -- in lower forests, trees are moving downhill more often than uphill, probably due to factors besides temperature, like competition between species.

"However, in the forest higher up in the mountains, most species are moving uphill as temperatures rise and the undergrowth becomes more suited to those trees favouring warm temperatures. This could mean that species needing colder temperatures are at risk of dying out as the world continues to warm."

The researchers studied 627 tree species across 96 different locations across the Brazilian Atlantic Forest to calculate community temperature scores (CTS) -- a means of understanding climate patterns across the Forest.




Researchers also discovered that younger trees in high-altitude forests are moving uphill -- young tree groups had more growth than the older ones, and this growth had increased over a decade of observing the forest.

Prof Sandra Muller from the Federal University of Rio Grande do Sul, senior author of the study says that "Species from higher altitudes are generally more sensitive to temperature and those that need cold are more likely to lose out in competition under warmer temperatures to species that prefer hotter temperatures."

The Brazilian Atlantic Forest, known as Mata Atlantica in Portuguese, stretches from the state of Rio Grande do Norte in the north-east to Rio Grande do Sul state in the south. It covers an inland area as far as Paraguay and the Misiones province of Argentina. Considered one of the world's top biodiversity hotspots, the Forest is home to a vast array of unique species and ecosystems.

"This study showed what is happening in the South of the Atlantic Forest, but different regions might show other trends. We are now bringing together researchers from across the whole biome to create a big picture of how these forests are responding to global change," said Dr Adriane Esquivel Muelbert, Associate Professor from the University of Birmingham, co-author of the study.
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Strategic emission caps key to ammonia industry decarbonization, researchers find | ScienceDaily
An international cross-disciplinary research team led by the Hong Kong University of Science and Technology (HKUST) has revealed critical insights into how strategic emission cap choices can lead to cost-effective, near-100% ammonia industry decarbonization while avoiding issues such as land use constraints and grid congestion. This groundbreaking study is the first to identify cost-optimal characteristics for ammonia production plants and emission reduction targets.


						
Ammonia production, which accounts for 36 million metric tons of carbon dioxide emissions annually in Europe, primarily relies on hydrogen derived from fossil fuels. These emissions could be drastically reduced by electrolytic hydrogen -- producing hydrogen via water electrolysis -- as it only requires electricity, which could be generated by renewable sources.

However, transiting to low-carbon alternatives, particularly electrolytic hydrogen using grid electricity, poses major economic and logistical challenges as the complex impact of regional factors -- including the availability of renewable resources and the carbon intensity of local electricity production -- on the relationship between emission standards and costs is not well understood.

To fill this gap, a team led by Prof. LU Zhongming, Assistant Professor of HKUST's Division of Environment and Sustainability (ENVR), Prof. Magdalena KLEMUN, Assistant Professor of HKUST's Division of Public Policy (PPOL), Dr. Stefano MINGOLLA, PhD Graduate of HKUST's ENVR in collaboration with ETH Zurich, has examined the impact of a range of emission caps on costs and the feasibility of transitioning to renewable-based electrolytic hydrogen production in Europe, leveraging high-resolution renewables data from 38 European locations and spanning the years 2024 to 2050. While the data inputs and results are EU-specific, the approach can be useful for other hard-to-abate sectors transitioning to low-carbon fuels.

They identified that achieving ambitious emission reduction targets, such as cutting emissions by 95% compared to current levels, is feasible with minimal cost escalation over less stringent targets proposed by regulatory bodies like the European Commission. However, transitioning to 100% emission reduction -- operating entirely off-grid with renewable energy sources -- presents substantial cost and land use implications, particularly in regions with resource limitations.

"Strategic choices in setting emission caps are pivotal for the ammonia industry's transition to low-carbon technologies," Prof. Lu said.

Prof. Klemun added, "This study provides vital insights for policymakers aiming to balance environmental goals, costs, and resource availability." The team highlights the need for strategic choices of emission caps, combined with investments in technology innovation, to improve flexible plant designs that can accommodate varying renewable energy availability to mitigate costs and land requirements associated with off-grid production.

Policymakers could set more stringent decarbonization targets for regions that present a combination of favorable conditions for the deployment of electrolytic hydrogen that can allow near-zero emissions while bearing minimal or no cost increases compared to fossil-based hydrogen production, while less stringent or delayed measures could apply to other regions.

"By adopting region-specific, phased strategies and prioritizing plant flexibility, the hard-to-abate industry can better manage its transition to low-carbon technologies while maintaining competitiveness," Dr. Mingolla said.

The findings of their study were recently published in Nature Communications, lead author Dr. Stefano Mingolla, co-leads Prof. Lu Zhongming and Prof. Magdalena Klemun, and group members Prof. Francesco Ciucci from HKUST's Department of Mechanical and Aerospace Engineering, Prof. Giovanni Sansavini and Dr. Paolo Gabrielli from the Department of Process Engineering at ETH Zurich, Alessandro Manzotti and Matthew Robson, and Dr. Kevin Rouwenhorst from the Ammonia Energy Association.
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New rapid method for determining virus infectivity | ScienceDaily
A new method that can rapidly determine whether a virus is infectious or non-infectious could revolutionise the response to future pandemics.


						
Called FAIRY (Fluorescence Assay for vIRal IntegritY), the assay can screen viruses against virucidal antivirals in minutes, allowing for the effectiveness of antiviral measures, such as disinfectants that break the chain of infection, to be quickly determined.

Dr Samuel Jones from Birmingham's School of Chemistry led the research team that developed the FAIRY assay. He said: "On average, every four years a new virus is discovered that has pandemic potential, and there are many more already known viruses that could cross the species barrier. Yet to best of our knowledge there is currently no assay capable of identifying whether a sample contains intact or non-intact viruses, and therefore shows whether it is infectious or non-infectious, without cell cultivation that could take weeks."

The current gold standard method for determining viral infectivity uses cultured cells, which takes many days to show results, requires specialist staff to do the testing, and also needs a cultivatable cell line, which is not available for all viruses. The need to use cultured cells also limits current techniques to antivirals that are non-damaging to cells, making the discovery of new disinfectant solutions an additional challenge.

The new method uses a dye that can ordinarily penetrate viruses through pores in the capsid (protein shell) that surrounds its genetic material (DNA or RNA). This dye is conjugated to a larger molecule, which prevents it from penetrating the capsid pores. When the dye binds to viral DNA or RNA it provides a fluorescent signal.

The resulting assay shows whether the virus is intact, and therefore infectious, or not.

The researchers have evaluated the effectiveness of the assay using herpes simplex virus (HSV-2), respiratory syncytial virus (RSV), cytomegalovirus (CMV), Human Rhinovirus-8 (HRV-8), Human Coronavirus OC43 (OC43), chikungunya virus (CHIKV), Dengure virus 1 and dengue virus 2, zika virus, and enterovirus 71 (EV71).




These viruses cover the spectrum of enveloped and non-enveloped as well as DNA and RNA viruses, truly showing the potential of the FAIRY assay. Viruses were treated with a wide range of chemicals that have broad-spectrum virucidal activity, including hydrogen peroxide, ethanol, isopropanol and other antivirals, and these tests confirmed that the FAIRY assay has potential for the rapid study of virucides that destroy viral capsids.

Dr Jones said: "This simple, low-cost, assay uses ready-made consumables, and can rapidly screen multiple disinfectants and viruses, in a single microplate assay, for their ability to neutralize viral infectivity. It could have screened every disinfectant for antiviral activity during the SARS-CoV-2 pandemic and so deliver a more rapid response during the next pandemic."

The FAIRY method is detailed in a paper published today in ACS Biomacromolecules. 

The FAIRY assay is based on research that was originally started at the University of Manchester. University of Birmingham Enterprise has filed a patent application covering the compounds, their methods and use in determining the viral integrity of virus samples. The company is now seeking commercial partners for licensing or collaboration and expects a high level of interest from companies using virucidal ISO standard testing, testing/screening companies and contract research organisations.
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Hot traces in rock | ScienceDaily
Rocks undergo changes over millions of years. Yet it is possible to extract information from them about the climate at the time of their formation.


						
Fluids circulating underground change rocks over the course of time. These processes must be taken into account if they are to be used as a climate archive. In collaboration with international colleagues, Dr. Mathias Muller from the Sediment and Isotope Geology research group at Ruhr University Bochum, Germany, has used 380-million-year-old limestones from Hagen-Hohenlimburg to show in detail which climate information is still preserved in the rock. What's more, his analyses allow him to draw conclusions about how suitable the rock is today for deep geothermal use. The results of his research have been published in the journal Geochimica et Cosmochimica Acta on July 1, 2024.

Climate archive in the rock

In order to gain a better understanding of today's climate, it can help to look into the past. Researchers use so-called proxies for this purpose: indirect indicators of the climate in natural archives such as ice cores, tree rings or dripstones. "If we want to learn anything about the climate several million or even billions of years ago, we examine sedimentary rocks that may even have stored the seawater temperature from hundreds of millions of years ago," explains Mathias Muller.

One thing that can make this type of far-reaching climate research considerably more difficult is the subsequent change in the climate signatures stored in these rocks. This process is called diagenesis. It begins shortly after sediment deposition in seawater and can continue to this day. "Very old rocks are usually buried to depths of several kilometers," says Mathias Muller. "Changes in climate information are then caused by hot fluids circulating at depth." Where they can penetrate the rock, they often lead to recrystallization or new mineral growth in the rock. In addition, when rocks are lifted from the depths to the earth's surface, they are affected by the weather. This so-called meteoric diagenesis can also impact old climate information or render it completely useless.

From the shallow sea to the mountains

Together with an international research team, Mathias Muller reconstructed in detail which climate information from the shallow sea during the Devonian period is still stored in the rock in the Hagen-Hohenlimburg area and by which processes and under which conditions it has since been changed. The researchers analyzed numerous systematically collected rock samples from the Steltenberg quarry using petrographic and geochemical methods.




"We were surprised that the changes in the rock enabled us to identify a large number of significant geological events, such as the opening of the North Atlantic in the Jurassic and the onset of the folding and subsequent uplift of the Alps hundreds of kilometers away since the late Cretaceous period," lists Mathias Muller. He considers radiometric uranium-lead dating to be the key to the chronological classification of the so-called overprinting events stored in the rock. "We were particularly pleased to discover during our research that climate information from the Devonian period can still be found even in heavily overprinted rocks," stresses the researcher.

From climate research to geothermal energy

The findings of the study are also of interest when it comes to the exploitation of rocks for deep geothermal energy, which could be a contributing factor to the energy transition. Predicting which conditions will be encountered in which areas of the subsurface has been a major challenge for researchers to date. "Particularly in carbonate rocks, diagenetic overprinting can lead to both precipitation and dissolution phenomena in the rock, which can have a dramatic effect on the potential viability of geothermal energy," says Mathias Muller.

The results of the current study allow tentative optimistic conclusions that some of the characterized processes in the deeper subsurface may have increased the usability for geothermal energy. Together with researchers from the Fraunhofer Research Institution for Energy Infrastructures and Geothermal Energy IEG and the Geological Survey of North Rhine-Westphalia, Mathias Muller currently aims to find out which implications the findings from the earth's surface have for the applicability of geothermal energy at depth.
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Fruit fly post-mating behavior controlled by male-derived peptide via command neurons, study finds | ScienceDaily
Scientists have succeeded in pinpointing the neurons within a female fruit fly's brain that respond to signals from the male during mating.


						
Male fruit flies transfer a substance called a sex-peptide during mating in the seminal fluid together with sperm. This sex pheromone influences the female fly's behaviour so she will start to lay eggs and be less inclined to mate further.

This is a common phenomenon in insects but until now, it was not known where in the nervous system the neurons are located that direct these so called 'post-mating behaviours'.

Researchers at the University of Birmingham have now found a way to identify which specific groups of neurons in the fly's brain were responding to the sex-peptide. To reach this scientific break-through, they attached the sex peptide pheromone, that normally circulates in the insects' blood, to the outside of neurons.

Now, if this cell-membrane-tethered sex-peptide is expressed in neurons that also express the receptor for the sex-peptide, it will induce post-mating behaviors. In this way, they were able to find where in the brain the neurons are that sense the sex-peptide. Their results are published today in eLife.

To understand how the brain responds to the sex-peptide, the team explored the genetic framework of key genes involved in sex determination. These genes direct differentiation into male or female.

Unlike many other genes, sex determination genes are very complex. The research team, led by Dr Matthias Soller, reasoned that the regulatory regions of these genes could be broken down to express in much fewer neurons.




In addition, the team found an additional genetic trick that allowed them to intersect two or even three expression patterns. Using this trick, they were able to direct expression of membrane-tethered sex-peptide to only a few neurons. Using this information, the team were able to map several distinct areas within the females' brain that triggered behavioural changes in the presence of the male sex-peptide.

Interestingly, the researchers found the neurons targeted by the sex-peptide belonged to a higher order group called 'command neurons', which are essential for behavioural decision making. This contrasts with previous theories that the peptides influenced sensory neurons, which operate at a lower, reflexive level.

They also found that the peptide influenced more than one set of command neurons. The team identified at least five different sets of neurons implicated in the process, making it likely that the male sex-peptide interferes with female action selection at several different levels.

Lead author, Dr Mohanakarthik Nallasivan, from the University of Birmingham's School of Biosciences, said: "This work will help us to understand how behaviour is coded in the brain, and how sensory information is translated into action signals. Reproductive behaviours are hardwired in the brain, rather than learned behaviours, so if we can understand this behavioural pathway, we may be able to influence it, for example restricting the ability of mosquitoes to find hosts."

Lead-author Dr Matthias Soller, from the University of Birmingham, added: "The Drosophila brain is the first where all neurons have been catalogued and synaptic connections have been mapped. We now have the resources available to unravel the neural basis of these behaviours. Like sequencing of the first genomes, Drosophila paved the way for getting the human genome sequenced, and here we have the same: research in Drosophila is instructing how we can get the architecture of the human brain.

"This pioneering work has implications for increasing our understanding of how our own brains work, particularly those behaviours that are 'hard wired', or built into our neural circuitry."

But although the pathways through which the male sex peptide manipulates female behaviour are now clearer, the female fruit fly still can override these behavioural instructions. For example, if she is not physically robust or if the environmental conditions are not right for egg laying, she will modify her behaviour accordingly.

This research will serve as a prime paradigm, helping researchers to solve some of the most fundamental questions regarding brain architecture and function including decision-making processes.
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Hunter-gatherers kept an 'orderly home' in the earliest known British dwelling | ScienceDaily
Archaeological evidence from the world-famous Mesolithic site of Star Carr in North Yorkshire has shown that hunter-gatherers likely kept an orderly home by creating 'zones' for particular domestic activities.


						
The research team from the University of York and the University of Newcastle, looked at microscopic evidence from the use of stone tools found inside three structures -- potentially cone-like in shape or domed -- dating to over 11,000 years ago at the Star Carr site.

They found that there was a range of activities that were likely to have taken place inside the 'home', including wood, bone, antler, plant, hide, meat and fish related work. The researchers then plotted out spatial patterns for these activities to pin-point where within the dwelling these activities might have occurred.

Dr Jess Bates, from the University of York's Department of Archaeology said: "We found that there were distinct areas for different types of activity, so the messy activity involving butchery, for example, was done in what appears to be a designated space, and separate to the 'cleaner' tasks such as crafting bone and wooden objects, tools or jewellery.

"This was surprising as hunter-gatherers are known for being very mobile, as they would have to travel out to find food, and yet they have a very organised approach to creating not just a house but a sense of home.

"This new work, on these very early forms of houses suggests, that these dwellings didn't just serve a practical purpose in the sense of having a shelter from the elements, but that certain social norms of a home were observed that are not massively dissimilar to how we organise our homes today."

Previous work has also shown that there is evidence that hunter-gatherers kept their dwellings clean, as well as orderly, with indications that sweeping of the inside of the structure took place.




Star Carr provides the earliest known evidence of British dwellings and some of the earliest forms of architecture. One of the structures found was believed to be shaped like a teepee and was constructed out of wood from felled trees, as well as coverings possibly made from plants, like reeds, or animal hides. There is still very little known about why hunter-gatherers would build such structures and continued to throughout the Mesolithic period.

Dr Bates said: "Not only do we now know that hunter-gatherers were constructing these dwellings, but they had a shared group understanding of how to organise tasks within them.

"In modern society we are very attached to our homes both physically and emotionally, but in the deep past communities were highly mobile so it is fascinating to see that despite this there is still this concept of keeping an orderly home space.

"This study shows that micro-scale analysis can be a really exciting way of getting at the details of these homes and what these spaces meant to those who lived there."

The research is published in the journal PLOS One.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240723123322.htm



	Previous
	Articles
	Sections
	Next





    
      
        
          	
            Environment News
          
          	
            Sections
          
          	
            Strange &amp; ...
          
        

      

      Society News

      Top stories featured on ScienceDaily's Science & Society, Business & Industry, and Education & Learning sections.


      
        Nationwide flood models poorly capture risks to households and properties, study finds
        Government agencies, insurance companies and disaster planners rely on national flood risk models from the private sector that aren't reliable at smaller levels such as neighborhoods and individual properties, according to researchers.

      

      
        COVID-19 pandemic slowed progress towards health-related Sustainable Development Goals and increased inequalities
        The COVID-19 pandemic significantly widened existing economic and health disparities between wealthy and low-income countries and slowed progress toward health-related Sustainable Development Goals (SDGs), according to a new study.

      

      
        At what age do Olympic athletes peak?
        There's a lot that goes into an Olympic athlete's quest for gold -- years of training and rigor -- but also, an athlete's age. A team used statistics to figure out when an Olympic track-and-field athletes' peak performance will be.

      

      
        Warehousing industry increases health-harming pollutants, research shows
        A new study shows an average 20-percent spike of nitrogen dioxide polluting the air for communities located near huge warehouses. And people of color are harder hit.

      

      
        Large language models don't behave like people, even though we may expect them to
        People generalize to form beliefs about a large language model's performance based on what they've seen from past interactions. When an LLM is misaligned with a person's beliefs, even an extremely capable model may fail unexpectedly when deployed in a real-world situation.

      

      
        Study uses Game of Thrones to advance understanding of face blindness
        Psychologists have used the hit TV series Game of Thrones to understand how the brain enables us to recognize faces. Their findings provide new insights into prosopagnosia or face blindness, a condition that impairs facial recognition.

      

      
        Does the onset of daylight saving time lead to an unhealthy lifestyle?
        Consumers' attitudes and health behaviors respond negatively to the switch to daylight saving time.

      

      
        Mass layoffs and data breaches could be connected
        A research team has been exploring how mass layoffs and data breaches could be connected. Their theory: since layoffs create conditions where disgruntled employees face added stress or job insecurity, they are more likely to engage in risky behaviors that heighten the company's vulnerability to data breaches.

      

      
        Electric scooter and bike accidents are soaring across the United States
        In the crowded urban landscape, where small electric vehicles -- primarily scooters and bicycles -- have transformed short distance travel, researchers are reporting a major national surge in accidents tied to 'micromobility.'

      

      
        Best bioenergy crops for sustainable aviation fuels by U.S. region, policy goals
        Researchers analyzed the financial and environmental costs and benefits of four biofuels crops used to produce sustainable aviation fuels in the U.S. They found that each feedstock -- corn stover, energy sorghum, miscanthus or switchgrass -- performed best in a specific region of the rainfed United States. Their study will help growers and policymakers select the feedstocks most suited to meeting goals like reducing production costs, lowering greenhouse gas emissions and building soil carbon stoc...

      

      
        A window of opportunity for climate change and biodiversity
        World leaders must take advantage of a pivotal window of opportunity for forging a much-needed joined-up approach to tackle climate change and biodiversity loss, say scientists. Without this, work on tackling either crisis could inadvertently harm progress on the other.

      

      
        Strategic emission caps key to ammonia industry decarbonization, researchers find
        New research has revealed critical insights into how strategic emission cap choices can lead to cost-effective, near-100% ammonia industry decarbonization while avoiding issues such as land use constraints and grid congestion.

      

      
        Risks and benefits of integrating AI into medical decision-making
        Researchers found that an artificial intelligence (AI) model solved medical quiz questions -- designed to test health professionals' ability to diagnose patients based on clinical images and a brief text summary -- with high accuracy. However, physician-graders found the AI model made mistakes when describing images and explaining how its decision-making led to the correct answer.

      

      
        Scientists identify possible new transmission factor in hospital-acquired Klebsiella infections
        Scientists have identified a critical factor that may contribute to the spread of hospital-acquired infections (HAIs), shedding light on why these infections are so difficult to combat. Their study reveals that the dangerous multidrug resistant (MDR) pathogen, Klebsiella, thrives under nutrient-deprived polymicrobial community conditions found in hospital environments.

      

      
        Virtual reality training for physicians aims to heal disparities in Black maternal health care
        A virtual reality training series being developed for medical students and physicians teaches them about implicit bias in their communications with their patients who are people of color and how that affects race-based health care disparities.

      

      
        Cancer risk: Many welders exposed to high levels of dangerous fumes
        New research has revealed at least 46,000 Australian welders are exposed to high levels of dangerous, potentially cancer-causing fumes at work -- and little is being done to protect them. Research reveals about 90 per cent of workforce exposed to 'welding fume', a mixture of very fine particles and gases produced when a metal is heated above its boiling point and a known carcinogen.

      

      
        Impact of incarceration on youth health
        Health records and health care use show youth whose parents have been incarcerated have more physical and mental health challenges. Identifying those youth is a problem because most health systems don't have an established system for asking families about incarceration.

      

      
        Marine Protected Areas producing more 'trophy-size' fish, research finds
        Marine Protected Areas are having a positive spillover effect, producing more 'trophy-size' fish just outside of the fully protected areas, and the effect is growing stronger over time, according to new research.

      

      
        Can consciousness exist in a computer simulation?
        A new essay explores which conditions must be met for consciousness to exist. At least one of them can't be found in a computer.

      

      
        These healthcare professionals may be secret weapon against hypertension, study says
        When it comes to community hypertension interventions, a new study found that pharmacists and community health workers had the best success in lowering blood pressure. These findings support the idea that hypertension interventions are most successful when they utilize healthcare workers with the most time to give as well as those who have established community relationships.

      

      
        Genetic study highlights importance of diversity in understanding health disparities
        Researchers conduct large-scale studies with diverse groups to better understand the genetic factors that influence health and disease. The Million Veteran Program (MVP), for example, includes people from various backgrounds along with their detailed health records. A new study analyzed genetic data from 635,969 veterans and 2,069 traits and identified a total of 26,049 associations between specific genetic variants and various traits or health conditions.
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Nationwide flood models poorly capture risks to households and properties, study finds | ScienceDaily
Government agencies, insurance companies and disaster planners rely on national flood risk models from the private sector that aren't reliable at smaller levels such as neighborhoods and individual properties, according to researchers at the University of California, Irvine.


						
In a paper published recently in the American Geophysical Union journal Earth's Future, experts in UC Irvine's Department of Civil and Environmental Engineering caution that relatively new, nation-scale flood data provides an inadequate representation of local topography and infrastructure, factors known to control the spread of floods in urban areas.

"In our analysis of Los Angeles County, which has a population greater than 40 U.S. states and includes over 80 separate municipalities, we found that estimates of countywide flood exposure from the nationwide data are actually similar to what we find with our more detailed models. However, predictions of which communities and properties are at risk are markedly different," said lead author Brett Sanders, UC Irvine Chancellor's Professor of civil and environmental engineering and professor of urban planning and public policy.

"In addition, these differences between models imply a disparity in exposure inequality across social groups, including Black, white and disadvantaged sectors of society," he said. "Exposure hot spots and social inequalities are key factors that inform urban flood risk planning, and overreliance on this data could lead to maladaptation of protective measures."

Sanders and colleagues at UC Irvine and the University of Miami developed a more detailed model named PRIMo-Drain that, they said, improves the accuracy of flood inundation predictions by including fine-resolution topographic data; information about levees and channel conditions; and particulars about stormwater infrastructure such as culverts, subsurface pipes and street drains.

"Comparing exposure assessments with nationwide data models versus PRIMo-Drain, we found that city-by-city estimates differed by a factor of 10," Sanders said. "Additionally, we found that there is only a 1-in-4 chance that the nationwide data and UC Irvine data agree on which properties are at risk of more than a foot of flooding from an extreme event."

Federal programs to map flood hazards across the U.S. have been unable to keep up with changes in land use and climate, he said, while governments at all levels and the insurance industry urgently need this information to manage risks.




"New, nationwide data sources have emerged from the private sector to meet this demand, but unfortunately, these models are missing the level of detail required to map flood risks accurately in urban areas," Sanders said. "New models would benefit from the inclusion of more complete representations of drainage infrastructure such as levees, flood channels, culverts and storm drains, as well as bathymetric and hydrologic data."

He and colleagues also point to a new strategy for better nationwide data.

"Collaborative flood modeling, with scientists and engineers using cutting-edge regional models in coordination with stakeholders, could create an economy of scale that lowers the overhead necessary to cover less wealthy and smaller communities while increasing flood awareness and preparedness across impacted populations," Sanders said. "Flood risk awareness is critical for participation in flood insurance programs; more accurate data will help insurance companies identify insurable properties; and property owners will be better informed about the cost-effectiveness of flood-proofing."

Joining Sanders on this project were Jochen Schubert, a UC Irvine research specialist in civil and environmental engineering, and Katharine Mach of the University of Miami. The team received data assistance from First Street Foundation and high-performance computing support from the NCAR-Wyoming Supercomputing Center, which receives funding from the National Science Foundation.
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COVID-19 pandemic slowed progress towards health-related Sustainable Development Goals and increased inequalities | ScienceDaily
The COVID-19 pandemic significantly widened existing economic and health disparities between wealthy and low-income countries and slowed progress toward health-related Sustainable Development Goals (SDGs), according to a new study published July 24, 2024, in the open-access journal PLOS ONE by Wanessa Miranda of Federal University of Minas Gerais, Brazil, and colleagues.


						
The global SDGs were established in 2015 as a wide and integrated agenda with themes ranging from eradicating poverty and promoting well-being to addressing socioeconomic inequalities. However, the COVID-19 pandemic is known to have delivered a devastating blow to global health, with large economic repercussions.

The new study investigated the potential impact of these economic disruptions on progress toward health-related SDGs. The research team used data from the official United Nations SDG database and analyzed the associations between well-being, income levels, and other key socioeconomic health determinants. A yearly model was extrapolated to predict trends between 2020 and 2030 using a baseline projection as well as a post-COVID-19 scenario.

The study estimated average economic growth losses in the wake of the COVID-19 pandemic as 42% and 28% for low and lower middle-income countries and 15% and 7% in high- and upper middle-income countries. These economic disparities are projected to drive global health inequalities in the themes of infectious disease, injuries and violence, maternal and reproductive health, health systems coverage and neonatal and infant health. Overall, low-income countries can expect an average progress loss of 16.5% across all health indicators, whereas high-income countries can expect losses as low as 3%. Individual countries, such as Turkmenistan and Myanmar, have estimated a loss of progress which is as much as nine times worse than the average loss of 8%. The most significant losses are seen in Africa, the Middle East, Southern Asia, and Latin America.

The authors conclude that the impact of the pandemic has been highly uneven across global economies and led to heightened inequalities globally, particularly impacting the health-related targets of the 2030 SDG Agenda.

The authors add: "The COVID-19 pandemic significantly widened existing economic and health disparities between wealthy and low-income countries and slowed progress toward health-related Sustainable Development Goals (SDGs). Overall, low-income countries can expect an average progress loss of 16.5% across all health indicators, whereas high-income countries can expect losses as low as 3%."
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At what age do Olympic athletes peak? | ScienceDaily
There's a lot that goes into an Olympic athlete's quest for gold -- years of training and rigour -- but also, an athlete's age. A team of University of Waterloo students used statistics to figure out when an Olympic track-and-field athletes' peak performance will be.


						
Track-and-field encompasses running, jumping, throwing, and combined event disciplines. Most athletes' career performance progressions can typically be visualized as a bell curve, in which they train over several years to reach their best performance, or "peak," at a certain age and then gradually decline.

"Unlike other Olympic sports such as soccer and tennis that have their own high-profile competitions outside of the Games, the Olympics is the largest stage upon which track-and-field athletes compete," said David Awosoga, a master's student in data science and the lead author on the research.

"Because the Olympics occur only once every four years, track-and-field athletes must carefully consider when and how they should train to maximize their probability of qualifying for the Olympics while at their personal peak."

The researchers curated a data set of year-by-year career performance data from every track and field athlete who has competed in an individual event at an Olympics since the 1996 Games in Atlanta. They analyzed the data that considered five factors: gender, nationality, event type, how long the athlete had been training at an elite level, and whether or not it was an Olympic year.

They found that the average age of participation of Olympic track-and-field athletes has remained remarkably consistent for both men and women over the past three decades: just under 27 years old. "Interestingly enough, our analysis also demonstrated that the median peak age for these athletes was 27," Awosoga said.

After the age of 27, there is only a 44 per cent probability that an athlete's peak is still ahead of them, and this number drops every subsequent year.




"Age, however, isn't the only factor in an athlete's peak," said Matthew Chow, an undergraduate economics student and co-author of the research. "What's really exciting is that we also found that knowing it's an Olympic year actually helps predict an athlete's performance."

While the researchers emphasize that their analysis is mainly theoretical, they hope that the findings can be helpful for both athletes and fans.

"Our main takeaway is that we have established a list of variables that help predict when your peak will be," Awosoga said. "You can't change the year of the Olympics, your genetics, or your nationality, but you might modify your training regimes to better align with these biological and external factors."

This kind of research really helps us appreciate how hard it is to make it to the Olympics in the first place, Chow noted.

"When we watch track-and-field athletes compete, we are witnessing a statistical anomaly: someone who is both at the peak of their physical performance, while also benefiting from extremely fortuitous timing," he said.
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Warehousing industry increases health-harming pollutants, research shows | ScienceDaily
America's demand for products delivered to the doorstep has led to a dramatic increase in e-commerce and the warehousing industry.


						
A first-of-a-kind study now shows that people living in communities located next to these large warehouses are exposed to 20% more of a traffic-related air pollutant that can lead to asthma and other life-threatening health conditions.

"Increased truck traffic to and from these recently built large warehouses means people living downwind are inhaling an increased amount of harmful nitrogen dioxide pollution," said Gaige Kerr, lead author of the study and an assistant research professor of environmental and occupational health at the George Washington University Milken Institute School of Public Health. "Communities of color are disproportionately affected because they often live in close proximity to warehouses, especially dense clusters of warehouses."

Kerr and his colleagues measured a traffic-related pollutant called nitrogen dioxide by using a satellite instrument from the European Space Agency to zero in from space on the nearly 150,000 large warehouses located across the United States. Trucks and other vehicles traveling to and from these large warehouses spew out nitrogen dioxide, particulates, and other harmful pollutants.

The researchers also looked at traffic information from the Federal Highway Administration and demographic data from the US Census Bureau.

Additional key findings of the study:
    	Although the average spike of nitrogen dioxide associated with warehouses was 20%, nitrogen dioxide levels near warehouses were even larger when there was greater heavy duty vehicle activity near these facilities.
    	Warehouses with more loading docks and parking spaces attract the most traffic and are associated with the highest nitrogen dioxide levels.
    	Communities with large racial and ethnic minority populations are often located near warehouses and thus are inhaling more nitrogen dioxide and other pollutants. For example, this study found that the proportion of Hispanic and Asian people living close to the largest clusters of warehouses is about 250% higher than the average nationwide.
    	Although warehouses are located all over the US, 20% are concentrated in just 10 counties: Los Angeles, California; Harris, Texas; Cook, Illinois; Miami-Dade, Florida; Maricopa, Arizona; San Bernardino, California; Orange, California; Dallas, Texas; Alameda, California; and Cuyahoga, Ohio.

The pandemic fueled the explosion of the e-commerce industry and warehouses that receive and sort consumer goods. The transportation infrastructure needed to ship goods to warehouses and then onto consumers is enormous, according to the researchers. For example, Amazon, an industry leader in e-commerce operated 175,000 delivery vans and more than 37,000 semi trailers in 2021 alone.




Earlier studies have looked at warehouses and pollution in specific neighborhoods around the country, but this is the first nationwide study to show that people living near these warehouses are exposed to higher than average levels of damaging pollutants. And while other research has shown that communities of color are exposed to more nitrogen dioxide pollution than predominantly non-Hispanic white communities, this is the first study linking the warehousing industry to the exposure inequities faced by these overburdened populations, Kerr says.

Previous research by the GW team found that communities of color in the US face a growing burden from polluted air. That study showed that such communities endure nearly 8 times higher rates of pediatric asthma from exposure to nitrogen dioxide and 30% higher rates of dying prematurely from exposure to fine particulate matter, both of which are emitted by cars, trucks and other vehicles.

The authors say the new study underscores the need for regulations that drive zero-emission vehicle use in logistics, particularly to protect vulnerable communities located near industrial hubs. They also say that industry leaders and utilities have crucial roles in planning and implementing this transition.

"Such measures would mean people living near warehouses could breathe cleaner air," said Kerr. "In addition to a reduced risk of pollutant-related diseases, such measures would also reduce greenhouse gas emissions associated with climate change."

The study, "Air pollution impacts from warehousing in the United States uncovered with satellite data," was published July 24, 2024 in Nature Communications. In addition to Kerr, Susan Anenberg, professor and chair of the Department of Environmental and Occupational Health at GW, and Daniel Goldberg, assistant research professor in the same department, contributed to this paper alongside researchers from the International Council on Clean Transportation.

The research was funded by NASA.
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Large language models don't behave like people, even though we may expect them to | ScienceDaily
One thing that makes large language models (LLMs) so powerful is the diversity of tasks to which they can be applied. The same machine-learning model that can help a graduate student draft an email could also aid a clinician in diagnosing cancer.


						
However, the wide applicability of these models also makes them challenging to evaluate in a systematic way. It would be impossible to create a benchmark dataset to test a model on every type of question it can be asked.

In a new paper, MIT researchers took a different approach. They argue that, because humans decide when to deploy large language models, evaluating a model requires an understanding of how people form beliefs about its capabilities.

For example, the graduate student must decide whether the model could be helpful in drafting a particular email, and the clinician must determine which cases would be best to consult the model on.

Building off this idea, the researchers created a framework to evaluate an LLM based on its alignment with a human's beliefs about how it will perform on a certain task.

They introduce a human generalization function -- a model of how people update their beliefs about an LLM's capabilities after interacting with it. Then, they evaluate how aligned LLMs are with this human generalization function.

Their results indicate that when models are misaligned with the human generalization function, a user could be overconfident or underconfident about where to deploy it, which might cause the model to fail unexpectedly. Furthermore, due to this misalignment, more capable models tend to perform worse than smaller models in high-stakes situations.




"These tools are exciting because they are general-purpose, but because they are general-purpose, they will be collaborating with people, so we have to take the human in the loop into account," says study co-author Ashesh Rambachan, assistant professor of economics and a principal investigator in the Laboratory for Information and Decision Systems (LIDS).

Rambachan is joined on the paper by lead author Keyon Vafa, a postdoc at Harvard University; and Sendhil Mullainathan, an MIT professor in the departments of Electrical Engineering and Computer Science and of Economics, and a member of LIDS. The research will be presented at the International Conference on Machine Learning.

Human generalization

As we interact with other people, we form beliefs about what we think they do and do not know. For instance, if your friend is finicky about correcting people's grammar, you might generalize and think they would also excel at sentence construction, even though you've never asked them questions about sentence construction.

"Language models often seem so human. We wanted to illustrate that this force of human generalization is also present in how people form beliefs about language models," Rambachan says.

As a starting point, the researchers formally defined the human generalization function, which involves asking questions, observing how a person or LLM responds, and then making inferences about how that person or model would respond to related questions.




If someone sees that an LLM can correctly answer questions about matrix inversion, they might also assume it can ace questions about simple arithmetic. A model that is misaligned with this function -- one that doesn't perform well on questions a human expects it to answer correctly -- could fail when deployed.

With that formal definition in hand, the researchers designed a survey to measure how people generalize when they interact with LLMs and other people.

They showed survey participants questions that a person or LLM got right or wrong and then asked if they thought that person or LLM would answer a related question correctly. Through the survey, they generated a dataset of nearly 19,000 examples of how humans generalize about LLM performance across 79 diverse tasks.

Measuring misalignment

They found that participants did quite well when asked whether a human who got one question right would answer a related question right, but they were much worse at generalizing about the performance of LLMs.

"Human generalization gets applied to language models, but that breaks down because these language models don't actually show patterns of expertise like people would," Rambachan says.

People were also more likely to update their beliefs about an LLM when it answered questions incorrectly than when it got questions right. They also tended to believe that LLM performance on simple questions would have little bearing on its performance on more complex questions.

In situations where people put more weight on incorrect responses, simpler models outperformed very large models like GPT-4.

"Language models that get better can almost trick people into thinking they will perform well on related questions when, in actuality, they don't," he says.

One possible explanation for why humans are worse at generalizing for LLMs could come from their novelty -- people have far less experience interacting with LLMs than with other people.

"Moving forward, it is possible that we may get better just by virtue of interacting with language models more," he says.

To this end, the researchers want to conduct additional studies of how people's beliefs about LLMs evolve over time as they interact with a model. They also want to explore how human generalization could be incorporated into the development of LLMs.

"When we are training these algorithms in the first place, or trying to update them with human feedback, we need to account for the human generalization function in how we think about measuring performance," he says.

In the meanwhile, the researchers hope their dataset could be used a benchmark to compare how LLMs perform related to the human generalization function, which could help improve the performance of models deployed in real-world situations.

This research was funded, in part, by the Harvard Data Science Initiative and the Center for Applied AI at the University of Chicago Booth School of Business.
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Study uses Game of Thrones to advance understanding of face blindness | ScienceDaily
Psychologists have used the hit TV series Game of Thrones to understand how the brain enables us to recognise faces.


						
Their findings provide new insights into prosopagnosia or face blindness, a condition that impairs facial recognition and affects approximately 1 in 50 people.

The researchers scanned the brains of over 70 study participants as they watched footage from the popular TV series. Half of the participants were familiar with the show's famously complex lead characters and the other half had never seen the series.

When lead characters appeared on screen, MRI scans showed that in neurotypical participants who were familiar with the characters, brain activity increased in regions of the brain associated with non visual knowledge about the characters, such as who they are and what we know about them. Interestingly, connections between the visual brain and these non-visual regions were also increased in people who were familiar with Game of Thrones. However, these waves of activity were significantly reduced in the group of neurotypical participants who had never watched the series.

To determine whether these regions are important for face recognition, the researchers then repeated the study in people with prosopagnosia. As with the previous group, half had watched Game of Thrones and half had never seen the series. Consistent with their difficulty in recognising faces, the effect of familiarity was not found in the same regions of the brain found in neurotypical participants. The connections between the visual and non-visual regions were also reduced in face blindness.

Senior author of the study, Professor Tim Andrews from the Department of Psychology, said: "We were really excited to see the results of our study as they suggest that our ability to recognise faces relies on what we know about people, not just what they look like."

"While it was believed that we recognise faces by learning their visual properties -- such as features, configuration, and texture -- our study indicates that it involves connecting a face with knowledge about the person, including their character traits, body language, our personal experiences with them, and our feelings towards them.




"Facial recognition is essential for daily life and social interactions. When people struggle with this, it can significantly impact their lives and relationships, often leading to mental health issues and social anxiety.

"Our research enhances the understanding of how prosopagnosia appears to be linked to reduced neural connections, making it challenging to associate faces with personal knowledge, which is crucial for recognition."

The researchers chose to show participants footage from Game of Thrones because of its international appeal and the multitude of well-developed lead characters.

Lead author of the study and PhD student in the Department of Psychology, Kira Noad, said: "We chose to show participants footage from Game of Thrones because the series captivated people around the world with its strong characters and their deeply nuanced personalities.

"Many previous studies on the mechanisms in the brain behind facial recognition have been done in laboratory settings with 2D static images of faces. We aimed to create a study format that was more like real life, using video to show complex scenes with multiple people.

"We now need to carry out further studies to explore in more detail how activity across different regions of the brain allows us to recognise faces as well as what factors can disrupt this process."

'Familiarity enhances functional connectivity between visual and non-visual regions of the brain during natural viewing' is published in the journal Cerebral Cortex.
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Does the onset of daylight saving time lead to an unhealthy lifestyle? | ScienceDaily
Researchers from North Carolina State University, University of Manitoba, Bern University of Applied Sciences, University of South Carolina, and California Baptist University published a new Journal of Marketing study that explores whether the onset of daylight saving time leads consumers to engage in unhealthy behaviors.


						
The study, forthcoming in the Journal of Marketing, is titled "Spring Forward = Fall Back? The Effect of Daylight Saving Time Change on Consumers' Unhealthy Behavior" and is authored by Ramkumar Janakiraman, Harsha Kamatham, Sven Feurer, Rishika Rishika, Bhavna Phogaat, and Marina Girju.

Changing clocks twice a year is a tradition for most people living in the United States, with the spring transition to daylight saving time raising the ire of many due to the loss of an hour of sleep.

Public policy makers are grappling with the question of whether to abolish the biannual time change and, if so, whether to make standard time or daylight saving time permanent. While sleep scientists call for year-round standard time because it best aligns with humans' circadian rhythms, many retailers and outdoor industries support permanent daylight saving time, arguing that longer sunlight in the evenings supports their business. It is thus crucial to further illuminate the consequences of the current policy to better inform policy makers, managers, and consumers.

This new Journal of Marketing study explores whether the onset of daylight saving time leads consumers to engage in unhealthy behaviors. The researchers examine social media data from X (formerly Twitter) to study consumer responses to the onset of daylight saving time. They say that "the number of tweets with keywords related to the disruptive nature of the switch to daylight saving time peaked around 12 hours after the change occurred. We also find that the volume of negatively toned tweets rose more substantially, indicating a stronger increase in negative sentiment toward the time change. Overall, our preliminary findings suggests that consumers respond negatively to the switch to daylight saving time."

Snack Consumption and Fitness Center Visits

The study then examines two unique disaggregate level datasets that capture two different consumer behaviors: snack consumption and fitness center visits. The first dataset captures consumers' real-time snack consumption in their natural environments while the second dataset tracks the attendance records of customers visiting fitness centers. To understand consumer behavior following the onset of daylight saving time, the researchers compare consumers' calorie consumption from packaged snacks and visits to fitness centers across two customer groups: those who are affected by the onset of daylight saving time (the treatment group) and those who are not affected by the onset of daylight saving time (the control group), before and after the onset of daylight saving time.




Results show that:
    	calorie consumption from largely unhealthy snacks increases following the time change and
    	visits to fitness centers decrease.

The effect on calorie consumption is amplified during the evening hours and for cloudy days. Further, visits to fitness centers are reduced among fitness center members who live farther away and who do not visit the fitness centers regularly. Finally, the researchers examine the effect of the transition from daylight saving time to standard time (during fall) and find that there is no effect of the fall transition on calories consumed from unhealthy snacks. These results highlight the role of sleepiness caused by the one-hour setback, which impairs consumers' self-control and leads to less healthy consumption behavior.

Lessons for Public Policy Makers

"Our study indicates that the onset of daylight saving time is an obstacle to consumers' health goals, suggesting that policy makers should continue trying to end the time changes. Further, from a consumer well-being perspective, public health campaigns promoting healthy eating and exercise might be especially necessary around the time change," the research team advises.

Lessons for Consumers

Consumers can emphasize self-control strategies such as avoiding stocking up on unhealthy snacks before the time change. Conversely, fitness center members might plan activities close to the center to reduce the effort required to visit it following the time change. Consumers vulnerable to self-control failures might also seek support from peers (e.g., online social networks) and platforms incentivizing healthy behavior (e.g., through gamification).

Novel technologies, such as smart circadian lighting systems, might also help consumers reset their circadian clocks in a less disruptive fashion. Apps originally designed for travelers to reduce jet lag can be used to minimize the effect of the time change.

Lessons for Chief Marketing Officers

Firms involved in health-related industries can use these insights to anticipate demand and to better serve their customers around the onset of daylight saving time. For instance, when daylight saving time starts, fitness centers could offer promotions like free coffee or a competition or event to bring people in and counter their tendency to skip exercising.
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Mass layoffs and data breaches could be connected | ScienceDaily
A research team led by faculty from Binghamton University, State University of New York has been exploring how mass layoffs and data breaches could be connected. Their theory: since layoffs create conditions where disgruntled employees face added stress or job insecurity, they are more likely to engage in risky behaviors that heighten the company's vulnerability to data breaches.


						
The research, outlined in a paper titled "The Impacts of Layoffs Announcement on Cybersecurity Breaches," was presented by Binghamton faculty at the Pacific Asia Conference on Information Systems (PACIS) in Vietnam in early July. The study's motivation was to explore the revenge-type behavior of people affected by layoffs and the social justice aspect of people seeking to "punish" a seemingly "bad business" through hacking. The research was done in collaboration with scholars on two continents -- including Vietnam National University and Liverpool John Moores University in the U.K.

"Some companies try to be nice by announcing layoffs first, terminating access to the laid-off employees later, but that can easily open the door to cybersecurity risks -- especially if the laid-off employee is feeling vengeful," said Assistant Professor Thi Tran, who is leading the project and presented the paper at PACIS.

"Because they used to be an employee, they have confidential information about security layers that can be bypassed," he added. "The more they know about the system, the worse it could be."

In the study, researchers propose if companies were more proactive with corporate social responsibility initiatives that emphasize ethical conduct and data security during layoffs, they could reduce the risk of data breaches arising from those situations.

An IBM Cost of Data Breach report in 2023 revealed the significance of losses posed by data breaches. The report stated the global average cost of a data breach that year was $4.5 million, a 15% increase from the previous three years.

While announcements about mass layoffs are not uncommon among today's headlines, there has been little research related to the possible connection between them and cybersecurity for those companies. This is primarily because the concept of mass layoffs is a relatively recent phenomenon, said Sumantra Sarkar, an associate SOM professor who is helping conduct the research.




"In the old days, industries were more manual-oriented, and you could not replace people with the click of a button, but in the current information technology world, you hire people by the thousands, and you can lay off people much the same way. This opens the door for our research because humans are statistically the weakest link of the IT security chain," Sarkar said.

"People react to triggers in their environment, such as layoffs," he added, "and that's why security problems often come from the people either inside the organization or vendors with inside knowledge of the infrastructure."

The researchers said companies could also leave themselves vulnerable, apart from using outdated security systems, by outsourcing IT and cybersecurity tasks as a cost-cutting measure in response to layoffs.

In addition, negative publicity that tends to follow layoffs could lead people to infer the company had been suffering from financial problems or poor leadership, which could create an opportunity for hackers with political motivations to take advantage.

"When people hear about layoffs, it's going to be viewed as something bad that can happen to them or anyone else in society. So, if you're in tune with how people consume information, you want to do whatever you can to build a good picture in the public's mind to minimize negative consequences," Tran said. "We're looking at not only the probability of something like data breaches resulting from mass layoffs happening but the severity if something like that actually does happen."
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Electric scooter and bike accidents are soaring across the United States | ScienceDaily
In the crowded urban landscape, where small electric vehicles -- primarily scooters and bicycles -- have transformed short distance travel, UC San Francisco researchers are reporting a major national surge in accidents tied to "micromobility."


						
E-bicycle injuries doubled every year from 2017 to 2022, while e-scooter injuries rose by 45 percent. Injured e-riders tended to be slightly older and wore helmets less often than conventional riders. And e-scooter riders were more likely to sustain internal injuries than conventional scooter riders, while upper extremity injuries were more common among non-EV riders.

The researchers analyzed injuries and hospitalizations from electric bicycles, electric scooters, conventional bicycles and conventional scooters. The study, which appears July 23 in JAMA Network Open, is believed to be the first investigation into recent injury patterns in the U.S.

"The U.S. had a remarkable increase in micromobility injuries during the study period," said co-lead author Adrian Fernandez, MD, chief resident with the UCSF Department of Urology. "This increase in accidents not only introduced a demographic shift, but also underscores an urgent need for added safety measures. There are undeniable health and environmental benefits to micromobility vehicle use, but structural changes must be taken to promote safe riding."

Reshaping urban transportation

Micromobility, the use of small vehicles for one or two passengers, has surged 50-fold over the last decade, especially in dense areas with the introduction of electric-powered motors and ride-sharing platforms. The low-cost, low-emission scooters and bicycles can travel up to 28 miles an hour, are convenient, affordable, reduce congestion and allow riders to cover more distance with less effort.

But increasingly the vehicles are proving to be dangerous, especially in the hands of novices.




The researchers analyzed data from the U.S. Consumer Product Safety Commission's National Electronic Injury Surveillance System, which has collected statistics from emergency departments on consumer product-related injuries since 1978. They looked at such factors as injury type (blunt, orthopedic, neurological, dental), injury region (head, neck, trunk, extremities) and helmet use.

They found that e-bicycle injuries dramatically increased from 751 in 2017 to 23,493 in 2022, and e-scooter injuries rose from 8,566 to 56,847 over that timeframe. Altogether, there were nearly 2.5 million bicycle injuries, more than 304,000 scooter injuries, 45,586 e-bicycle injuries, and some 189,517 e-scooter injuries in the U.S.

Both conventional and electric bike and scooter injuries were more common in urban settings. Electric bike and scooter riders were older and more likely to participate in risky behaviors, such as riding while intoxicated and without a helmet than conventional vehicle riders. The median age was 39 years old for injured e-bicyclists, compared to 30 for injured conventional bikers. The median age for e-scooter riders was 30 compared to 11 for conventional scooter riders.

"Our findings stress a concerning trend: helmet usage is noticeably lower among electric vehicle users, and risky behaviors, such as riding under the influence, are more prevalent," said co-first author Kevin D. Li, a 2025 dual candidate pursuing medical and master's degrees at UCSF.

The authors urged a multifaceted response, including better infrastructure in urban areas to accommodate the small vehicles, and education campaigns that promote helmet use and sober riding.

"As micromobility vehicles become more embedded in our daily lives, understanding and addressing the safety challenges they pose is critical," said senior and corresponding author Benjamin N. Breyer, MD, MAS, the Taube Family Distinguished Professor and chair of the UCSF Department of Urology, and a member of the UCSF Department of Epidemiology and Biostatistics.

"This not only involves adapting our urban landscapes but also fostering a culture of safety among riders," Breyer said. "By doing so, we can harness the full potential of micromobility to create more sustainable, health, and safe urban environments."

Other authors include Hiren V. Patel, MD, PhD, Isabel Elaine Allen, PhD, Umar Ghaffar, and Nizar Hakam, all at UCSF.
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Best bioenergy crops for sustainable aviation fuels by U.S. region, policy goals | ScienceDaily
Researchers analyzed the financial and environmental costs and benefits of four biofuels crops used to produce sustainable aviation fuels in the U.S. They found that each feedstock -- corn stover, energy sorghum, miscanthus or switchgrass -- performed best in a specific region of the rainfed United States. Their study will help growers and policymakers select the feedstocks most suited to meeting goals like reducing production costs, lowering greenhouse gas emissions and building soil carbon stocks.


						
The U.S. currently consumes 23 billion gallons of jet fuel per year, and aviation fuel accounts for roughly 13% of domestic transportation carbon dioxide emissions, the researchers report in their analysis in the journal Environmental Science and Technology. So far, only a few million gallons of sustainable aviation fuels are produced in the U.S., but a national initiative, the Sustainable Aviation Fuel Grand Challenge, aims to expand production to 3 billion gallons by 2030 and 35 billion gallons by 2050 while achieving a 50% reduction in life-cycle greenhouse gas emissions intensity compared with conventional fuel.

The mix of bioenergy crop feedstocks that will be produced to meet this challenge, their relative costs and carbon intensities will depend on how the goals of the policy are specified, said Madhu Khanna, a professor of agricultural and consumer economics at the University of Illinois Urbana-Champaign and the director of the U. of I. Institute for Sustainability, Energy and Environment. Khanna led the study with Xinxin Fan, a postdoctoral researcher at iSEE.

"It's a huge task to weigh all the factors that make a particular biofuels feedstock economically or environmentally viable," Khanna said. "You have to consider all other potential uses for the land used to grow the crop, the costs of establishing a new crop, and numerous other factors like weather, soil carbon and the productivity of a given crop in a particular location."

"There's also the cost of converting different feedstocks into biofuels and the greenhouse gas emissions associated with growing and transporting them to a refinery," Fan said.

The goal was to identify feedstocks with the lowest "break-even price" for a grower switching from another viable crop, the lowest carbon intensity and cost of carbon abatement, and the highest biomass produced per unit of land.

Identifying these factors for each feedstock and growing region will allow growers and policymakers to determine which crops will perform best in each part of the country and which policies or incentives will be most successful, Fan said.




The researchers divided the rainfed zones of their study area -- encompassing most of the continental U.S. from the Dakotas, Nebraska, Kansas, Oklahoma and Texas eastward -- into 1.5-mile-square plots. They focused on four zones: the Great Plains, Midwest, Northeast and Southeast.

The team first determined the break-even costs for a grower switching from the next most viable crop to a biofuels crop. These include outlays for seed, chemicals, fertilizing, storage and all other costs associated with planting, maintaining and harvesting a crop. The scientists also modeled the different growing conditions; carbon emissions; and the costs and benefits across the life cycle of each feedstock, including hauling it to a biorefinery and converting it to useable jet fuel. They also determined the average cost of greenhouse-gas abatement per feedstock.

"We show that the optimal feedstock for each location differs depending on whether the incentive is to lower the break-even price, carbon intensity or cost of carbon abatement, or to have higher biomass production per unit of land," the researchers wrote.

The cost of abating greenhouse gas emissions with sustainable aviation fuels "was lowest with miscanthus in the Midwest, switchgrass in the South and energy sorghum in a relatively small region in the Great Plains," they reported. "While corn-stover-based SAF had the lowest break-even price per gallon, it has the highest cost of abatement due to its relatively high greenhouse gas intensity."

Different policies would favor some feedstocks over others, Khanna said. Corn stover would win out if policymakers prioritized the volume of production over the total reduction in greenhouse gas emissions. However, use of this feedstock would reduce soil carbon stores, making it more carbon-intensive than the other energy crops. Miscanthus and switchgrass increase soil carbon and would do much more to lower greenhouse gas emissions than corn stover. But these feedstocks are more expensive to produce, requiring an incentive like a carbon tax credit to make them economically viable.

Ultimately, the researchers conclude, "either carbon prices would need to rise or the cost of producing sustainable aviation fuels will need to fall to make SAFs an economically attractive alternative to jet fuel."

Khanna also is a professor in the Center for Advanced Bioenergy and Bioproducts Innovation, the Carl R. Woese Institute for Genomic Biology, and the National Center for Supercomputing Applications at the U. of I. Fan is a postdoctoral researcher in CABBI.

The Department of Energy Office of Science and Office of Environmental Research supported this study.
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A window of opportunity for climate change and biodiversity | ScienceDaily
World leaders must take advantage of a pivotal window of opportunity for forging a much-needed joined-up approach to tackle climate change and biodiversity loss, say scientists from ZSL and York University. Without this, work on tackling either crisis could inadvertently harm progress on the other.


						
Published today (Tuesday 23 July) in the Journal of Applied Ecology, a paper from international conservation charity ZSL and researchers at York University, Toronto, titled 'The Kunming-Montreal Global Biodiversity Framework and the Paris Agreement need a joint work programme for climate, nature, and people' conceptualises how a joint work programme between the United Nations Framework Convention on Climate Change (UNFCCC) and the United Nations Convention on Biological Diversity (CBD) could be established.

Highlighting the issues the joint programme must tackle, and recommendations for successful implementation -- the paper argues that such a unified political tool is critical to meet international commitments under both the Paris Agreement and the Kunming-Montreal Global Biodiversity Framework.

Professor Nathalie Pettorelli, who has long been calling for united solutions to tackle climate change and biodiversity loss, is co-author of the paper and researcher at ZSL's Institute of Zoology explained: "We urgently need a global approach that addresses the nature and climate crises together -- because they are intrinsically connected.

"The UNFCCC and CBD are incredible platforms for providing the evidence to, and guiding the way through the changes we need, but higher levels of integration between the biodiversity and climate change agendas are needed to plug implementation gaps.

"The upcoming Conference of the Parties of the UNFCCC and CBD present a clear policy window for the two conventions to introduce a formal governance structure that brings together ideas, people, organisations and processes necessary for joining the dots on how to both stabilize our climate and recover our nature."

World leaders will come together later this year for two global conventions to separately tackle climate change and biodiversity loss. In October, the CBD will meet in Columbia for the 16th United Nations Biodiversity conference (COP16). A week after its close in November, the UNFCCC will meet in Azerbaijan for the 29th United Nations Climate Change conference (COP29).




Nathalie added: "With the closely related policy agendas of the upcoming UNFCCC and CBD's COPs, negotiators have a key opportunity to take coordinated, bold and transformative action to deliver a new, more integrated and coherent approach to addressing the entwined nature and climate crises. The urgency is such that both conventions need to work together now, and take advantage of the many potential synergies we highlighted between climate change and biodiversity policies to change humanity's course towards a sustainable future."

Government representatives at COP16 will be tasked with assessing the state of implementation of the Kunming-Montreal Global Biodiversity Framework which was adopted in 2022, outlining a path for humanity to live in harmony with nature by 2050 -- with goals including halting and reversing biodiversity loss by 2030. Discussions during COP29 will be key in progress towards the landmark international treaty to limit global temperature increases to 1.5degC above pre-industrial levels, known as the Paris Agreement.

Climate change and biodiversity loss are inherently interconnected; rapidly changing conditions drive the loss of species and the subsequent breakdown of ecosystems across the world -- however healthy, functioning ecosystems are absolutely key to tackling climate change and mitigating its impacts.

Professor Idil Boran, co-author and researcher at York University's Faculty of Liberal Arts and Professional Studies, Toronto said: "The world is currently at a crossroads. World leaders have signed international treaties that commit them to take action to address these two crises -- but there is currently a massive gap in the tools available to ensure this action is unified. We need a programme that fills these gaps, identifies areas where climate actions may harm to biodiversity, provides clear recommendations and develops methods to monitor progress on shared goals.

"Without this, we risk action to tackle one crisis creating major setbacks for the other. For example, the replacement of natural grasslands with forests may help capture and store planet-warming carbon dioxide, but it does so at a cost of the ecosystems and wildlife that previously used the land."

Properly implemented Nature-based Solutions (NbS) -- natural systems that help achieve societal goals -- tackle climate change and biodiversity loss simultaneously, while also bringing benefits to people. For example, the restoration of mangroves not only helps with carbon storage, but also protects the homes of species such as Endangered Bengal tigers and Critically Endangered Philippine cockatoo, and provides food and resources for local communities.




The paper also calls for the vital need for the reallocation of resources to address imbalances in funds and support available for action to address climate change in comparison with biodiversity loss.

Nathalie added: "There is a wider need for world leaders to ensure they're putting nature at the heart of their decision making. Functioning ecosystems aren't just important for addressing rapid climate change -- losing them impacts every aspect of our lives, from food security to access to clean water. We need these to be recognised and conservation to receive the resources needed for it to be part of the solution towards tackling climate change and championing human wellbeing."

From restoring mangrove forests in the Philippines equivalent to over 1,000 football pitches to calling for the rewilding of urban spaces to help protect city dwellers from the worst impacts of climate change, this call is part of ZSL's wider global work pushing for and implementing urgent action to build a better future for people and planet.

ZSL believes nature can recover, and that conservation is most effective when driven by science. ZSL call for science to guide all global decisions on environment and biodiversity and build a healthier future for wildlife, people and the planet. Find out more and support ZSL's world-leading, collaborative science and conservation work at www.zsl.org
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Strategic emission caps key to ammonia industry decarbonization, researchers find | ScienceDaily
An international cross-disciplinary research team led by the Hong Kong University of Science and Technology (HKUST) has revealed critical insights into how strategic emission cap choices can lead to cost-effective, near-100% ammonia industry decarbonization while avoiding issues such as land use constraints and grid congestion. This groundbreaking study is the first to identify cost-optimal characteristics for ammonia production plants and emission reduction targets.


						
Ammonia production, which accounts for 36 million metric tons of carbon dioxide emissions annually in Europe, primarily relies on hydrogen derived from fossil fuels. These emissions could be drastically reduced by electrolytic hydrogen -- producing hydrogen via water electrolysis -- as it only requires electricity, which could be generated by renewable sources.

However, transiting to low-carbon alternatives, particularly electrolytic hydrogen using grid electricity, poses major economic and logistical challenges as the complex impact of regional factors -- including the availability of renewable resources and the carbon intensity of local electricity production -- on the relationship between emission standards and costs is not well understood.

To fill this gap, a team led by Prof. LU Zhongming, Assistant Professor of HKUST's Division of Environment and Sustainability (ENVR), Prof. Magdalena KLEMUN, Assistant Professor of HKUST's Division of Public Policy (PPOL), Dr. Stefano MINGOLLA, PhD Graduate of HKUST's ENVR in collaboration with ETH Zurich, has examined the impact of a range of emission caps on costs and the feasibility of transitioning to renewable-based electrolytic hydrogen production in Europe, leveraging high-resolution renewables data from 38 European locations and spanning the years 2024 to 2050. While the data inputs and results are EU-specific, the approach can be useful for other hard-to-abate sectors transitioning to low-carbon fuels.

They identified that achieving ambitious emission reduction targets, such as cutting emissions by 95% compared to current levels, is feasible with minimal cost escalation over less stringent targets proposed by regulatory bodies like the European Commission. However, transitioning to 100% emission reduction -- operating entirely off-grid with renewable energy sources -- presents substantial cost and land use implications, particularly in regions with resource limitations.

"Strategic choices in setting emission caps are pivotal for the ammonia industry's transition to low-carbon technologies," Prof. Lu said.

Prof. Klemun added, "This study provides vital insights for policymakers aiming to balance environmental goals, costs, and resource availability." The team highlights the need for strategic choices of emission caps, combined with investments in technology innovation, to improve flexible plant designs that can accommodate varying renewable energy availability to mitigate costs and land requirements associated with off-grid production.

Policymakers could set more stringent decarbonization targets for regions that present a combination of favorable conditions for the deployment of electrolytic hydrogen that can allow near-zero emissions while bearing minimal or no cost increases compared to fossil-based hydrogen production, while less stringent or delayed measures could apply to other regions.

"By adopting region-specific, phased strategies and prioritizing plant flexibility, the hard-to-abate industry can better manage its transition to low-carbon technologies while maintaining competitiveness," Dr. Mingolla said.

The findings of their study were recently published in Nature Communications, lead author Dr. Stefano Mingolla, co-leads Prof. Lu Zhongming and Prof. Magdalena Klemun, and group members Prof. Francesco Ciucci from HKUST's Department of Mechanical and Aerospace Engineering, Prof. Giovanni Sansavini and Dr. Paolo Gabrielli from the Department of Process Engineering at ETH Zurich, Alessandro Manzotti and Matthew Robson, and Dr. Kevin Rouwenhorst from the Ammonia Energy Association.
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Risks and benefits of integrating AI into medical decision-making | ScienceDaily
Researchers at the National Institutes of Health (NIH) found that an artificial intelligence (AI) model solved medical quiz questions -- designed to test health professionals' ability to diagnose patients based on clinical images and a brief text summary -- with high accuracy. However, physician-graders found the AI model made mistakes when describing images and explaining how its decision-making led to the correct answer. The findings, which shed light on AI's potential in the clinical setting, were published in npj Digital Medicine. The study was led by researchers from NIH's National Library of Medicine (NLM) and Weill Cornell Medicine, New York City.


						
"Integration of AI into health care holds great promise as a tool to help medical professionals diagnose patients faster, allowing them to start treatment sooner," said NLM Acting Director, Stephen Sherry, Ph.D. "However, as this study shows, AI is not advanced enough yet to replace human experience, which is crucial for accurate diagnosis."

The AI model and human physicians answered questions from the New England Journal of Medicine (NEJM)'s Image Challenge. The challenge is an online quiz that provides real clinical images and a short text description that includes details about the patient's symptoms and presentation, then asks users to choose the correct diagnosis from multiple-choice answers.

The researchers tasked the AI model to answer 207 image challenge questions and provide a written rationale to justify each answer. The prompt specified that the rationale should include a description of the image, a summary of relevant medical knowledge, and provide step-by-step reasoning for how the model chose the answer.

Nine physicians from various institutions were recruited, each with a different medical specialty, and answered their assigned questions first in a "closed-book" setting, (without referring to any external materials such as online resources) and then in an "open-book" setting (using external resources). The researchers then provided the physicians with the correct answer, along with the AI model's answer and corresponding rationale. Finally, the physicians were asked to score the AI model's ability to describe the image, summarize relevant medical knowledge, and provide its step-by-step reasoning.

The researchers found that the AI model and physicians scored highly in selecting the correct diagnosis. Interestingly, the AI model selected the correct diagnosis more often than physicians in closed-book settings, while physicians with open-book tools performed better than the AI model, especially when answering the questions ranked most difficult.

Importantly, based on physician evaluations, the AI model often made mistakes when describing the medical image and explaining its reasoning behind the diagnosis -- even in cases where it made the correct final choice. In one example, the AI model was provided with a photo of a patient's arm with two lesions. A physician would easily recognize that both lesions were caused by the same condition. However, because the lesions were presented at different angles -- causing the illusion of different colors and shapes -- the AI model failed to recognize that both lesions could be related to the same diagnosis.




The researchers argue that these findings underpin the importance of evaluating multi-modal AI technology further before introducing it into the clinical setting. 

"This technology has the potential to help clinicians augment their capabilities with data-driven insights that may lead to improved clinical decision-making," said NLM Senior Investigator and corresponding author of the study, Zhiyong Lu, Ph.D."Understanding the risks and limitations of this technology is essential to harnessing its potential in medicine."

The study used an AI model known as GPT-4V (Generative Pre-trained Transformer 4 with Vision), which is a 'multimodal AI model' that can process combinations of multiple types of data, including text and images. The researchers note that while this is a small study, it sheds light on multi-modal AI's potential to aid physicians' medical decision-making. More research is needed to understand how such models compare to physicians' ability to diagnose patients.

The study was co-authored by collaborators from NIH's National Eye Institute and the NIH Clinical Center; the University of Pittsburgh; UT Southwestern Medical Center, Dallas; New York University Grossman School of Medicine, New York City; Harvard Medical School and Massachusetts General Hospital, Boston; Case Western Reserve University School of Medicine, Cleveland; University of California San Diego, La Jolla; and the University of Arkansas, Little Rock.
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Scientists identify possible new transmission factor in hospital-acquired Klebsiella infections | ScienceDaily
Scientists at ADA Forsyth Institute (AFI) have identified a critical factor that may contribute to the spread of hospital-acquired infections (HAIs), shedding light on why these infections are so difficult to combat. Their study reveals that the dangerous multidrug resistant (MDR) pathogen, Klebsiella, thrives under nutrient-deprived polymicrobial community conditions found in hospital environments.


						
According to the World Health Organization, HAIs pose significant risks to patients, often resulting in prolonged hospital stays, severe health complications, and a 10% mortality rate. One of the well-known challenging aspects of treating HAIs is the pathogens' resistance to multiple drugs. In a recent study published in Microbiome, AFI scientists discovered that Klebsiella colonizing a healthy person not only have natural MDR capability, but also dominate the bacterial community when starved of nutrients.

"Our research demonstrated that Klebsiella can outcompete other microorganisms in its community when deprived of nutrients," said Batbileg Bor, PhD, associate professor at AFI and principal investigator of the study. "We analyzed samples of saliva and nasal fluids to observe Klebsiella's response to starvation conditions. Remarkably, in such conditions, Klebsiella rapidly proliferates, dominating the entire microbial community as all other bacteria die off."

Klebsiella is one of the top three pathogens responsible for HAIs, including pneumonia and irritable bowel disease. As colonizing opportunistic pathogens, they naturally inhabit the oral and nasal cavities of healthy individuals but can become pathogenic under certain conditions. "Hospital environments provide ideal conditions for Klebsiella to spread," explained Dr. Bor. "Nasal or saliva droplets on hospital surfaces, sink drains, and the mouths and throats of patients on ventilators, are all starvation environments."

Dr. Bor further elaborated, "When a patient is placed on a ventilator, they stop receiving food by mouth, causing the bacteria in their mouth to be deprived of nutrients and Klebsiellapossibly outcompete other oral bacteria. The oral and nasal cavities may serve as reservoirs for multiple opportunistic pathogens this way."

Additionally, Klebsiella can derive nutrients from dead bacteria, allowing it to survive for extended periods under starvation conditions. The researchers found that whenever Klebsiella was present in the oral or nasal samples, they persisted for over 120 days after being deprived of nutrition.

Other notable findings from the study include the observation that Klebsiella from the oral cavity, which harbors a diverse microbial community, was less prevalent and abundant than those from the nasal cavity, a less diverse environment. These findings suggest that microbial diversity and specific commensal (non-pathogenic) saliva bacteria may play a crucial role in limiting the overgrowth of Klebsiella species.




The groundbreaking research conducted by AFI scientists offers new insights into the transmission and spread of hospital-acquired infections, paving the way for more effective prevention and treatment strategies.

Additional collaborators on the project include: Xuesong He, Alex S. Grossman, Jett Liu, Nell Spencer, Wenyuan Shi, and Hatice Hasturk of ADA Forsyth; Daniel R. Utter of California Institute of Technology; Lei Lei of Sichuan University; Nidia Castro dos Santos of Guarulhos University; and Jonathon L. Baker of Oregon Health & Science University.

Funding:

This research was partially supported by grants from the National Institute of Dental and Craniofacial Research of the National Institutes of Health under Awards T90 fellowship (Alex S. Grossman); 1K99DE027719 (Batbileg Bor), 1R01DE031274-01 (Batbileg Bor), and 1R01DE023810 (Xuesong He).
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Virtual reality training for physicians aims to heal disparities in Black maternal health care | ScienceDaily
During a checkup with her obstetrician, Marilyn Hayes tells him about overwhelming exhaustion and possible symptoms of postpartum depression, such as feeling unsafe. Hayes, a Black woman, grows increasingly frustrated as her white, male physician, Dr. Richard Flynn, dismisses her symptoms and ignores her wishes when she refuses medication. Hayes becomes visibly uncomfortable when Flynn touches her without permission and makes comments steeped in Black stereotypes, such as assuming that she's unmarried and the baby's father is uninvolved with her and their infant.


						
While Hayes and Flynn are fictional characters depicted in a virtual reality video, Hayes' experiences are similar to those of many Black women and women of color when they interact with clinicians and their staff members, studies have found. Hayes' checkup with Flynn is the first in a series of three virtual reality training modules being developed to heighten physicians' awareness of implicit bias in patient care and cultural competency skills.

"Ultimately, this virtual reality training system could become a viable tool for practicing communication with diverse patients across different types of health care professions," said Charee Thompson, a professor of communication at the University of Illinois Urbana-Champaign who studies physician-patient communication and is one of the team members developing the virtual reality training series.

"There's no reason why nurses couldn't also use this across different health care contexts -- not just for Black maternal health, but chronic pain, diabetes or some of these other health issues in which we know that there are disparities based on markers of difference such as race or class," she said.

Thompson is the first author of a study about the project, published in Health Communication. She and her co-authors Mardia Bishop, a professor in the same department at the U. of I.; and obstetricians and gynecologists Dr. Tiffani Dillard of Carle Foundation Hospital in Urbana, Illinois; and Dr. Joseph Maurice of Creighton University School of Medicine in Omaha, Nebraska, are leading the team that is developing the modules.

The first module, which focuses on Black maternal health care, was tested in a pilot study with 30 medical students and resident physicians. Prior to and after viewing Hayes' and Flynn's interaction, the study participants completed a survey that taps into physicians' beliefs about the value of eliciting patients' opinions about the cause of their illnesses and how it affects their lives, and whether physicians can provide excellent health care without asking patients for their perspectives.

"We know that disparities in Black maternal health affect or are connected to disparities for Black infants, including preterm birth and low birth weights," Thompson said. "And so, for me, this is one of the most urgent needs when it comes to the health of women and children."

In Flynn's interactions with Hayes, students saw how bias and Black stereotypes affect his communication, such as when he leaps to the conclusion that Hayes feels unsafe because her husband is violent, rather than recognizing it is a symptom of depression, Bishop said.




"The video depicts the doctor going through the entire postpartum checkup, asking questions about breastfeeding, the incision and healing. Throughout the video, the viewer can see where the provider is behaving or communicating with implicit bias and the effect this has on the patient," Bishop said. "Sometimes it can be difficult to recognize bias or realize that what one is saying or doing demonstrates bias. This video shows the many ways that implicit bias can enter a discussion with a patient."

According to the post-training survey, participants' awareness of implicit bias, their attitudes toward culturally competent communication and their confidence in their individual communication efficacy significantly increased after the training, Thompson said.

Two open-ended questions on the survey asked participants how they would provide more empathic, individualized care for Black postpartum women. The participants responded that they were committed to building rapport with patients by prioritizing their concerns and feelings, allowing patients greater opportunities to express themselves and engaging in shared decision-making. Participants said they would listen more attentively, be more aware of their own body language, display compassion and empathy, and pay attention to patients' verbal and nonverbal cues.

The second virtual reality training module -- which is still under development, along with a third module -- promotes self-reflection by helping medical students identify their own biases and learn how to mitigate them, Thompson said. In the third module, students will practice their intercultural communication skills through interactions with a virtual patient.

While the cost of the first module was $40,000, Maurice said that for universities and medical schools, virtual reality training is a cost-effective option because it eliminates the need to recruit people for role playing with medical students. "It's a lot cheaper to produce one video and show it 100 times, as opposed to hiring 100 people to role play with the students," he said.

Creighton University awarded Maurice a $100,000 grant to implement the training at its campus in Phoenix. The grant will expand the sample population of medical students for the research to about 300 people, he said.




The Carle Illinois College of Medicine Health Maker Lab also provided funding for the project, as did the Jump ARCHES endowment through the U. of I.'s Health Care Engineering Systems Center.

Thenkurussi Kesavadas, then-founder-director of the Health Care Engineering Systems Center at the U. of I., co-wrote the paper. He is currently the vice president for research and economic development at the State University of New York at Albany.

Other co-authors included U. of I. alumni Manuel D. Pulido, a professor of communication studies at California State University, Long Beach; Corey Zeinstra, a software engineer in immersive technologies at Boeing; and M.J. Salas, a graduate student at Rutgers University.

U. of I. graduate students Deja D. Rollins, Emily A. Mendelson, Jia Yan, Emily R. Gerlikovski and Sarah V. Benevento also co-wrote the study.
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Cancer risk: Many welders exposed to high levels of dangerous fumes | ScienceDaily
New Curtin University research has revealed at least 46,000 Australian welders are exposed to high levels of dangerous, potentially cancer-causing fumes at work -- and little is being done to protect them.


						
A joint Curtin School of Population Health and University of Sydney project funded through the Centre for Work Health and Safety, the Australian-first study was published today in the Australian and New Zealand Journal of Public Health.

The research team surveyed 634 workers and employers involved in welding from across Australia and asked a series of questions about their work, including the tasks they undertook, their working environment, and the safety measures implemented in their workplace.

The survey revealed about 90 per cent were being exposed to 'welding fume', a mixture of very fine particles and gases produced when a metal is heated above its boiling point.

Welding fume is a known carcinogen in humans.

Of the participants found to be exposed to welding fume, 76 per cent were deemed to be exposed at a high level, while other carcinogenic metals were also often present -- most commonly hexavalent chromium and nickel.

Study lead Dr Renee Carey ,who was previously involved in a landmark study outlining the dangers of working with engineered stone, said this new research showed many welders in Australia could be at risk of developing serious health problems.




"Data shows at least 60,000 people are employed as welders, however the number of people who complete welding tasks as part of their job would be far higher," Dr Carey said.

"Welding fume exposure has been associated with various adverse health effects, including cancer, respiratory disease, neurological disorders and reproductive effects."

Study co-author Professor Tim Driscoll from the University of Sydney, said the exposure risk was exacerbated by the conditions in which most welders worked.

Two-thirds of respondents said they welded in restricted spaces and, more concerning, nearly half said they worked in confined spaces.

Almost 90 per cent also reported leaning over the welding area while working, often putting their breathing zone directly above the fume source.

"Despite this, only 19 per cent of study participants said their workplace had some form of mechanical ventilation, such as a welding booth or exhaust hoods," Professor Driscoll said.




"Given that many Australian workplaces are apparently without effective ventilation, it is even more concerning that nearly two-thirds of workers in non-ventilated areas reported they do not use an air-supplied welding helmet."

Public Health Association Chief Executive Terry Slevin said the study revealed serious health risks which must be reduced.

"We have seen strong action to reduce the health problems linked to asbestos and silica; this is another example where Australia's health and safety legislation must be put to work to protect our tens of thousands of welders," Adjunct Professor Slevin said.

"This study demands every professional welder in Australia be supplied with upgraded protective equipment to make their work as safe as humanly possible.

"We have the technology -- now we need to ensure it is mandatory to use it in our workplaces."

The study also looked at the actual levels of exposure to welding fume and the use of control measures in workplaces. This will be the subject of a forthcoming report.
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Impact of incarceration on youth health | ScienceDaily
Researcher Samantha Boch has studied the impact of incarceration on child and family health for more than a decade.


						
Her latest research examines the health records and health care use of youth, individuals under age 21, who likely have been involved or whose families have been involved in the justice system. The challenge was identifying youth who have been impacted by mass incarceration, as most health care systems don't routinely ask about incarceration. Families may not disclose that information due to stigma, fear of child protective services involvement, or judgment.

"There are few, if any, large community-level studies about the health of youth affected by incarceration, or their family's incarceration, using medical records," explains Boch, an assistant professor at the University of Cincinnati College of Nursing. "Despite a lot of youth and families affected by incarceration, gaps remain in understanding its prevalence and consequences. There are numerous reasons for this, some include a lack of provider awareness, lack of curriculum in provider training, lack of funding for this research and lack of routine sensitive screening for exposure."

Boch and her research team searched the electronic medical records for justice-related keywords such as "prison," "jail," "sentenced," "probation," "parole," and others, to determine the impact of incarceration. The researchers used data from Cincinnati Children's Hospital collected over an 11-year period.

Their study, published in Academic Pediatrics, found that of the more than 1.7 million records reviewed, 38,263 (or 2.2%) of youth seen between January 2009 and December 2020 likely had a parent incarcerated or faced some type of confinement as a juvenile. This small percentage was also responsible for a disproportionate number of physical and mental health diagnoses and health care visits at Cincinnati Children's. They were compared against a socio demographically matched sample without a justice keyword and the total sample population of youth.

Nearly 63.3% of all behavioral health inpatient admissions, 23.7% of all hospitalization inpatient days and 45.5% of all foster care visits were attributed to the 2.2% of youth who had documented probable personal or family justice system involvement. The findings complement another study led by Boch, published in 2021 using data from Nationwide Children's Hospital in Columbus, Ohio.

Youth with a justice keyword in their record had 1.5 to 16.2 times the prevalence of various physical and mental health disorder groupings studied compared to matched youth who didn't have a justice keyword but do have similar socioeconomic backgrounds. They also had 428.2 more physical health diagnoses and 269.2 more mental health diagnoses per 100 youth than the matched youth.




According to the study, youth with a justice keyword made up a large proportion of all of those who were diagnosed with health disorders or conditions at Cincinnati Children's from 2009-2020. This includes 42.9% of all schizophrenia spectrum and other psychotic disorders, 42.1% of all bipolar and related disorders, 38.3% of all suicide and self-injury disorders, 24.5% of all trauma and stress related disorders, 44.9% of all shaken baby syndrome cases, 13.9% of all infectious diseases, 12.5% of speech language disorders and 12.8% of all youth pregnancies.

Nationally, about 7% of U.S. youth have had a parent incarcerated. Findings at Cincinnati Children's and Nationwide Children's Hospital in Columbus grossly underestimate the number of youth affected by incarceration or confinement, says Boch.

"Our data reflects families who disclosed and health providers who documented," says Boch. "Families who refrain from disclosing or whose information is not documented were not represented which is a key limitation. This study is an attempt to uncover the size of the impact of mass incarceration on youth health in Cincinnati. Our health care systems and correctional systems clearly overlap and impact the lives of children.

"Replication of these findings in other communities would strengthen the growing justification for decarceration efforts and other reforms, especially if we want all U.S. children and families to thrive," says Boch. "We will continue to have health care disparities and lead the world with poor health outcomes if we continue to lead in incarceration."

Other co-authors of the study include Joshua Lambert, PhD, University of Cincinnati; Christopher Wilderman, PhD, Duke University; and Judith Dexheimer, PhD; Robert Kahn, MD; and Sarah Beal, PhD, all of the University of Cincinnati and Cincinnati Children's.

The research study of Cincinnati youth was supported by Boch's awards, including the Agency for Healthcare Research and Quality and Patient Centered Outcomes Research Institute (AHRQ/PCORI) K12 PEDSnet Scholars Learning Health Systems Career Development Program, internal funding from the University of Cincinnati College of Nursing Dean's New Investigator Award, internal funding from the Cincinnati Children's Hospital Medical Center James M. Anderson Center for Health Systems Excellence, and the NIH/NIMHD Loan Repayment Award for Clinician Scientists from Disadvantaged Backgrounds.
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Marine Protected Areas producing more 'trophy-size' fish, research finds | ScienceDaily
Marine Protected Areas (MPAs) are having a positive spillover effect, producing more "trophy-size" fish just outside of the fully protected areas, and the effect is growing stronger over time. That's according to research led by University of Hawai`i at Manoa scientists at the Hawai`i Institute of Marine Biology (HIMB) published today in Science Advances. The research provides the first global assessment of the benefits of MPAs. "Trophy-size" refers to fish that are exceptionally long or heavy and are considered a rare, prized catch.


						
"This standardized global assessment illustrates the benefits that MPAs provide for recreational anglers, confirming the effectiveness of MPAs in enhancing fish biomass and local fisheries," shares Simone Franceschini, Principal Investigator of the study and a Postdoctoral Researcher at HIMB. "Our study found that MPAs may take more than 20 years to show tangible spillover effects in the adjacent areas, which helps to set realistic expectations about the timeframe over which a marine reserve can be expected to have this type of effect on surrounding fisheries."

The Hawaiian archipelago has 13 state and federal MPAs (complete list below). The state protected areas, called Marine Life Conservation Districts, are managed by the State of Hawai`i Division of Aquatic Resources.

Marine protected areas have been identified as one of the most effective tools for securing marine biodiversity, but until now the global impact of MPAs on local, recreational fisheries has been unclear. This study provides globally-relevant guidance for what management agencies, conservation practitioners, and, importantly, recreational fishers can expect over the long term from the establishment of MPAs.

The research builds on the work of Callum Roberts et al., a team of scientists who twenty years ago conducted a study in Florida and discovered that the cumulative number of trophy fish caught near an MPA (within 100km of its boundary) rises rapidly between 12-30 years after MPA establishment.

"In this paper, we test whether the results of one of the most well-known studies of MPA impacts on recreational fishers can be replicated at a global scale," explains Elizabeth Madin, co-author of the paper and Associate Professor at HIMB. "We show that, on average, highly-protected marine ecosystems produce tangible, real-world, long-term benefits for recreational fishers, resulting in a win-win situation for nature and people alike. Nonetheless, it's important to realize that not every MPA will have the same spillover effects, and that successful MPAs have been shown to depend on community support, enforcement, and effective fisheries management."

The findings of this study hold important implications for the future of MPAs and the global "30x30" marine conservation initiative, which aims to protect 30% of the world's oceans by 2030.

"These results provide evidence-based guidance that can help ensure the successful implementation and long-term support of MPAs worldwide," says co-author John Lynham, who is a Professor of Economics at University of Hawai`i at Manoa. "It's intriguing to note that various MPAs around the world, despite their differing sizes and characteristics, have demonstrated a similar positive spillover effect and a similar 'wait time:' roughly 20 years."

The study also underscores the importance of setting practical expectations about the benefits of marine reserves for local fisheries. While MPAs can lead to substantial increases in the abundance of large fish, these benefits often require decades to materialize. This requires patience and long-term commitment from policymakers and local communities to maintain support for conservation efforts. Nonetheless, as Callum Roberts, lead author of the original 2001 study upon which the current study was built, points out, "Local fishers will see benefits to their catches from spillover of smaller fish long before that spillover becomes detectable in the form of large trophy fish, which take longer to reach record breaking sizes. So, well protected MPAs can help support local livelihoods within a decade of creation."
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Can consciousness exist in a computer simulation? | ScienceDaily
Would it be desirable for artificial intelligence to develop consciousness? Not really, for a variety of reasons, according to Dr. Wanja Wiese from the Institute of Philosophy II at Ruhr University Bochum, Germany. In an essay, he examines the conditions that must be met for consciousness to exist and compares brains with computers. He has identified significant differences between humans and machines, most notably in the organization of brain areas as well as memory and computing units. "The causal structure might be a difference that's relevant to consciousness," he argues. The essay was published on June 26, 2024 in the journal Philosophical Studies.


						
Two different approaches

When considering the possibility of consciousness in artificial systems, there are at least two different approaches. One approach asks: How likely is it that current AI systems are conscious -- and what needs to be added to existing systems to make it more likely that they are capable of consciousness? Another approach asks: What types of AI systems are unlikely to be conscious, and how can we rule out the possibility of certain types of systems becoming conscious?

In his research, Wanja Wiese pursues the second approach. "My aim is to contribute to two goals: Firstly, to reduce the risk of inadvertently creating artificial consciousness; this is a desirable outcome, as it's currently unclear under what conditions the creation of artificial consciousness is morally permissible. Secondly, this approach should help rule out deception by ostensibly conscious AI systems that only appear to be conscious," he explains. This is particularly important because there are already indications that many people who often interact with chatbots attribute consciousness to these systems. At the same time, the consensus among experts is that current AI systems are not conscious.

The free energy principle

Wiese asks in his essay: How can we find out whether essential conditions for consciousness exist that are not fulfilled by conventional computers, for example? A common characteristic shared by all conscious animals is that they are alive. However, being alive is such a strict requirement that many don't consider it a plausible candidate for a necessary condition for consciousness. But perhaps some conditions that are necessary for being alive are also necessary for consciousness?

In his article, Wanja Wiese refers to British neuroscientist Karl Friston's free energy principle. The principle indicates: The processes that ensure the continued existence of a self-organizing system such as a living organism can be described as a type of information processing. In humans, these include processes that regulate vital parameters such as body temperature, the oxygen content in the blood and blood sugar. The same type of information processing could also be realized in a computer. However, the computer would not regulate its temperature or blood sugar levels, but would merely simulate these processes.




Most differences are not relevant to consciousness

The researcher suggests that the same could be true of consciousness. Assuming that consciousness contributes to the survival of a conscious organism, then, according to the free energy principle, the physiological processes that contribute to the maintenance of the organism must retain a trace that conscious experience leaves behind and that can be described as an information-processing process. This can be called the "computational correlate of consciousness." This too can be realized in a computer. However, it's possible that additional conditions must be fulfilled in a computer in order for the computer to not only simulate but also replicate conscious experience.

In his article, Wanja Wiese therefore analyses differences between the way in which conscious creatures realize the computational correlate of consciousness and the way in which a computer would realize it in a simulation. He argues that most of these differences are not relevant to consciousness. For example, unlike an electronic computer, our brain is very energy efficient. But it's implausible that this is a requirement for consciousness.

Another difference, however, lies in the causal structure of computers and brains: In a conventional computer, data must always first be loaded from memory, then processed in the central processing unit, and finally stored in memory again. There is no such separation in the brain, which means that the causal connectivity of different areas of the brain takes on a different form. Wanja Wiese argues that this could be a difference between brains and conventional computers that is relevant to consciousness.

"As I see it, the perspective offered by the free energy principle is particularly interesting, because it allows us to describe characteristics of conscious living beings in such a way that they can be realized in artificial systems in principle, but aren't present in large classes of artificial systems (such as computer simulations)," explains Wanja Wiese. "This means that the prerequisites for consciousness in artificial systems can be captured in a more detailed and precise way."
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These healthcare professionals may be secret weapon against hypertension, study says | ScienceDaily
When it comes to helping patients with high blood pressure get their hypertension under control, a new Tulane University study finds that pharmacists and community health workers have the best success rates.


						
The study, published in Circulation: Cardiovascular Quality and Outcomes, analyzed data from 100 hypertension trials around the world and compared blood pressure reductions by the type of healthcare professionals who led the interventions.

While interventions led by nurses, physicians and multiple healthcare professionals still significantly reduced blood pressure for patients, pharmacists achieved the greatest improvements, followed by community health workers.

Interventions in both clinical and community settings can effectively treat hypertension -- the leading preventable cause of early death in the world -- particularly in communities where financial and geographical barriers allow the disease to remain prevalent. The study findings suggest that the disease is best treated by healthcare professionals with the most time to give.

"Blood pressure can require more time to manage than is often available in primary care visits," said lead author Katherine Mills, associate professor and vice chair of epidemiology at Tulane University School of Public Health and Tropical Medicine. "Having someone lead an effort who doesn't have the same time constraints may be the most effective approach."

On average, pharmacist-led interventions reduced systolic blood pressure by 7.3 mmHg and community health workers saw a 7.1 mmHg drop. Interventions led by nurses and pharmacists saw between a 2-3 mmHg reduction in systolic blood pressure. Pharmacist- and community health worker-led interventions also saw the greatest declines in diastolic blood pressure. According to current guidelines, hypertension is diagnosed at 130/80 mm Hg and higher for adults.

Mills said she was unsurprised by the results and that "the good news is that all healthcare professionals were effective at delivering interventions." But when it comes to addressing varying individual medical needs of hypertensive patients, pharmacists may be uniquely suited for the role.




"One of the big challenges is getting the right combinations and doses of antihypertensive medications, and that can be difficult for some patients requiring repeated visits," Mills said. "Pharmacists are perfect for that."

"This study underscores the importance of a team-based care approach to helping keep blood pressure under control," said Lawrence J. Fine, M.D., a senior advisor in the clinical applications and prevention branch in the Division of Cardiovascular Sciences at the National Heart, Lung, and Blood Institute (NHLBI), part of the National Institutes of Health (NIH). "In addition to traditional healthcare providers like physicians, other team members such as pharmacists and community healthcare workers can be effective in helping individuals achieve their treatment goals, particularly when blood pressure control has declined nationwide in recent years," Fine said.

Community health workers are also likely very effective at interventions due to cultural ties to the community that can help gain trust and boost buy-in. Further, use of community health workers is usually more cost-effective compared to interventions led by other health care professionals.

"Hypertension doesn't often have symptoms, so it is commonly not the first concern of patients during brief primary care visits if they have multiple health issues. The goal is to determine who should lead these interventions and what the best strategy is to address this important health issue," Mills said.

This study was supported by grants from the NIH, including the NHLBI (UH3HL151309, UH3HL152373, R01HL133790), the National Institute of General Medical Sciences (P20GM109036), the National Institute on Aging (R33AG068481), and the National Institute on Minority Health and Health Disparities (R01MD018193).
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Genetic study highlights importance of diversity in understanding health disparities | ScienceDaily
The majority of genetic studies focus on people of European descent, which limits the understanding of how genes influence health in other populations. Researchers at the Perelman School of Medicine at the University of Pennsylvania and the Corporal Michael J. Crescenz VA Medical Center, have partnered with a team of researchers at the Department of Veterans Affairs and the Department of Energy Oak Ridge and Argonne National Laboratories to conduct large-scale studies with diverse groups to better understand the genetic factors that influence health and disease. The Million Veteran Program (MVP), for example, includes people from various backgrounds along with their detailed health records. A study published this month in Science analyzed genetic data from 635,969 veterans and 2,069 traits and identified a total of 26,049 associations between specific genetic variants and various traits or health conditions.


						
The study, one of the largest of its kind, utilized data from MVP, a longitudinal study of U.S. Veterans, with over 29% of the participants being of non-European ancestry. Researchers identified 13,672 specific regions in DNA that are associated with one or more traits, such as physical characteristics or health conditions. These regions, known as genetic risk areas, can influence the likelihood of a person having certain traits or developing certain diseases.

"Understanding the genetic factors underlying health disparities is crucial for developing targeted interventions and treatments that can benefit all people, regardless of their background," said the study's corresponding author, Scott Damrauer, MD, an associate professor of Genetics at Penn and vascular surgeon at the Crescenz VA. "By uncovering these genetic insights across diverse populations, we are taking significant steps towards a more personalized and inclusive approach to healthcare."

Specifically, the study discovered population-specific signals, such as the rs72725854 variant at the PCAT2 locus associated with prostate cancer risk, predominantly observed in African-American men. It also revealed a novel gout risk variant, rs35965584, in the African-American population group, alongside the known variant rs2231142.

The study showed that the genetics of most traits are similar between groups of diverse people, but, certain groups do have their own distinct genetic features. They were able to find these differences more accurately, especially in African-American and mixed ancestry groups, thanks to improvements in how they analyze DNA, like fine mapping, which allows researchers to identify the exact genetic changes responsible for a particular trait or condition. The findings highlight the importance of including diverse genetic backgrounds in understanding the genetic causes of health disparities.

"Our work demonstrates overwhelmingly more similarities than differences in genetic associations between groups," said first author Anurag Verma, PhD, an assistant professor of Translational Medicine and Human Genetics and VA MVP researcher. "However, the unique genetic variations identified in diverse populations provide critical insights into health disparities and have significant implications for precision medicine."

"Biobanks like the MVP serve as a pivotal resource for generating new genetic association resources and insights. The findings from this inclusive and diverse study lay the foundation for future genetic research that will, first and foremost, help us better care for our nations Veterans -- as well as their families, caregivers, survivors, and other non-Veterans. This was only possible due to the altruism and the diversity of participating Veterans," said VA's MVP Program Director, Sumitra Muralidhar, PhD.

The study was funded by the U.S. Department of Veterans Affairs' Office of Research and Development.
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      Strange &amp; Offbeat News

      Quirky stories from all of ScienceDaily's health, technology, environment, and society sections.


      
        It's got praying mantis eyes
        The praying mantis is one of the few insects with compound eyes and the ability to perceive 3D space. Engineers are replicating their visual systems to make machines see better.

      

      
        Foam fluidics showcase lab's creative approach to circuit design
        Engineers have shown that something as simple as the flow of air through open-cell foam can be used to perform digital computation, analog sensing and combined digital-analog control in soft textile-based wearable systems.

      

      
        Dark matter flies ahead of normal matter in mega galaxy cluster collision
        Astronomers have untangled a messy collision between two massive clusters of galaxies in which the clusters' vast clouds of dark matter have decoupled from the so-called normal matter.

      

      
        Hens blush when they are scared or excited, study finds
        Hens fluff their head feathers and blush to express different emotions and levels of excitement, according to a new study.

      

      
        The ocean is becoming too loud for oysters, research finds
        Baby oysters rely on natural acoustic cues to settle in specific environments, but new research reveals that noise from human activity is interfering with this critical process.

      

      
        Komodo dragons have iron-coated teeth to rip apart their prey
        Scientists have discovered that the serrated edges of Komodo dragons' teeth are tipped with iron. The study gives new insight into how Komodo dragons keep their teeth razor-sharp and may provide clues to how dinosaurs like Tyrannosaurus rex killed and ate their prey.

      

      
        Scientists assess how large dinosaurs could really get
        A study looks at the maximum possible sizes of dinosaurs, using the carnivore, Tyrannosaurus rex, as an example. Using computer modelling, experts produced estimates that T. Rex might have been 70% heavier than what the fossil evidence suggests.

      

      
        Whale shark tracked for record-breaking four years
        Researchers have been tracking a 26-foot endangered whale shark -- named 'Rio Lady' -- with a satellite transmitter for more than four years -- a record for whale sharks and one of the longest tracking endeavors for any species of shark.

      

      
        Images of nearest 'super-Jupiter' open a new window to exoplanet research
        Using the James Webb Space Telescope (JWST), astronomers imaged a new exoplanet that orbits a star in the nearby triple system Epsilon Indi. The planet is a cold super-Jupiter exhibiting a temperature of around 0 degrees Celsius and a wide orbit comparable to that of Neptune around the Sun. This measurement was only possible thanks to JWST's unprecedented imaging capabilities in the thermal infrared. It exemplifies the potential of finding many more such planets similar to Jupiter in mass, temper...

      

      
        A new way to make element 116 opens the door to heavier atoms
        Researchers have successfully made super-heavy element 116 using a beam of titanium-50. That milestone sets the team up to attempt making the heaviest element yet: 120.

      

      
        Taco-shaped arthropod fossils gives new insights into the history of the first mandibulates
        Palaeontologists are helping resolve the evolution and ecology of Odaraia, a taco-shaped marine animal that lived during the Cambrian period. Fossils reveal Odaraia had mandibles. Palaeontologists are finally able to place it as belonging to the mandibulates, ending its long enigmatic classification among the arthropods since it was first discovered in the Burgess Shale over 100 years ago and revealing more about early evolution and diversification.

      

      
        Butterflies accumulate enough static electricity to attract pollen without contact
        Butterflies and moths collect so much static electricity whilst in flight, that pollen grains from flowers can be pulled by static electricity across air gaps of several millimeters or centimeters.

      

      
        Study uses Game of Thrones to advance understanding of face blindness
        Psychologists have used the hit TV series Game of Thrones to understand how the brain enables us to recognize faces. Their findings provide new insights into prosopagnosia or face blindness, a condition that impairs facial recognition.

      

      
        Expiring medications could pose challenge on long space missions
        A new study shows that over half of the medicines stocked in space -- staples such as pain relievers, antibiotics, allergy medicines, and sleep aids -- would expire before astronauts could return to Earth.

      

      
        Fruit fly post-mating behavior controlled by male-derived peptide via command neurons, study finds
        Scientists have succeeded in pinpointing the neurons within a female fruit fly's brain that respond to signals from the male during mating.

      

      
        Hunter-gatherers kept an 'orderly home' in the earliest known British dwelling
        Archaeological evidence from the world-famous Mesolithic site of Star Carr in North Yorkshire has shown that hunter-gatherers likely kept an orderly home by creating 'zones' for particular domestic activities.

      

      
        Astrophysicists uncover supermassive blackhole/dark matter connection in solving the 'final parsec problem'
        Researchers have found a link between some of the largest and smallest objects in the cosmos: supermassive black holes and dark matter particles. Their new calculations reveal that pairs of supermassive black holes (SMBHs) can merge into a single larger black hole because of previously overlooked behavior of dark matter particles, proposing a solution to the longstanding 'final parsec problem' in astronomy.

      

      
        Smell of human stress affects dogs' emotions leading them to make more pessimistic choices
        Dogs experience emotional contagion from the smell of human stress, leading them to make more 'pessimistic' choices, new research finds. Researchers tested how human stress odors affect dogs' learning and emotional state.

      

      
        Birds need entertainment during avian flu lockdowns
        Birds need varied activities during avian flu lockdowns, new research shows.

      

      
        Chimpanzees gesture back and forth quickly like in human conversations
        When people are having a conversation, they rapidly take turns speaking and sometimes even interrupt. Now, researchers who have collected the largest ever dataset of chimpanzee 'conversations' have found that they communicate back and forth using gestures following the same rapid-fire pattern.

      

      
        Life signs could survive near surfaces of Enceladus and Europa
        Europa and Enceladus, icy moons of Jupiter and Saturn respectively, have evidence of oceans beneath their crusts. A NASA experiment suggests -- if these oceans support life -- signatures of that life in the form of organic molecules (like amino acids and nucleic acids) could survive just under the surface ice despite the harsh, ionizing radiation on these worlds. If robotic landers were to go to these moons to look for life signs, they would not have to dig very deep to find amino acids that have...

      

      
        Can consciousness exist in a computer simulation?
        A new essay explores which conditions must be met for consciousness to exist. At least one of them can't be found in a computer.
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It's got praying mantis eyes | ScienceDaily
Self-driving cars occasionally crash because their visual systems can't always process static or slow-moving objects in 3D space. In that regard, they're like the monocular vision of many insects, whose compound eyes provide great motion-tracking and a wide field of view but poor depth perception.


						
Except for the praying mantis.

A praying mantis' field of view also overlaps between its left and right eyes, creating binocular vision with depth perception in 3D space.

Combining this insight with some nifty optoelectrical engineering and innovative "edge" computing -- processing data in or near the sensors that capture it -- researchers at the University of Virginia School of Engineering and Applied Science have developed artificial compound eyes that overcome vexing limitations in the way machines currently collect and process real-world visual data. These limitations include accuracy issues, data processing lag times and the need for substantial computational power.

"After studying how praying mantis eyes work, we realized a biomimetic system that replicates their biological capabilities required developing new technologies," said Byungjoon Bae, a Ph.D. candidate in the Charles L. Brown Department of Electrical and Computer Engineering.

About Those Biomimetic Peepers

The team's meticulously designed "eyes" mimic nature by integrating microlenses and multiple photodiodes, which produce an electrical current when exposed to light. The team used flexible semiconductor materials to emulate the convex shapes and faceted positions within mantis eyes.




"Making the sensor in hemispherical geometry while maintaining its functionality is a state-of-the-art achievement, providing a wide field of view and superior depth perception," Bae said.

"The system delivers precise spatial awareness in real time, which is essential for applications that interact with dynamic surroundings."

Such uses include low-power vehicles and drones, self-driving vehicles, robotic assembly, surveillance and security systems, and smart home devices.

Bae, whose adviser is Kyusang Lee, an associate professor in the department with a secondary appointment in materials science and engineering, is first author of the team's recent paper in Science Robotics.

Among the team's important findings on the lab's prototype system was a potential reduction in power consumption by more than 400 times compared to traditional visual systems.

Benefits of Computing on the Edge

Rather than using cloud computing, Lee's system can process visual information in real time, nearly eliminating the time and resource costs of data transfer and external computation, while minimizing energy usage.




"The technological breakthrough of this work lies in the integration of flexible semiconductor materials, conformal devices that preserve the exact angles within the device, an in-sensor memory component, and unique post-processing algorithms," Bae said.

The key is that the sensor array continuously monitors changes in the scene, identifying which pixels have changed and encoding this information into smaller data sets for processing.

The approach mirrors how insects perceive the world through visual cues, differentiating pixels between scenes to understand motion and spatial data. For example, like other insects -- and humans, too -- the praying mantis can process visual data rapidly by using the phenomenon of motion parallax, in which nearer objects appear to move faster than distant objects. Only one eye is needed to achieve the effect, but motion parallax alone isn't sufficient for accurate depth perception.

Praying mantis eyes are special because, like us, they use stereopsis -- seeing with both eyes to perceive depth -- in addition to their hemispherical compound eye geometries and motion parallax to understand their surroundings.

"The seamless fusion of these advanced materials and algorithms enables real-time, efficient and accurate 3D spatiotemporal perception," said Lee, a prolific early-career researcher in thin-film semiconductors and smart sensors.

"Our team's work represents a significant scientific insight that could inspire other engineers and scientists by demonstrating a clever, biomimetic solution to complex visual processing challenges," he said.

This work was supported by National Science Foundation and U.S. Air Force Office of Scientific Research.
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Foam fluidics showcase lab's creative approach to circuit design | ScienceDaily
When picturing next-generation wearables and robotics, the foam filling in your couch cushions is likely not the first thing that comes to mind.


						
However, Rice University engineers have shown that something as simple as the flow of air through the airy, meshlike structure of open-cell foam can be used to perform digital computation, analog sensing and combined digital-analog control in soft textile-based wearable systems.

"In this work, we integrated material intelligence -- the ability of materials to sense and respond to their environment -- with circuit-driven logic using a surprisingly simple approach based on the flow of fluid through soft foams," said Daniel Preston, assistant professor of mechanical engineering and corresponding author on a study about the research published in Advanced Functional Materials.

Pneumatic logic circuits in soft-bodied robots and wearables have been traditionally designed in ways that mirror electronic circuits, i.e. by linking together individual components such as resistors, capacitors, diodes and gates via connecting elements. Such conventional architectures rely on interconnected logic gates -- basic building blocks in digital systems that turn one or more than one input into a single output.

In previous work, the Preston Innovation Laboratory developed a method for electronics-free control of textile wearables using pneumatic logic circuits. However, this initial approach did not rely on the properties intrinsic to soft materials in order to maximize circuit design efficiency.

"The more complex a task or operation, the greater the number of logic gates typically required," Preston explained.

In applications, this could translate into devices that are heavier, more expensive and difficult to make and more susceptible to failure. To bypass the issue, the researchers figured out how to use pressure differences created by air flowing through the microscopic pores in foam sheets in order to perform complex pneumatic computations and control tasks with a greater economy of circuit design.




"Here, we show that the properties of soft materials themselves -- such as the sponginess or porosity of foam sheets -- can be leveraged to achieve fluidic control tasks such as sensing the amount of force applied by a user or converting digital pressure signals to analog signals, thereby reducing the reliance on fluidic logic gates and simplifying operation," said Anoop Rajappan, lead author on the study and a research scientist at Rice during the course of the project.

Unlike liquids, the density of air changes with pressure, which makes the modeling of airflow through foam sheets more complex. Nonetheless, the researchers tackled the challenge head-on.

"We developed a theoretical framework for analyzing gas flow through porous materials, created new experimental techniques to measure the fluidic properties of foam and finally generated a model for the change in fluidic resistance of foam with applied force," Rajappan said.

The researchers designed foam-based fluidic resistors -- devices that restrict airflow in pneumatic circuits, much like how electronic resistors limit current flow in electronic circuits. The resistors can be used to create two-dimensional pneumatic logic circuits that can be embedded in textile-based wearable devices.

"By redesigning circuit components such as resistors to leverage the fluidic properties of soft materials such as foam, we can build reliable and streamlined soft robots and wearable devices powered by pneumatics that are less dependent on heavy, bulky or rigid components such as motors and batteries," Rajappan said. "Wearable robotic devices could, for instance, provide assistance to users with mobility limitations, and building wearables out of textiles and powering them using compressed air can make them comfortable, lightweight, low-cost and unobtrusive for the user."

In addition to Preston and Rajappan, other authors on the study include Zhen Liu, Faye Yap and Rawand Rasheed. Rajappan, Liu and Yap have accepted offers to tenure-track assistant professor positions at Tulane University, the University of Texas at Dallas and the University of Hawaii, respectively. Rasheed is CEO of Helix Earth Technologies, a startup spun out of Preston's lab.

"Our work at Rice is making real contributions across multiple fields, and I am glad so many of our students continue to do so, in academia, industry and even their own companies, after training in our program," Preston said.

The research was supported by the Rice Academy of Fellows, the U.S. Department of Energy (DE-SC0014664), the Shared Equipment Authority at Rice and the National Science Foundation (CMMI-2144809).
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Dark matter flies ahead of normal matter in mega galaxy cluster collision | ScienceDaily
Astronomers have untangled a messy collision between two massive clusters of galaxies in which the clusters' vast clouds of dark matter have decoupled from the so-called normal matter. The two clusters each contain thousands of galaxies and are located billions of light-years away from Earth. As they plowed through each other, the dark matter -- an invisible substance that feels the force of gravity but emits no light -- sped ahead of the normal matter. The new observations are the first to directly probe the decoupling of the dark and normal matter velocities.


						
Galaxy clusters are among the largest structures in the universe, glued together by the force of gravity. Only 15 percent of the mass in such clusters is normal matter, the same matter that makes up planets, people, and everything you see around you. Of this normal matter, the vast majority is hot gas, while the rest is stars and planets. The remaining 85 percent of the cluster mass is dark matter.

During the tussle that took place between the clusters, known collectivity as MACS J0018.5+1626, the individual galaxies themselves largely went unscathed because so much space exists between them. But when the enormous stores of gas between the galaxies (the normal matter) collided, the gas became turbulent and superheated. While all matter, including both normal matter and dark matter, interacts via gravity, the normal matter also interacts via electromagnetism, which slows it down during a collision. So, while the normal matter became bogged down, the pools of dark matter within each cluster sailed on through.

Think of a massive collision between multiple dump trucks carrying sand, suggests Emily Silich, lead author of a new study describing the findings in The Astrophysical Journal. "The dark matter is like the sand and flies ahead." Silich is a graduate student working with Jack Sayers, research professor of physics at Caltech and principal investigator of the study.

The discovery was made using data from the Caltech Submillimeter Observatory (which was recently removed from its site on Maunakea in Hawai'i and will be relocated to Chile), the W.M. Keck Observatory on Maunakea, NASA's Chandra X-ray Observatory, NASA's Hubble Space Telescope, the European Space Agency's now-retired Herschel Space Observatory and Planck observatory (whose affiliated NASA science centers were based at Caltech's IPAC), and the Atacama Submillimeter Telescope Experiment in Chile. Some of the observations were made decades ago, while the full analysis using all the datasets took place over the past couple of years.

Such decoupling of dark and normal matter has been seen before, most famously in the Bullet Cluster. In that collision, the hot gas can be seen clearly lagging behind the dark matter after the two galaxy clusters shot through each other. The situation that took place in MACS J0018.5+1626 (referred to subsequently as MACS J0018.5) is similar, but the orientation of the merger is rotated, roughly 90 degrees relative to that of the Bullet Cluster. In other words, one of the massive clusters in MACS J0018.5 is flying nearly straight toward Earth while the other one is rushing away. That orientation gave researchers a unique vantagepoint from which to, for the first time, map out the velocity of both the dark matter and normal matter and elucidate how they decouple from each other during a galaxy cluster collision.

"With the Bullet Cluster, it's like we are sitting in a grandstand watching a car race and are able to capture beautiful snapshots of the cars moving from left to right on the straightaway," says Sayers. "In our case, it's more like we are on the straightaway with a radar gun, standing in front of a car as it comes at us and are able to obtain its speed."

To measure the speed of the normal matter, or gas, in the cluster, researchers used an observational method known as the kinetic Sunyaev-Zel'dovich (SZ) effect. Sayers and his colleagues made the first observational detection of the kinetic SZ effect on an individual cosmic object, a galaxy cluster named MACS J0717, back in 2013, using data from CSO (the first SZ effect observations taken of MACS J0018.5 date back to 2006).




The kinetic SZ effect occurs when photons from the early universe, the cosmic microwave background (CMB), scatter off electrons in hot gas on their way toward us on Earth. The photons undergo a shift, called a Doppler shift, due to the motions of the electrons in the gas clouds along our line of sight. By measuring the change in brightness of the CMB due to this shift, researchers can determine the speed of gas clouds within galaxy clusters.

"The Sunyaev-Zeldovich effects were still a very new observational tool when Jack and I first turned a new camera at the CSO on galaxy clusters in 2006, and we had no idea there would be discoveries like this," says Sunil Golwala, professor of physics and Silich's faculty PhD advisor. "We look forward to a slew of new surprises when we put next-generation instruments on the telescope at its new home in Chile."

By 2019, the researchers had made these kinetic SZ measurements in several galaxy clusters, which told them the speed of the gas, or normal matter. They had also used Keck to learn the speed of the galaxies in the cluster, which told them by proxy the speed of the dark matter (because the dark matter and galaxies behave similarly during the collision). But at this stage in the research, the team had a limited understanding of the orientations of the clusters. They only knew that one of them, MACS J0018.5, showed signs of something strange going on -- the hot gas, or normal matter, was traveling in the opposite direction to the dark matter.

"We had this complete oddball with velocities in opposite directions, and at first we thought it could be a problem with our data. Even our colleagues who simulate galaxy clusters didn't know what was going on," Sayers says. "And then Emily got involved and untangled everything."

For part of her PhD thesis, Silich tackled the conundrum of MACS J0018.5. She turned to data from the Chandra X-ray Observatory to reveal the temperature and location of the gas in the clusters as well as the degree to which the gas was being shocked. "These cluster collisions are the most energetic phenomena since the Big Bang," Silich says. "Chandra measures the extreme temperatures of the gas and tells us about the age of the merger and how recently the clusters collided." The team also worked with Adi Zitrin of the Ben-Gurion University of the Negev in Israel to use Hubble data to map the dark matter using a method known as gravitational lensing.

Additionally, John ZuHone of the Center for Astrophysics at Harvard & Smithsonian helped the team simulate the cluster smashup. These simulations were used in combination with data from the various telescopes to ultimately determine the geometry and evolutionary stage of the cluster encounter. The scientists found that, prior to colliding, the clusters were moving toward each other at approximately 3000 kilometers/second, equal to roughly one percent of the speed of light. With a more complete picture of what was going on, the researchers were able to figure out why the dark matter and normal matter appeared to be traveling in opposite directions. Though the scientists say it's hard to visualize, the orientation of the collision, coupled with the fact that dark matter and normal matter had separated from each other, explains the oddball velocity measurements.




In the future, the researchers hope that more studies like this one will lead to new clues about the mysterious nature of dark matter. "This study is a starting point to more detailed studies into the nature of dark matter," Silich says. "We have a new type of direct probe that shows how dark matter behaves differently from normal matter."

Sayers, who recalls first collecting the CSO data on this object almost 20 years ago, says, "It took us a long time to put all the puzzle pieces together, but now we finally know what's going on. We hope this leads to a whole new way to study dark matter in clusters."

The study titled "ICM-SHOX. Paper I: Methodology overview and discovery of a gas-dark matter velocity decoupling in the MACS J0018.5+1626 merger," was funded by the National Science Foundation, the Wallace L. W. Sargent Graduate Fellowship at Caltech, the Chandra X-ray Center, the United States-Israel Binational Science Foundation, the Ministry of Science & Technology in Israel, the AtLAST (Atacama Large Aperture Submillimeter Telescope) project, and the Consejo Nacional de Humanidades Ciencias y Technologias.
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Hens blush when they are scared or excited, study finds | ScienceDaily
Hens fluff their head feathers and blush to express different emotions and levels of excitement, according to a study publishing July 24, 2024, in the open-access journal PLOS ONE by Cecile Arnould and colleagues from INRAE and CNRS, France.


						
Facial expressions are an important part of human communication that allow us to convey our emotions. Scientists have found similar signals of emotion in other mammals such as dogs, pigs and mice. Although birds can produce facial expressions by moving their head feathers and flushing their skin, it is unclear whether they express emotions in this way. To investigate, researchers filmed 18 female domestic chickens (Gallus gallus domesticus) from two breeds, as they performed routine behaviors on a French farm. They also filmed the birds while being captured and held by a human, and while being rewarded with an appealing food.

The researchers analyzed the position of their facial feathers and the color of the exposed skin on their faces in seven contexts that differed in their emotional valence and level of excitement. For example, birds preen their feathers when they are relaxed and content, whereas receiving a rewarding food generally causes excitement and happiness, and being captured is an exciting but fearful experience.

The results suggested that the position of the head feathers and the color of the skin varied between contexts. Fluffed head feathers were mainly associated with a state of contentment, whereas blushing indicated that the birds were positively excited or fearful. Hens tended to have redder skin in contexts associated with excitement, and in those that caused negative emotions. In situations that caused both excitement and a positive emotion, the birds displayed an intermediate skin redness, indicating a continuum of blushing that can convey subtle emotional changes.

The study was the first to investigate facial displays of emotion in chickens, and suggests that domestic hens use facial expressions to show their emotions, much like humans and other mammals do. These findings offer a window into the emotional experiences of domestic birds, which could be used to improve the welfare of farmed poultry, the authors say.

The authors add: "The skin blushing on the face of the domestic fowl is a window into their emotions. The intensity of the blushing varies within a few seconds depending on the emotional situations they experience."
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The ocean is becoming too loud for oysters, research finds | ScienceDaily
Baby oysters rely on natural acoustic cues to settle in specific environments, but new research from the University of Adelaide reveals that noise from human activity is interfering with this critical process.


						
"The ocean's natural sound is gradually hushing due to habitat loss, leading to a quieter natural environment increasingly drowned out by the crescendo of man-made noise pollution," explained lead author Dr Brittany Williams, from the University's Southern Seas Ecology Laboratories.

"Numerous marine larvae rely on natural sounds to navigate and select their dwellings, so this interference poses a problem for conservationists aiming to attract oysters to restored reefs using natural sounds.

"Noises from shipping, machinery and construction, for example, are pervasive and pose serious environmental change that affects both terrestrial and marine animals."

According to the research, published in Proceedings of the Royal Society B, marine organisms appear particularly vulnerable to the intensification of anthropogenic noise because they use sound for a range of activities, including to sense their surroundings, navigate, communicate, avoid predators, and find mates and food.

"Our previous work demonstrated that novel acoustic technology can bolster oyster recruitment in habitat restoration projects, but this new research indicates potential limitations of this speaker technology," said the University of Adelaide's Dr Dominic McAfee, who was part of the research team.

In environments where there is a lot of human noise pollution, the speakers did not increase larval recruitment.

"This suggests that noise pollution might cloak the intrinsic sounds of the ocean, potentially exerting profound ramifications on marine ecosystem vitality and resilience," said co-author Professor Sean Connell, from the University of Adelaide and the Environment Institute.

While acoustic enrichment may be less effective along noisy metropolitan coastlines and urbanised waterways, the researchers are still optimistic about the application of the technique in less trafficked areas.

"Where there is little anthropogenic noise, acoustic enrichment appears to enhance the process of recruitment which is key to restoration success," said Dr Williams.
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Komodo dragons have iron-coated teeth to rip apart their prey | ScienceDaily
Scientists have discovered that the serrated edges of Komodo dragons' teeth are tipped with iron.


						
Led by researchers from King's College London, the study gives new insight into how Komodo dragons keep their teeth razor-sharp and may provide clues to how dinosaurs like Tyrannosaurus rex killed and ate their prey.

Native to Indonesia, Komodo dragons are the largest living species of monitor lizard, averaging around 80kg. Deadly predators, Komodos have sharp, curved teeth similar to many carnivorous dinosaurs. They eat almost any kind of meat, from smaller reptiles and birds to deer, horses or water buffalo, pulling and tearing at their prey to rip flesh apart.

The researchers discovered that many reptiles have some iron in their teeth, but Komodo dragons have concentrated the iron along the cutting edges and tips of their teeth, staining them orange. Crocodiles and other monitor lizards, by comparison, have so little that the iron is often invisible.

To understand the chemical and structural make-up of Komodo dragon's teeth, scientists scoured museums for skulls and teeth of Komodo dragons and studied the teeth of Ganas, the 15-year-old Komodo dragon who had lived at ZSL conservation zoo, London Zoo.

Through advanced imaging and chemical analysis, the team was able to observe that the iron in Komodo dragons' enamel is concentrated into a thin coating on top of their tooth serrations and tips. This protective layer keeps the serrated edges of their teeth sharp and ready to be used at a moment's notice.

The research, published today in Nature Ecology & Evolution, leads to new questions and avenues for research into how extinct species such as dinosaurs lived and ate.




Dr Aaron LeBlanc, lecturer in Dental Biosciences at King's College London and the study's lead author said: "Komodo dragons have curved, serrated teeth to rip and tear their prey just like those of meat-eating dinosaurs. We want to use this similarity to learn more about how carnivorous dinosaurs might have ate and if they used iron in their teeth the same way as the Komodo dragon.

"Unfortunately, using the technology we have at the moment, we can't see whether fossilised dinosaur teeth had high levels of iron or not. We think that the chemical changes which take place during the fossilisation process obscure how much iron was present to start with.

"What we did find, though, was that larger meat-eating dinosaurs, like tyrannosaurs, did change the structure of the enamel itself on the cutting edges of their teeth. So, while Komodo dragons have altered the chemistry of their teeth, some dinosaurs altered the structure of their dental enamel to maintain a sharp cutting edge.

"With further analysis of the Komodo teeth we may be able to find other markers in the iron coating that aren't changed during fossilisation. With markers like that we would know with certainty whether dinosaurs also had iron-coated teeth and have a greater understanding of these ferocious predators."

Dr Benjamin Tapley, Curator of Reptiles and Amphibians at ZSL and co-author on the study said: "As the world's largest lizards, Komodo dragons are inarguably impressive animals. Having worked with them for 12 years at London Zoo, I continue to be fascinated by them and these findings further emphasise just how incredible they are.

"Komodo dragons are sadly endangered, so in addition to strengthening our understanding of how iconic dinosaurs might have lived, this discovery also helps us build a deeper understanding of these amazing reptiles as we work to protect them."
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Scientists assess how large dinosaurs could really get | ScienceDaily

The researchers assert that the huge sizes attained by many dinosaurs make them a source of endless fascination, raising the question as to how these animals evolved to be so big. There are perennial claims and counter-claims about which dinosaur species was the largest of its group or even the largest ever.

Most dinosaur species are known from only one or a handful of specimens, so it's extraordinarily unlikely that their size ranges will include the largest individuals that ever existed. The question remains: how big were the largest individuals, and are we likely to find them?

To address this question, Mallon and Hone used computer modelling to assess a population of T. rex. They factored in variables such as population size, growth rate, lifespan, the incompleteness of the fossil record, and more.

T. rex was chosen for the model because it is a familiar dinosaur for which many of these details are already well estimated. Body-size variance at adulthood, which is still poorly known in T. rex, was modelled with and without sex differences, and is based on examples of living alligators, chosen for their large size and close kinship with the dinosaurs.

The palaeontologists found that the largest known T. rex fossils probably fall in the 99th percentile, representing the top 1% of body size, but to find an animal in the top 99.99% (a one-in-ten-thousand individual) scientists would need to excavate fossils at the current rate for another 1,000 years.

The computer models suggest that the largest individual that could have existed (one in 2.5 billion animals) may have been 70% more massive than the current largest-known T. rex specimens (an estimated 15 tonnes vs 8.8 tonnes) and 25% longer (15 metres vs 12 metres).




The values are estimates based on the model, but patterns of discovery of giants of modern species tell us there must have been larger dinosaurs out there that have not yet been found. "Some isolated bones and pieces certainly hint at still larger individuals than for which we currently have skeletons," says Hone.

This study adds to the debates about the largest fossil animals. Many of the largest dinosaurs in various groups are known from a single good specimen, so it's impossible to know if that one animal was a big or small example of the species. An apparently large species might be based on a single giant individual, and a small species based on a particularly tiny individual -- neither of which reflect the average size of their respective species.

The chances that palaeontologists will find the largest ever individuals for a given species are incredibly small. So, despite the giant skeletons that can be seen in museums around the world, the very largest individuals of these species were likely even larger than those on display.

Dr. Jordan Mallon, from the Canadian Museum of Nature, said: "Our study suggests that, for big fossil animals like T. rex, we really have no idea from the fossil record about the absolute sizes they might have reached. It's fun to think about a 15 tonne T. rex, but the implications are also interesting from a biomechanical or ecological perspective."
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Whale shark tracked for record-breaking four years | ScienceDaily
A team of researchers at the University of Rhode Island and Nova Southeastern University in Florida have been tracking a 26-foot endangered whale shark -- named "Rio Lady" -- with a satellite transmitter for more than four years -- a record for whale sharks and one of the longest tracking endeavors for any species of shark.


						
Whale sharks, which live from 80 to 130 years, are the world's largest fish and third largest creature in the ocean -- behind blue and fin whales. The size of a small school bus, they inhabit tropical oceans and swim slowly near the surface, with their mouths wide open, scooping up whatever's in their path -- small fish, fish eggs, and plankton. Annually, they need to travel about 5,000 miles to find enough food to survive. Whale shark populations worldwide have declined, primarily as a result of interactions with humans, to the point where they are now listed on the International Union for Conservation of Nature Red List as Globally Endangered.

Researchers at URI and Nova Southeastern tracked Rio Lady for about 27,000 miles over nearly 1,700 days between 2018 and 2023. Her journey took her through the Gulf of Mexico, the Caribbean and out into the Atlantic Ocean south of Bermuda. A study conducted by the researchers was published in the journal Marine and Freshwater Research, describing movement, migration and habitat use of Rio Lady.

"This was an amazing length of time to be able to track the movements of a wild animal," said lead author Daniel Daye, who graduated from URI in May 2023 with a master's degree in biological and environmental sciences. "Four years of data about the movements of even a single individual has allowed us to investigate whale sharks to an unprecedented degree and investigate questions that can't be answered with shorter tracks."

Rio Lady was tracked by satellite telemetry using a smart-position and temperature transmitter (SPOT) affixed to her dorsal fin. The tag provided location transmissions over four years of her life. Satellite telemetry has revolutionized the study of animal movement -- particularly with marine species -- allowing researchers to uncover long-term movement patterns and core areas for marine animals, the study says.

"As the biggest fish in the ocean, it is challenging to follow the movements of whale sharks over long periods of time," said Brad Wetherbee, assistant professor of biological sciences at URI and an expert on shark movement and migration, who consulted on the project. "But information on the movements of these endangered sharks is important for management of their populations."

A primary challenge in managing large marine species, such as the whale shark, said Daye, is that they are hard to follow. Whale sharks travel great distances and routinely dive deep, which makes studying the full extent of their habitat difficult.




"Since these sharks travel such great distances, it's important to identify when and where the sharks are located, along with what they are doing in each of these areas," said Daye. "This way management can take a more targeted approach so that effort isn't wasted on areas when sharks are using habitats elsewhere. While Rio Lady is only one shark, the extremely long lifespan of the SPOT tag has allowed us to start examining some of these questions in more detail regarding what sharks do on a year-to-year basis, rather than a single year."

Rio Lady was first tagged in 2007 with a pop-up satellite archival transmitter affixed to her near the Isla Mujeres, in waters off Cancun, Mexico, that are frequented by hundreds of whale sharks annually from July through August. She was tracked for 150 days before her transmitter popped off. She was re-tagged in August 2018 in the same area by Rafael de la Parra, executive director of Ch'ooj Ajauil AC, an ocean conservation organization in Mexico. De la Parra also collaborated on the study.

During the study, Rio Lady was detected by satellite over 1,687 days -- Aug. 30, 2018 to April 12, 2023. For a period of about 1,085 days -- Aug. 30, 2018 to Aug. 18, 2021 -- 1,354 locations were recorded at relatively frequent intervals. In that time, she traveled about 27,000 miles, covering about 25 miles a day.

Researchers found that Rio Lady occupied three distinct regions in the Gulf of Mexico and timing of when these areas were used was pretty consistent, Daye said. Between July and August, she consistently returned to the waters near Isla Mujeres. In the area known as the Afuera, hundreds of whale sharks aggregate for the largest gathering worldwide -- dining on an endless fish egg "buffet," said Daye.

After leaving the Afuera area, few detections were received during autumn and winter each year of the study. Rio Lady was believed to travel south into the Caribbean Sea, as far as Colombia for two of the years, before returning to the Gulf of Mexico early in the year. Researchers believe Rio Lady's seasonal migration may be typical for whale sharks that aggregate off the Isla Mujeres in the summer.

"This unprecedented track of Rio Lady sheds new light on long-term consistency of movements and illustrates the type of information that this technology can generate," said Mahmood Shivji, professor of biological sciences at Nova Southeastern University, who collaborated on the study.

Rio Lady's continued journey can be followed on the Guy Harvey Research Institute tracking website, click on project 21.
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Images of nearest 'super-Jupiter' open a new window to exoplanet research | ScienceDaily
Using the James Webb Space Telescope (JWST), an MPIA-led team of astronomers imaged a new exoplanet that orbits a star in the nearby triple system Epsilon Indi. The planet is a cold super-Jupiter exhibiting a temperature of around 0 degrees Celsius and a wide orbit comparable to that of Neptune around the Sun. This measurement was only possible thanks to JWST's unprecedented imaging capabilities in the thermal infrared. It exemplifies the potential of finding many more such planets similar to Jupiter in mass, temperature, and orbit. Studying them will improve our knowledge of how gas giants form and evolve in time.


						
"We were excited when we realised we had imaged this new planet," said Elisabeth Matthews, a researcher at the Max Planck Institute for Astronomy in Heidelberg, Germany. She is the main author of the underlying research article published in the journal Nature. "To our surprise, the bright spot that appeared in our MIRI images did not match the position we were expecting for the planet," Matthews points out. "Previous studies had correctly identified a planet in this system but underestimated this super-Jupiter gas giant's mass and orbital separation." With the help of JWST, the team was able to set the record straight.

This detection is quite unusual in several aspects. It shows the first exoplanet imaged with JWST that had not already been imaged from the ground and is much colder than the gas planets JWST has studied so far. An 'image' means that the planet appears as a bright dot on the images and thus represents direct evidence. The transit and radial velocity methods are indirect evidence, as the planet only reveals itself through its mediated effect.

JWST observations update previous measurements

The planet revolves around the main component of the nearby triple star system Epsilon Indi, or Eps Ind for short. Astronomical labelling conventions assign the label Eps Ind A to that primary star, a red dwarf star a little smaller and cooler than the sun. To construct the planet's name, a "b" is appended, resulting in the designation Eps Ind Ab.

The new JWST data are consistent with a super-Jupiter having a mass six times that of Jupiter in the Solar System. Eps Ind Ab orbits its host star on an eccentric, elliptical orbit whose farthest separation from Eps Ind A should range between 20 and 40 astronomical units. One astronomical unit is the mean distance between Earth and the Sun, approximately 150 million kilometres. The new values differ considerably from earlier studies, which is why the team chose to call this a "new" planet.

Cool planets, hot science

Only a few cold gas-giant planets orbiting solar-age stars are known to date, and these have all been inferred indirectly from radial velocity measurements. By imaging and taking spectra of the planets, astronomers can study their atmospheres and trace the evolution of planetary systems compared to computational models. Studying planets in fully settled planetary systems helps tie up loose ends concerning the late stages of planetary evolution and refine our general understanding of planet formation and evolution.




The recent observations lead the way to finding many more of these cold gas-giant planets. These will allow astronomers to study a new class of exoplanets and compare them to the solar system gas giants.

How to detect cold gas planets

However, these planets are hard to find using the classical detection methods. Planets far from their host stars are typically very cold, unlike the hot Jupiters that circle their stars at separations of only a few stellar radii. Wide orbits are highly unlikely to be aligned along the line of sight to produce a transit signal. In addition, measuring their signals with the radial-velocity method is challenging when only a small section of the orbit can be monitored.

Earlier studies attempted to investigate a giant planet orbiting Eps Ind A using radial velocity measurements. However, extrapolating a small part of the orbit led to incorrect conclusions about the planet's properties. After all, Eps Ind Ab needs around 200 years to orbit its star. Observations over a few years are insufficient to determine the orbit with high precision.

Therefore, the team around Matthews devised a different approach. They wanted to take a picture of the known planet using a method commonly known as direct imaging. Since exoplanet host stars are so bright, they outshine any other nearby object. Regular cameras would be overwhelmed by the blinding starlight.

For this reason, the team employed JWST's MIRI (Mid-Infrared Instrument) camera equipped with a coronagraph. This light-blocking mask covers the star like an artificial eclipse. Another advantage is Eps Ind's proximity to Earth, which is only 12 light-years. The smaller the distance to the star, the larger the separation between two objects appears in an image, providing a better chance of mitigating the host star's interference. MIRI was the perfect choice because it observes in the thermal or mid-infrared, where cold objects shine brightly.




What do we know about Eps Ind Ab?

"We discovered a signal in our data that did not match the expected exoplanet," says Matthews. The point of light in the image was not in the predicted location. "But the planet still appeared to be a giant planet," adds Matthews. However, before being able to make such an assessment, the astronomers had to exclude the signal was coming from a background source unrelated to Eps Ind A.

"It is always hard to be certain, but from the data, it seemed quite unlikely the signal was coming from an extragalactic background source," explains Leindert Boogaard, another MPIA scientist and a co-author of the research article. Indeed, while browsing astronomical databases for other observations of Eps Ind, the team came across imaging data from 2019 obtained with the VISIR infrared camera attached to the European Southern Observatory's (ESO) Very Large Telescope (VLT). After re-analysing the images, the team found a faint object precisely at the position where it should be if the source imaged with JWST belonged to the star Eps Ind A.

The scientists also attempted to understand the exoplanet atmosphere based on the available images of the planet in three colours: two from JWST/MIRI and one from VLT/VISIR. Eps Ind Ab is fainter than expected at short wavelengths. This could indicate substantial amounts of heavy elements, particularly carbon, which builds molecules such as methane, carbon dioxide, and carbon monoxide, commonly found in gas-giant planets. Alternatively, it might indicate that the planet has a cloudy atmosphere. However, more work is needed to reach a final conclusion.

Plans and prospects

This work is only a first step towards characterising Eps Ind Ab. "Our next goal is to obtain spectra which provide us a detailed fingerprint of the planet's climatology and chemical composition," says Thomas Henning, Emeritus Director at MPIA, co-PI of the MIRI instrument, and a co-author of the underlying article.

"In the long run, we hope to also observe other nearby planetary systems to hunt for cold gas giants that may have escaped detection," says Matthews. "Such a survey would serve as the basis for a better understanding of how gas planets form and evolve."
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A new way to make element 116 opens the door to heavier atoms | ScienceDaily
Scientists at the Department of Energy's Lawrence Berkeley National Laboratory (Berkeley Lab) are credited in the discovery of 16 of the 118 known elements. Now they've completed the crucial first step to potentially create yet another: element 120.


						
Today, an international team of researchers led by Berkeley Lab's Heavy Element Group announced that they have made known superheavy element 116 using a titanium beam, a breakthrough that is a key stepping stone towards making element 120. The result was presented today at the Nuclear Structure 2024 conference; the science paper will be posted on the online repository arXiv and has been submitted to the journal Physical Review Letters.

"This reaction had never been demonstrated before, and it was essential to prove it was possible before embarking on our attempt to make 120," said Jacklyn Gates, a nuclear scientist at Berkeley Lab leading the effort. "Creation of a new element is an extremely rare feat. It's exciting to be a part of the process and to have a promising path forward."

The team made two atoms of element 116, livermorium, during 22 days of operations at the lab's heavy-ion accelerator, the 88-Inch Cyclotron. Making an atom of element 120 would be even rarer, but judging by the rate at which they produced 116, it is a reaction scientists can reasonably search for over the course of several years.

"We needed for nature to be kind, and nature was kind," said Reiner Kruecken, director of Berkeley Lab's Nuclear Science Division. "We think it will take about 10 times longer to make 120 than 116. It's not easy, but it seems feasible now."

If discovered, element 120 would be the heaviest atom created and would sit on the eighth row of the periodic table. It falls on the shores of the "island of stability," a theorized group of superheavy elements with unique properties. While the superheavy elements discovered so far break apart almost instantaneously, the right combination of protons and neutrons could create a more stable nucleus that survives for longer -- giving researchers a better chance to study it. Exploring elements at the extremes can provide insights into how atoms behave, test models of nuclear physics, and map out the limits of atomic nuclei.

Making superheavy elements

The recipe for making superheavy elements is simple in theory. You smash together two lighter elements that, combined, have the number of protons you want in your final atom. It's basic math: 1+2=3.




In practice, of course, it's incredibly difficult. It can take trillions of interactions before two atoms fuse successfully, and there are limitations on what elements can reasonably be turned into a particle beam or target.

Researchers select specific isotopes, variants of elements that have the same number of protons but a different number of neutrons, for their beam and target. The heaviest practical target is an isotope called californium-249, which has 98 protons. (A heavier target, such as one made of fermium with 100 protons, would decay too quickly). That means to attempt to make element 120, researchers cannot use their go-to beam of calcium-48 with its 20 protons. Instead, they need a beam of atoms with 22 protons: titanium, something that has not been commonly used in making superheavy elements.

Experts at the 88-Inch Cyclotron set out to verify that they could make a sufficiently intense beam of the isotope titanium-50 over a period of weeks and use it to make element 116, the heaviest element ever made at Berkeley Lab.

Until now, elements 114 to 118 had only ever been made with a calcium-48 beam, which has a special or "magic" configuration of neutrons and protons that helps it fuse with the target nuclei to produce superheavy elements. It had been an open question in the field whether it would even be possible to create superheavy elements near the island-of-stability using a "non-magic" beam such as titanium-50.

"It was an important first step to try to make something a little bit easier than a new element to see how going from a calcium beam to a titanium beam changes the rate at which we produce these elements," said Jennifer Pore, a scientist in Berkeley Lab's Heavy Element Group. "When we're trying to make these incredibly rare elements, we are standing at the absolute edge of human knowledge and understanding, and there is no guarantee that physics will work the way we expect. Creating element 116 with titanium validates that this method of production works and we can now plan our hunt for element 120."

The plan to make superheavy elements using Berkeley Lab's unique facilities is included in the Nuclear Science Advisory Committee's 2023 Long-Range Plan for Nuclear Science.




Feats of engineering

Creating a sufficiently intense beam of titanium isotopes is no easy task. The process starts with a special hunk of titanium-50, a rare isotope of titanium that makes up about 5% of all the titanium in the ground. That piece of metal goes into an oven roughly the size of the final segment of your pinky finger. The oven heats the metal until it starts to vaporize, like the gas coming off of dry ice, at close to 3000 degrees Fahrenheit.

All this takes place in an ion source called VENUS, a complex superconducting magnet that acts like a bottle confining a plasma. Free electrons spiral through the plasma, gaining energy as they are bombarded by microwaves and knocking off 12 of titanium's 22 electrons. Once charged, the titanium can be maneuvered by magnets and accelerated in the 88-Inch Cyclotron.

"We knew these high-current titanium beams would be tricky because titanium is reactive with many gasses, and that affects ion source and beam stability," said Damon Todd, an accelerator physicist at Berkeley Lab and part of the ion source team. "Our new inductive oven can hold a fixed temperature for days, keeping titanium output constant and aiming it right at VENUS' plasma to avoid stability issues. We are extremely pleased with our beam production."

Every second, about 6 trillion titanium ions hit the target (plutonium to make 116, californium to make 120), which is thinner than a piece of paper and rotates to disperse the heat. Accelerator operators tune the beam to have just the right amount of energy. Too little, and the isotopes won't fuse into a heavy element. Too much, and the titanium will blast the nuclei in the target apart.

When the rare superheavy element does form, it is separated from the rest of the particle debris by magnets in the Berkeley Gas-filled Separator (BGS). The BGS passes it to a sensitive silicon detector known as SHREC: the Super Heavy RECoil detector. SHREC can capture energy, location, and time, information that allows researchers to identify the heavy element as it decays into lighter particles.

"We're very confident that we're seeing element 116 and its daughter particles," Gates said. "There's about a 1 in 1 trillion chance that it's a statistical fluke."

Plans for 120

There's still work to be done before researchers attempt to make element 120. Experts at the 88-Inch Cyclotron continue work to prepare the machine for a target made of californium-249, and partners at Oak Ridge National Laboratory will need to craft about 45 milligrams of californium into the target.

"We've shown that we have a facility capable of doing this project, and that the physics seems to make it feasible," Kruecken said. "Once we get our target, shielding, and engineering controls in place, we will be ready to take on this challenging experiment."

The timing is yet to be determined, but researchers could potentially begin the attempt in 2025. Once started, it could take several years to see just a few atoms of element 120, if it appears at all.

"We want to figure out the limits of the atom, and the limits of the periodic table," Gates said. "The superheavy elements we know so far don't live long enough to be useful for practical purposes, but we don't know what the future holds. Maybe it's a better understanding of how the nucleus works, or maybe it's something more."

The collaboration for this work includes researchers from Berkeley Lab, Lund University, Argonne National Laboratory, Lawrence Livermore National Laboratory, San Jose State University, University of Strasbourg, University of Liverpool, Oregon State University, Texas A&M University, UC Berkeley, Oak Ridge National Laboratory, University of Manchester, ETH Zurich, and the Paul Scherrer Institute.
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Taco-shaped arthropod fossils gives new insights into the history of the first mandibulates | ScienceDaily
A new study, led by palaeontologists at the Royal Ontario Museum (ROM) is helping resolve the evolution and ecology of Odaraia, a taco-shaped marine animal that lived during the Cambrian period. Fossils collected by ROM reveal Odaraia had mandibles. Palaeontologists are finally able to place it as belonging to the mandibulates, ending its long enigmatic classification among the arthropods since it was first discovered in the Burgess Shale over 100 years ago and revealing more about early evolution and diversification. The study The Cambrian Odaraia alata and the colonization of nektonic suspension-feeding niches by early mandibulates was published in the journal Proceedings B.


						
The study authors were able to identify a pair of large appendages with grasping jagged edges near its mouth, clearly indicative of mandibles which are one of the key and distinctive features of the mandibulate group of animals. This suggests that Odaraia was one of the earliest known members of this group. The researchers made another stunning discovery, a detailed analysis of its more than 30 pairs of legs, found an intricate system of small and large spines. According to the authors, these spines could intertwine, capturing smaller prey as though a fishing net, suggesting how some of these first mandibulates left the sea floor and explored the water column, setting the seeds for their future ecological success.

"The head shield of Odaraia envelops practically half of its body including its legs, almost as if it were encased in a tube. Previous researchers had suggested this shape would have allowed Odaraia to gather its prey, but the capturing mechanism had eluded us, until now," says Alejandro Izquierdo-Lopez, lead author, who was based at ROM during this work as a PhD student at the University of Toronto. "Odaraia had been beautifully described in the 1980s, but given the limited number of fossils at that time and its bizarre shape, two important questions had remained unanswered: is it really a mandibulate? And what was it feeding on?"

At almost 20 cm in size, the authors explain that early mandibulates like Odaraia were part of a community of large animals that could have been able to migrate from the marine bottom-dwelling ecosystems characteristic of the Cambrian period to the upper layers of the water column. These types of communities could have enriched the water column and facilitated a transition towards more complex ecosystems.

Cambrian fossils record the major divergence of animal groups originating over 500 million years ago. This period saw the evolution of innumerable innovations, such as eyes, legs or shells, and the first diversification of many animal groups, including the mandibulates, one of the major groups of arthropods (animals with jointed limbs).

Mandibulates are an example of evolutionary success, representing over half of all current species on Earth. Today, mandibulates are everywhere: from sea-dwelling crabs to centipedes lurking in the undergrowth or bees flying across meadows, but their beginnings were more humble. During the Cambrian period, the first mandibulates were marine animals, most bearing distinct head shields or carapaces.

"The Burgess Shale has been a treasure trove of paleontological information," says Jean-Bernard Caron, Richard Ivey Curator at the Royal Ontario Museum, and co-author of the study. "Thanks to the work we have been doing at the ROM on amazing fossil animals such as Tokummia and Waptia, we already know a substantial amount about the early evolution of mandibulates. However, some other species had remained quite enigmatic, like Odaraia."

The Royal Ontario Museum holds the largest collections of Cambrian fossils from the world-renowned Burgess Shale of British Columbia. Burgess Shale fossils are exceptional, as they preserve structures, animals and ecosystems that under normal conditions would have decayed and completely disappeared from the fossil record. Mandibulates, though, are generally rare in the fossil record. Most fossils preserve only the hard parts of animals, such as skeletons or the mineralized cuticles of the well-known trilobites, structures that mandibulates lack.

For over forty years Odaraia has been one of the most iconic animals of the Burgess Shale, with its distinctive taco-shaped carapace, its large head and eyes, and a tail that resembles a submarine's keel. The public can view specimens of Odaraia on display at the Willner Madge Gallery, Dawn of Life at the Royal Ontario Museum.
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Butterflies accumulate enough static electricity to attract pollen without contact | ScienceDaily
Butterflies and moths collect so much static electricity whilst in flight, that pollen grains from flowers can be pulled by static electricity across air gaps of several millimetres or centimetres.


						
The finding, published today in the Journal of the Royal Society Interface, suggests that this likely increases their efficiency and effectiveness as pollinators.

The University of Bristol team also observed that the amount of static electricity carried by butterflies and moths varies between different species, and that these variations correlate with differences in their ecology, such as whether they visit flowers, are from a tropical environment, or fly during the day or night. This is the first evidence to suggest that the amount of static electricity an animal accumulates is a trait that can be adaptive, and thus evolution can act upon it by natural selection.

Lead author Dr Sam England from Bristol's School of Biological Sciences, explained: "We already knew that many species of animal accumulate static electricity as they fly, most likely through friction with the air. There had also been suggestions that this static electricity might improve the ability of flower-visiting animals, like bees and hummingbirds, to pollinate, by attracting pollen using electrostatic attraction.

"However, it wasn't known whether this idea applied to the wider array of equally important pollinators, such as butterflies and moths. So, we set out to test this idea, and see if butterflies and moths also accumulate charge, and if so, whether this charge is enough to attract pollen from flowers onto their bodies."

Their study involved 269 butterflies and moths across 11 different species, native to five different continents and inhabiting multiple different ecological niches. They were then then able to compare between them and see if these ecological factors correlated with their charge, establishing if static charging is a trait that evolution can act upon.

Dr England added: "A clearer picture is developing of how the influence of static electricity in pollination may be very powerful and widespread.




"By establishing electrostatic charging as a trait upon which evolution can act, it opens up a great deal of questions about how and why natural selection might lead to animals benefiting or suffering from the amount of static electricity that they accumulate."

In terms of practical applications, this study opens the door to the possibility for technologies to artificially increase the electrostatic charges or pollinators or pollen, in order to improve pollination rates in natural and agricultural settings.

Dr England concluded: "We've discovered that butterflies and moths accumulate so much static electricity when flying, that pollen is literally pulled through the air towards them as they approach a flower.

"This means that they don't even need to touch flowers in order to pollinate them, making them very good at their jobs as pollinators, and highlighting just how important they might be to the functioning of our flowery ecosystems.

"For me personally, I would love to do a wider survey of as many different species of animal as possible, see how much static electricity they accumulate, and then look for any correlations with their ecology and lifestyle. Then we can really begin to understand how evolution and static electricity interact!"
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Study uses Game of Thrones to advance understanding of face blindness | ScienceDaily
Psychologists have used the hit TV series Game of Thrones to understand how the brain enables us to recognise faces.


						
Their findings provide new insights into prosopagnosia or face blindness, a condition that impairs facial recognition and affects approximately 1 in 50 people.

The researchers scanned the brains of over 70 study participants as they watched footage from the popular TV series. Half of the participants were familiar with the show's famously complex lead characters and the other half had never seen the series.

When lead characters appeared on screen, MRI scans showed that in neurotypical participants who were familiar with the characters, brain activity increased in regions of the brain associated with non visual knowledge about the characters, such as who they are and what we know about them. Interestingly, connections between the visual brain and these non-visual regions were also increased in people who were familiar with Game of Thrones. However, these waves of activity were significantly reduced in the group of neurotypical participants who had never watched the series.

To determine whether these regions are important for face recognition, the researchers then repeated the study in people with prosopagnosia. As with the previous group, half had watched Game of Thrones and half had never seen the series. Consistent with their difficulty in recognising faces, the effect of familiarity was not found in the same regions of the brain found in neurotypical participants. The connections between the visual and non-visual regions were also reduced in face blindness.

Senior author of the study, Professor Tim Andrews from the Department of Psychology, said: "We were really excited to see the results of our study as they suggest that our ability to recognise faces relies on what we know about people, not just what they look like."

"While it was believed that we recognise faces by learning their visual properties -- such as features, configuration, and texture -- our study indicates that it involves connecting a face with knowledge about the person, including their character traits, body language, our personal experiences with them, and our feelings towards them.




"Facial recognition is essential for daily life and social interactions. When people struggle with this, it can significantly impact their lives and relationships, often leading to mental health issues and social anxiety.

"Our research enhances the understanding of how prosopagnosia appears to be linked to reduced neural connections, making it challenging to associate faces with personal knowledge, which is crucial for recognition."

The researchers chose to show participants footage from Game of Thrones because of its international appeal and the multitude of well-developed lead characters.

Lead author of the study and PhD student in the Department of Psychology, Kira Noad, said: "We chose to show participants footage from Game of Thrones because the series captivated people around the world with its strong characters and their deeply nuanced personalities.

"Many previous studies on the mechanisms in the brain behind facial recognition have been done in laboratory settings with 2D static images of faces. We aimed to create a study format that was more like real life, using video to show complex scenes with multiple people.

"We now need to carry out further studies to explore in more detail how activity across different regions of the brain allows us to recognise faces as well as what factors can disrupt this process."

'Familiarity enhances functional connectivity between visual and non-visual regions of the brain during natural viewing' is published in the journal Cerebral Cortex.
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Expiring medications could pose challenge on long space missions | ScienceDaily
Medications used by astronauts on the International Space Station might not be good enough for a three-year journey to Mars.


						
A new study led by Duke Health shows that over half of the medicines stocked in space -- staples such as pain relievers, antibiotics, allergy medicines, and sleep aids -- would expire before astronauts could return to Earth.

Astronauts could end up relying on ineffective or even harmful drugs, according to the study appearing July 23 in npj Microgravity, a Nature journal.

"It doesn't necessarily mean the medicines won't work, but in the same way you shouldn't take expired medications you have lying around at home, space exploration agencies will need to plan on expired medications being less effective," said senior study author Daniel Buckland, M.D., Ph.D., an assistant professor of emergency medicine at Duke University School of Medicine and an aerospace medicine researcher.

Expired medications can lose their strength by a little -- or a lot. The actual stability and potency of medications in space compared to Earth remain largely unknown. The harsh space environment, including radiation, could reduce the effectiveness of medications.

Buckland and co-author Thomas E. Diaz, a pharmacy resident at The Johns Hopkins Hospital, noted that expired medications could pose a challenge as space agencies plan for long-duration missions to Mars and beyond.

Diaz used a Freedom of Information Act Request to obtain information about the space station formulary, assuming NASA would use similar medications for a Mars mission.




Using a database of international drug expiration dates, the researchers determined that 54 of the 91 medications had a shelf-life of 36 months or less.

Using the most optimistic estimates, about 60% of these medications would expire before a Mars mission concludes. Under more conservative assumptions, the figure jumps to 98%.

The study did not assume accelerated degradation but focused on the inability to resupply a Mars mission with newer medicines. This lack of resupply affects not only medications but also other critical supplies, such as food.

Increasing the number of medications brought on board could also help compensate for lowered efficacy of expired meds, authors said.

"Those responsible for the health of space flight crews will have to find ways to extend the expiration of medications to complete a Mars mission duration of three years, select medications with longer shelf-lives, or accept the elevated risk associated with administering expired medication," Diaz said.

"Prior experience and research show astronauts do get ill on the International Space Station, but there is real-time communication with the ground and a well-stocked pharmacy that is regularly resupplied, which prevents small injuries or minor illnesses from turning into issues that affect the mission," Buckland said.

Additional authors include Emma Ives and Diana I. Lazare. The study received no external funding.
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Fruit fly post-mating behavior controlled by male-derived peptide via command neurons, study finds | ScienceDaily
Scientists have succeeded in pinpointing the neurons within a female fruit fly's brain that respond to signals from the male during mating.


						
Male fruit flies transfer a substance called a sex-peptide during mating in the seminal fluid together with sperm. This sex pheromone influences the female fly's behaviour so she will start to lay eggs and be less inclined to mate further.

This is a common phenomenon in insects but until now, it was not known where in the nervous system the neurons are located that direct these so called 'post-mating behaviours'.

Researchers at the University of Birmingham have now found a way to identify which specific groups of neurons in the fly's brain were responding to the sex-peptide. To reach this scientific break-through, they attached the sex peptide pheromone, that normally circulates in the insects' blood, to the outside of neurons.

Now, if this cell-membrane-tethered sex-peptide is expressed in neurons that also express the receptor for the sex-peptide, it will induce post-mating behaviors. In this way, they were able to find where in the brain the neurons are that sense the sex-peptide. Their results are published today in eLife.

To understand how the brain responds to the sex-peptide, the team explored the genetic framework of key genes involved in sex determination. These genes direct differentiation into male or female.

Unlike many other genes, sex determination genes are very complex. The research team, led by Dr Matthias Soller, reasoned that the regulatory regions of these genes could be broken down to express in much fewer neurons.




In addition, the team found an additional genetic trick that allowed them to intersect two or even three expression patterns. Using this trick, they were able to direct expression of membrane-tethered sex-peptide to only a few neurons. Using this information, the team were able to map several distinct areas within the females' brain that triggered behavioural changes in the presence of the male sex-peptide.

Interestingly, the researchers found the neurons targeted by the sex-peptide belonged to a higher order group called 'command neurons', which are essential for behavioural decision making. This contrasts with previous theories that the peptides influenced sensory neurons, which operate at a lower, reflexive level.

They also found that the peptide influenced more than one set of command neurons. The team identified at least five different sets of neurons implicated in the process, making it likely that the male sex-peptide interferes with female action selection at several different levels.

Lead author, Dr Mohanakarthik Nallasivan, from the University of Birmingham's School of Biosciences, said: "This work will help us to understand how behaviour is coded in the brain, and how sensory information is translated into action signals. Reproductive behaviours are hardwired in the brain, rather than learned behaviours, so if we can understand this behavioural pathway, we may be able to influence it, for example restricting the ability of mosquitoes to find hosts."

Lead-author Dr Matthias Soller, from the University of Birmingham, added: "The Drosophila brain is the first where all neurons have been catalogued and synaptic connections have been mapped. We now have the resources available to unravel the neural basis of these behaviours. Like sequencing of the first genomes, Drosophila paved the way for getting the human genome sequenced, and here we have the same: research in Drosophila is instructing how we can get the architecture of the human brain.

"This pioneering work has implications for increasing our understanding of how our own brains work, particularly those behaviours that are 'hard wired', or built into our neural circuitry."

But although the pathways through which the male sex peptide manipulates female behaviour are now clearer, the female fruit fly still can override these behavioural instructions. For example, if she is not physically robust or if the environmental conditions are not right for egg laying, she will modify her behaviour accordingly.

This research will serve as a prime paradigm, helping researchers to solve some of the most fundamental questions regarding brain architecture and function including decision-making processes.
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Hunter-gatherers kept an 'orderly home' in the earliest known British dwelling | ScienceDaily
Archaeological evidence from the world-famous Mesolithic site of Star Carr in North Yorkshire has shown that hunter-gatherers likely kept an orderly home by creating 'zones' for particular domestic activities.


						
The research team from the University of York and the University of Newcastle, looked at microscopic evidence from the use of stone tools found inside three structures -- potentially cone-like in shape or domed -- dating to over 11,000 years ago at the Star Carr site.

They found that there was a range of activities that were likely to have taken place inside the 'home', including wood, bone, antler, plant, hide, meat and fish related work. The researchers then plotted out spatial patterns for these activities to pin-point where within the dwelling these activities might have occurred.

Dr Jess Bates, from the University of York's Department of Archaeology said: "We found that there were distinct areas for different types of activity, so the messy activity involving butchery, for example, was done in what appears to be a designated space, and separate to the 'cleaner' tasks such as crafting bone and wooden objects, tools or jewellery.

"This was surprising as hunter-gatherers are known for being very mobile, as they would have to travel out to find food, and yet they have a very organised approach to creating not just a house but a sense of home.

"This new work, on these very early forms of houses suggests, that these dwellings didn't just serve a practical purpose in the sense of having a shelter from the elements, but that certain social norms of a home were observed that are not massively dissimilar to how we organise our homes today."

Previous work has also shown that there is evidence that hunter-gatherers kept their dwellings clean, as well as orderly, with indications that sweeping of the inside of the structure took place.




Star Carr provides the earliest known evidence of British dwellings and some of the earliest forms of architecture. One of the structures found was believed to be shaped like a teepee and was constructed out of wood from felled trees, as well as coverings possibly made from plants, like reeds, or animal hides. There is still very little known about why hunter-gatherers would build such structures and continued to throughout the Mesolithic period.

Dr Bates said: "Not only do we now know that hunter-gatherers were constructing these dwellings, but they had a shared group understanding of how to organise tasks within them.

"In modern society we are very attached to our homes both physically and emotionally, but in the deep past communities were highly mobile so it is fascinating to see that despite this there is still this concept of keeping an orderly home space.

"This study shows that micro-scale analysis can be a really exciting way of getting at the details of these homes and what these spaces meant to those who lived there."

The research is published in the journal PLOS One.
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Astrophysicists uncover supermassive blackhole/dark matter connection in solving the 'final parsec problem' | ScienceDaily
Researchers have found a link between some of the largest and smallest objects in the cosmos: supermassive black holes and dark matter particles.


						
Their new calculations reveal that pairs of supermassive black holes (SMBHs) can merge into a single larger black hole because of previously overlooked behaviour of dark matter particles, proposing a solution to the longstanding "final parsec problem" in astronomy.

The research is described in Self-interacting dark matter solves the final parsec problem of supermassive black hole mergers published this month in the journal Physical Review Letters.

In 2023, astrophysicists announced the detection of a "hum" of gravitational waves permeating the universe. They hypothesized that this background signal emanated from millions of merging pairs of SMBHs each billions of times more massive than our Sun.

However, theoretical simulations showed that as pairs of these mammoth celestial objects spiral closer together, their approach stalls when they are roughly a parsec apart -- a distance of about three light years -- thereby preventing a merger.

Not only did this "final parsec problem" conflict with the theory that merging SMBHs were the source of the gravitational wave background, it was also at odds with the theory that SMBHs grow from the merger of less massive black holes.

"We show that including the previously overlooked effect of dark matter can help supermassive black holes overcome this final parsec of separation and coalesce," says paper co-author Gonzalo Alonso-Alvarez, a postdoctoral fellow in the Department of Physics at the University of Toronto and the Department of Physics and Trottier Space Institute at McGill University. "Our calculations explain how that can occur, in contrast to what was previously thought."

The paper's co-authors include Professor James Cline from McGill University and the CERN Theoretical Physics Department in Switzerland and Caitlyn Dewar, a master of science student in physics at McGill.




SMBHs are thought to lie in the centres of most galaxies and when two galaxies collide, the SMBHs fall into orbit around each other. As they revolve around each other, the gravitational pull of nearby stars tugs at them and slows them down. As a result, the SMBHs spiral inward toward a merger.

Previous merger models showed that when the SMBHs approached to within roughly a parsec, they begin to interact with the dark matter cloud or halo in which they are embedded. They indicated that the gravity of the spiraling SMBHs throws dark matter particles clear of the system and the resulting sparsity of dark matter means that energy is not drawn from the pair and their mutual orbits no longer shrink.

While those models dismissed the impact of dark matter on the SMBH's orbits, the new model from Alonso-Alvarez and his colleagues reveals that dark matter particles interact with each other in such a way that they are not dispersed. The density of the dark matter halo remains high enough that interactions between the particles and the SMBHs continue to degrade the SMBH's orbits, clearing a path to a merger.

"The possibility that dark matter particles interact with each other is an assumption that we made, an extra ingredient that not all dark matter models contain," says Alonso-Alvarez. "Our argument is that only models with that ingredient can solve the final parsec problem."

The background hum generated by these colossal cosmic collisions is made up of gravitational waves of much longer wavelength than those first detected in 2015 by astrophysicists operating the Laser Interferometer Gravitational-Wave Observatory (LIGO). Those gravitational waves were generated by the merger of two black holes, both some 30 times the mass of the Sun.

The background hum has been detected in recent years by scientists operating the Pulsar Timing Array. The array reveals gravitational waves by measuring minute variations in signals from pulsars, rapidly rotating neutron stars that emit strong radio pulses.




"A prediction of our proposal is that the spectrum of gravitational waves observed by pulsar timing arrays should be softened at low frequencies," says Cline. "The current data already hint at this behavior, and new data may be able to confirm it in the next few years."

In addition to providing insight into SBMH mergers and the gravitational wave background signal, the new result also provides a window into the nature of dark matter.

"Our work is a new way to help us understand the particle nature of dark matter," says Alonso-Alvarez. "We found that the evolution of black hole orbits is very sensitive to the microphysics of dark matter and that means we can use observations of supermassive black hole mergers to better understand these particles."

For example, the researchers found that the interactions between dark matter particles they modeled also explains the shapes of galactic dark matter halos.

"We found that the final parsec problem can only be solved if dark matter particles interact at a rate that can alter the distribution of dark matter on galactic scales," says Alonso-Alvarez. "This was unexpected since the physical scales at which the processes occur are three or more orders of magnitude apart. That's exciting."
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Smell of human stress affects dogs' emotions leading them to make more pessimistic choices | ScienceDaily
Dogs experience emotional contagion from the smell of human stress, leading them to make more 'pessimistic' choices, new research finds. The University of Bristol-led study, published in Scientific Reports today [22 July], is the first to test how human stress odours affect dogs' learning and emotional state.


						
Evidence in humans suggests that the smell of a stressed person subconsciously affects the emotions and choices made by others around them. Bristol Veterinary School researchers wanted to find out whether dogs also experience changes in their learning and emotional state in response to human stress or relaxation odours.

The team used a test of 'optimism' or 'pessimism' in animals, which is based on findings that 'optimistic' or 'pessimistic' choices by people indicate positive or negative emotions, respectively.

The researchers recruited 18 dog-owner partnerships to take part in a series of trials with different human smells present. During the trials, dogs were trained that when a food bowl was placed in one location, it contained a treat, but when placed in another location, it was empty. Once a dog learned the difference between these bowl locations, they were faster to approach the location with a treat than the empty location. Researchers then tested how quickly the dog would approach new, ambiguous bowl locations positioned between the original two.

A quick approach reflected 'optimism' about food being present in these ambiguous locations -- a marker of a positive emotional state -- whilst a slow approach indicated 'pessimism' and negative emotion. These trials were repeated whilst each dog was exposed to either no odour or the odours of sweat and breath samples from humans in either a stressed (arithmetic test) or relaxed (listening to soundscapes) state.

Researchers discovered that the stress smell made dogs slower to approach the ambiguous bowl location nearest the trained location of the empty bowl. An effect that was not seen with the relaxed smell. These findings suggest that the stress smell may have increased the dogs' expectations that this new location contained no food, similar to the nearby empty bowl location.

Researchers suggest this 'pessimistic' response reflects a negative emotional state and could possibly be a way for the dog to conserve energy and avoid disappointment.




The team also found that dogs continued to improve their learning about the presence or absence of food in the two trained bowl locations and that they improved faster when the stress smell was present.

Dr Nicola Rooney, Senior Lecturer in Wildlife and Conservation at Bristol Veterinary School and the paper's lead author explained: "Understanding how human stress affects dogs' wellbeing is an important consideration for dogs in kennels and when training companion dogs and dogs for working roles such as assistance dogs.

"Dog owners know how attuned their pets are to their emotions, but here we show that even the odour of a stressed, unfamiliar human affects a dog's emotional state, perception of rewards, and ability to learn. Working dog handlers often describe stress travelling down the lead, but we've also shown it can also travel through the air."

Dr Zoe Parr-Cortes, PhD student at Bristol Veterinary School and primary author and researcher on the project expressed her thanks to everyone involved in the study, especially all the participants and dog owners who took part in the research. Further information:

The 18 dogs comprised ranged from eight months to ten years old.

Breeds consisted of two Springer spaniels; two Cocker spaniels; two Labrador Retrievers; two Braque d'Auvergne; one Whippet; one Golden Retriever; one Miniature Poodle and seven mixed breed dogs.

Eight dogs were registered as teaching dogs at the University of Bristol.
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Birds need entertainment during avian flu lockdowns | ScienceDaily
Birds need varied activities during avian flu lockdowns, new research shows.


						
Scientists studied a flock of Chilean flamingos that were kept indoors due to a government order to stop the spread of avian influenza.

Flamingos were very inactive during the lockdown and just after release, and were more alert while kept indoors.

They also displayed unusual behaviour during and after the lockdown.

"This project started because keepers noticed the birds performing an unusual behaviour -- dropping their heads as if filter-feeding when they weren't in the water," said Dr Paul Rose, from the University of Exeter.

"Chilean flamingos perform this sweeping action to filter-feed in water, and they had access to a pool while kept indoors, but for some reason they were making this motion on dry land.

"We can't say exactly why they did this, but it shows that birds need a variety of foraging and bathing opportunities to allow them to perform their natural behaviours."

This "mock" filter-feeding continued after the flamingos were allowed back outside, suggesting it takes time for natural behaviour patterns to reestablish after lockdowns.




The higher level of alertness indoors is thought to be due to the proximity of humans -- the flock being locked inside meant keepers had to be closer than usual to feed and care for them.

Dr Rose added: "Our study shows the difficulty of trying to decipher animal wellbeing just by observing their behaviour.

"To assess birds' welfare, it's better to consider a range of information -- including social behaviour, resting and plumage condition."

Plumage is an especially important sign of flamingo health -- they spend much of their time preening, and a flamingo with rich pink feathers is likely to be very healthy.

Dr Rose was surprised to find plumage condition improved when flamingos were inactive -- but this may be explained by the birds experiencing less disturbance after lockdown, meaning feathers were less likely to get ruffled.

Commenting on the study's wider implication for bird keepers -- from zoos to people who keep pet chickens -- Dr Rose said: "Lockdowns prevent the spread of disease but birds also have behavioural requirements.

"Know your animal. They are hard-wired to do certain things, so you should try to provide opportunities -- whether that means roosting, feeding in certain ways, or whatever else they do."

The flamingos in the study were at Banham Zoo in Norfolk, UK.
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Chimpanzees gesture back and forth quickly like in human conversations | ScienceDaily
When people are having a conversation, they rapidly take turns speaking and sometimes even interrupt. Now, researchers who have collected the largest ever dataset of chimpanzee "conversations" have found that they communicate back and forth using gestures following the same rapid-fire pattern. The findings are reported on July 22 in the journal Current Biology.


						
"While human languages are incredibly diverse, a hallmark we all share is that our conversations are structured with fast-paced turns of just 200 milliseconds on average," said Catherine Hobaiter  at the University of St Andrews, UK. "But it was an open question whether this was uniquely human, or if other animals share this structure."

"We found that the timing of chimpanzee gesture and human conversational turn-taking is similar and very fast, which suggests that similar evolutionary mechanisms are driving these social, communicative interactions," says Gal Badihi, the study's first author.

The researchers knew that human conversations follow a similar pattern across people living in places and cultures all over the world. They wanted to know if the same communicative structure also exists in chimpanzees even though they communicate through gestures rather than through speech. To find out, they collected data on chimpanzee "conversations" across five wild communities in East Africa.

Altogether, they collected data on more than 8,500 gestures for 252 individuals. They measured the timing of turn-taking and conversational patterns. They found that 14% of communicative interactions included an exchange of gestures between two interacting individuals. Most of the exchanges included a two-part exchange, but some included up to seven parts.

Overall, the data reveal a similar timing to human conversation, with short pauses between a gesture and a gestural response at about 120 milliseconds. Behavioral responses to gestures were slower. "The similarities to human conversations reinforce the description of these interactions as true gestural exchanges, in which the gestures produced in response are contingent on those in the previous turn," the researchers write.

"We did see a little variation among different chimp communities, which again matches what we see in people where there are slight cultural variations in conversation pace: some cultures have slower or faster talkers," Badihi says.




"Fascinatingly, they seem to share both our universal timing, and subtle cultural differences," says Hobaiter. "In humans, it is the Danish who are 'slower' responders, and in Eastern chimpanzees that's the Sonso community in Uganda."

This correspondence between human and chimpanzee face-to-face communication points to shared underlying rules in communication, the researchers say. They note that these structures could trace back to shared ancestral mechanisms. It's also possible that chimpanzees and humans arrived at similar strategies to enhance coordinated interactions and manage competition for communicative "space." The findings suggest that human communication may not be as unique as one might think.

"It shows that other social species don't need language to engage in close-range communicative exchanges with quick response time," Badihi says. "Human conversations may share similar evolutionary history or trajectories to the communication systems of other species suggesting that this type of communication is not unique to humans but more widespread in social animals."

In future studies, the researchers say they want to explore why chimpanzees have these conversations to begin with. They think chimpanzees often rely on gestures to ask something of one another.

"We still don't know when these conversational structures evolved, or why!" Hobaiter says. "To get at that question we need to explore communication in more distantly related species -- so that we can work out if these are an ape-characteristic, or ones that we share with other highly social species, such as elephants or ravens."
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Life signs could survive near surfaces of Enceladus and Europa | ScienceDaily
Europa, a moon of Jupiter, and Enceladus, a moon of Saturn, have evidence of oceans beneath their ice crusts. A NASA experiment suggests that if these oceans support life, signatures of that life in the form of organic molecules (e.g. amino acids, nucleic acids, etc.) could survive just under the surface ice despite the harsh radiation on these worlds. If robotic landers are sent to these moons to look for life signs, they would not have to dig very deep to find amino acids that have survived being altered or destroyed by radiation.


						
"Based on our experiments, the 'safe' sampling depth for amino acids on Europa is almost 8 inches (around 20 centimeters) at high latitudes of the trailing hemisphere (hemisphere opposite to the direction of Europa's motion around Jupiter) in the area where the surface hasn't been disturbed much by meteorite impacts," said Alexander Pavlov of NASA's Goddard Space Flight Center in Greenbelt, Maryland, lead author of a paper on the research published July 18 in Astrobiology. "Subsurface sampling is not required for the detection of amino acids on Enceladus -- these molecules will survive radiolysis (breakdown by radiation) at any location on the Enceladus surface less than a tenth of an inch (under a few millimeters) from the surface."

The frigid surfaces of these nearly airless moons are likely uninhabitable due to radiation from both high-speed particles trapped in their host planet's magnetic fields and powerful events in deep space, such as exploding stars. However, both have oceans under their icy surfaces that are heated by tides from the gravitational pull of the host planet and neighboring moons. These subsurface oceans could harbor life if they have other necessities, such as an energy supply as well as elements and compounds used in biological molecules.

The research team used amino acids in radiolysis experiments as possible representatives of biomolecules on icy moons. Amino acids can be created by life or by non-biological chemistry. However, finding certain kinds of amino acids on Europa or Enceladus would be a potential sign of life because they are used by terrestrial life as a component to build proteins. Proteins are essential to life as they are used to make enzymes which speed up or regulate chemical reactions and to make structures. Amino acids and other compounds from subsurface oceans could be brought to the surface by geyser activity or the slow churning motion of the ice crust.

To evaluate the survival of amino acids on these worlds, the team mixed samples of amino acids with ice chilled to about minus 321 Fahrenheit (-196 Celsius) in sealed, airless vials and bombarded them with gamma-rays, a type of high-energy light, at various doses. Since the oceans might host microscopic life, they also tested the survival of amino acids in dead bacteria in ice. Finally, they tested samples of amino acids in ice mixed with silicate dust to consider the potential mixing of material from meteorites or the interior with surface ice.

The experiments provided pivotal data to determine the rates at which amino acids break down, called radiolysis constants. With these, the team used the age of the ice surface and the radiation environment at Europa and Enceladus to calculate the drilling depth and locations where 10 percent of the amino acids would survive radiolytic destruction.

Although experiments to test the survival of amino acids in ice have been done before, this is the first to use lower radiation doses that don't completely break apart the amino acids, since just altering or degrading them is enough to make it impossible to determine if they are potential signs of life. This is also the first experiment using Europa/Enceladus conditions to evaluate the survival of these compounds in microorganisms and the first to test the survival of amino acids mixed with dust.




The team found that amino acids degraded faster when mixed with dust but slower when coming from microorganisms.

"Slow rates of amino acid destruction in biological samples under Europa and Enceladus-like surface conditions bolster the case for future life-detection measurements by Europa and Enceladus lander missions," said Pavlov. "Our results indicate that the rates of potential organic biomolecules' degradation in silica-rich regions on both Europa and Enceladus are higher than in pure ice and, thus, possible future missions to Europa and Enceladus should be cautious in sampling silica-rich locations on both icy moons."

A potential explanation for why amino acids survived longer in bacteria involves the ways ionizing radiation changes molecules -- directly by breaking their chemical bonds or indirectly by creating reactive compounds nearby which then alter or break down the molecule of interest. It's possible that bacterial cellular material protected amino acids from the reactive compounds produced by the radiation.

The research was supported by NASA under award number 80GSFC21M0002, NASA's Planetary Science Division Internal Scientist Funding Program through the Fundamental Laboratory Research work package at Goddard, and NASA Astrobiology NfoLD award 80NSSC18K1140.
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Can consciousness exist in a computer simulation? | ScienceDaily
Would it be desirable for artificial intelligence to develop consciousness? Not really, for a variety of reasons, according to Dr. Wanja Wiese from the Institute of Philosophy II at Ruhr University Bochum, Germany. In an essay, he examines the conditions that must be met for consciousness to exist and compares brains with computers. He has identified significant differences between humans and machines, most notably in the organization of brain areas as well as memory and computing units. "The causal structure might be a difference that's relevant to consciousness," he argues. The essay was published on June 26, 2024 in the journal Philosophical Studies.


						
Two different approaches

When considering the possibility of consciousness in artificial systems, there are at least two different approaches. One approach asks: How likely is it that current AI systems are conscious -- and what needs to be added to existing systems to make it more likely that they are capable of consciousness? Another approach asks: What types of AI systems are unlikely to be conscious, and how can we rule out the possibility of certain types of systems becoming conscious?

In his research, Wanja Wiese pursues the second approach. "My aim is to contribute to two goals: Firstly, to reduce the risk of inadvertently creating artificial consciousness; this is a desirable outcome, as it's currently unclear under what conditions the creation of artificial consciousness is morally permissible. Secondly, this approach should help rule out deception by ostensibly conscious AI systems that only appear to be conscious," he explains. This is particularly important because there are already indications that many people who often interact with chatbots attribute consciousness to these systems. At the same time, the consensus among experts is that current AI systems are not conscious.

The free energy principle

Wiese asks in his essay: How can we find out whether essential conditions for consciousness exist that are not fulfilled by conventional computers, for example? A common characteristic shared by all conscious animals is that they are alive. However, being alive is such a strict requirement that many don't consider it a plausible candidate for a necessary condition for consciousness. But perhaps some conditions that are necessary for being alive are also necessary for consciousness?

In his article, Wanja Wiese refers to British neuroscientist Karl Friston's free energy principle. The principle indicates: The processes that ensure the continued existence of a self-organizing system such as a living organism can be described as a type of information processing. In humans, these include processes that regulate vital parameters such as body temperature, the oxygen content in the blood and blood sugar. The same type of information processing could also be realized in a computer. However, the computer would not regulate its temperature or blood sugar levels, but would merely simulate these processes.




Most differences are not relevant to consciousness

The researcher suggests that the same could be true of consciousness. Assuming that consciousness contributes to the survival of a conscious organism, then, according to the free energy principle, the physiological processes that contribute to the maintenance of the organism must retain a trace that conscious experience leaves behind and that can be described as an information-processing process. This can be called the "computational correlate of consciousness." This too can be realized in a computer. However, it's possible that additional conditions must be fulfilled in a computer in order for the computer to not only simulate but also replicate conscious experience.

In his article, Wanja Wiese therefore analyses differences between the way in which conscious creatures realize the computational correlate of consciousness and the way in which a computer would realize it in a simulation. He argues that most of these differences are not relevant to consciousness. For example, unlike an electronic computer, our brain is very energy efficient. But it's implausible that this is a requirement for consciousness.

Another difference, however, lies in the causal structure of computers and brains: In a conventional computer, data must always first be loaded from memory, then processed in the central processing unit, and finally stored in memory again. There is no such separation in the brain, which means that the causal connectivity of different areas of the brain takes on a different form. Wanja Wiese argues that this could be a difference between brains and conventional computers that is relevant to consciousness.

"As I see it, the perspective offered by the free energy principle is particularly interesting, because it allows us to describe characteristics of conscious living beings in such a way that they can be realized in artificial systems in principle, but aren't present in large classes of artificial systems (such as computer simulations)," explains Wanja Wiese. "This means that the prerequisites for consciousness in artificial systems can be captured in a more detailed and precise way."
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