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      Biting the hand that feeds IT -- Enterprise Technology News and Analysis


      
        Microsoft adds generative search to its Bing engine
        Richard Speed

        Looks a lot like Google's AI Overviews, hopefully without some of the early unfortunate summaries Microsoft is adding generative search to Bing despite the search engine's market share showing no increase after prior AI tech additions....

      

      
        Apple Maps escapes orchard into web browser wilds
        Richard Speed

        Chrome and Edge on Windows can now join the fun Apple has introduced its mapping technology to devices outside its ecosystem with a web version that works in Chrome and Edge on Windows PCs....

      

      
        STMicroelectronics sees sharp decline in Q2 earnings amid weak auto sector demand
        Dan Robinson

        NXP Semiconductors and Texas Instruments also hit by slowdown Euro chipmaker STMicroelectronics saw revenue and net income slump in Q2 of this year, blaming low demand in the automotive sector while orders elsewhere failed to meet expectations, in a hint that the semiconductor industry is still in a rough patch.... 

      

      
        You should probably fix this 5-year-old critical Docker vuln fairly sharpish
        Connor Jones

        For some unknown reason, initial patch was omitted from later versions Docker is warning users to rev their Docker Engine into patch mode after it realized a near-maximum severity vulnerability had been sticking around for five years....

      

      
        Adobe exec likened hidden cloud subscription fees to 'heroin', says FTC
        Thomas Claburn

        Read the unredacted complaint against Photoshop giant and its software plans Adobe's controversial billing practices and punitive fees for those terminating their subscriptions early follow from the software titan's addiction to revenue, the FTC has said....

      

      
        Kaspersky says Uncle Sam snubbed proposal to open up its code for third-party review
        Jessica Lyons

        Those national security threat claims? 'No evidence,' VP tells The Reg Exclusive  Despite the Feds' determination to ban Kaspersky's security software in the US, the Russian business is moving forward with another proposal to open up its data and products to third-party review - and prove to Uncle Sam that its code hasn't been compromised by Kremlin spies....

      

      
        AI models face collapse if they overdose on their own output
        Lindsay Clark

        Recursive training leads to nonsense, study finds Researchers have found that the buildup of AI-generated content on the web is set to "collapse" machine learning models unless the industry can mitigate the risks....

      

      
        X.org lone ranger rides to rescue multi-monitor refresh rates
        Liam Proven

        X11 isn't dead while people still keep working on it It isn't quite XKCD 2347, but it's close. At least one developer is still working away on the X.org codebase with an effort to improve variable refresh rate support in several different OSes.... 

      

      
        Datacenters guzzled more than a fifth of Ireland's electricity in 2023
        Dan Robinson

        Bit barns binge on Emerald Isle power Datacenters consumed more than a fifth of Ireland's electricity supply during 2023, according to the latest figures from the republic's Central Statistics Office (CSO). The news comes amid growing concerns over the expanding energy demands of the bit barn industry....

      

      
        OpenBSD enthusiast cooks up guide for the technically timid
        Liam Proven

        If you want a simple step-by-step, this is the best we've seen French BSD enthusiast Joel Carnat has written a how-to guide on setting up a laptop with OpenBSD for general use. It's worth a go for the Unix-curious....

      

      
        Patch management still seemingly abysmal because no one wants the job
        Brandon Vigliarolo

        Are your security and ops teams fighting to pass the buck? Comment  Patching: The bane of every IT professional's existence. It's a thankless, laborious job that no one wants to do, goes unappreciated when it interrupts work, and yet it's more critical than ever in this modern threat landscape....

      

      
        You're not hallucinating: generative AI is helping IBM's mainframes grow
        Simon Sharwood

        Big Blue brings in more cash and profit than predicted Generative AI's powers extend to helping the ancient concept of a proprietary enterprise OS and hardware stack to thrive, if IBM's Q2 2024 results are any guide....

      

      
        India ditches its 'Google Tax' after US waved a big stick
        Laura Dobberstein

        Stakeholders found it an 'ambiguous' compliance burden and the world has moved on - or tried to India will eliminate its equalization levy - a charge imposed on digital services provided by non-resident companies, known as the "Google Tax."... 

      

      
        ServiceNow president leaves after policy breach related to public sector boss hire
        Simon Sharwood

        But the books look good, because of real AI ServiceNow has parted ways with president and chief operating officer Chirantan "CJ" Desai after an internal investigation found he had violated company policy when hiring the former CIO of the US Army as the workflow vendor's public sector boss....

      

      
        Things are going Z-shaped at Huawei: Chinese giant preps three-screen folding smartphone
        Laura Dobberstein

        Reports hint they'll be here by Christmas Huawei has reportedly developed a tri-fold smartphone that can be formed into a Z-shape, and will mass produce the machine before the end of 2024....

      

      
        How a cheap barcode scanner helped fix CrowdStrike'd Windows PCs in a flash
        Simon Sharwood

        This one weird trick saved countless hours and stress - no, really Not long after Windows PCs and servers at the Australian limb of audit and tax advisory Grant Thornton started BSODing last Friday, senior systems engineer Rob Woltz remembered a small but important fact: When PCs boot, they consider barcode scanners no differently to keyboards....

      

      
        Mistral Large 2 leaps out as a leaner, meaner rival to GPT-4-class AI models
        Tobias Mann

        It's not the size that matters, it's how you use it Mistral AI on Wednesday revealed a 123-billion-parameter large language model (LLM) called Mistral Large 2 (ML2) which, it claims, comes within spitting distance of the top models from OpenAI, Anthropic, and Meta....

      

      
        The months and days before and after CrowdStrike's fatal Friday
        Jessica Lyons

        'In the short term, they're going to have to do a lot of groveling' Analysis  The great irony of the CrowdStrike fiasco is that a cybersecurity company caused the exact sort of massive global outage it was supposed to prevent. And it all started with an effort to make life more difficult for criminals and their malware, with an update to its endpoint detection and response tool Falcon.... 

      

      
        AMD stalls Ryzen 9000 chip launch because the quality just ain't good enough
        Tobias Mann

        Oh, actual QA? In 2024? In this economy? AMD has delayed the launch of its Ryzen 9000 desktop processors after discovering that production units initially shipped to channel partners weren't up to snuff....

      

      
        Oops. Apple relied on bad code while flaming Google Chrome's Topics ad tech
        Thomas Claburn

        Yes, you can be fingerprinted and tracked via Privacy Sandbox - tho the risk isn't as high as feared Apple last week celebrated a slew of privacy changes coming to its Safari browser and took the time to bash rival Google for its Topics system that serves online ads based on your Chrome history....

      

      
        Microsoft wants fatter pipes between its AI datacenters, asks Lumen to make light work of it
        Tobias Mann

        Is this what the kidz call a glow-up? Microsoft has tasked network operator Lumen Technologies -- formerly CenturyLink -- with scaling up its network capacity as the Windows giant looks to grow its burgeoning AI services business, the duo revealed Wednesday....

      

      
        Philadelphia tree trimmers fail to nip FTC noncompete ban in the bud
        Brandon Vigliarolo

        What a Trump-appointed judge taketh away, a Biden judge giveth The Federal Trade Commission's ban on noncompete agreements has been upheld after a second legal challenge, with a Philadelphia judge deciding that the FTC was well within its legal authority to prohibit such contract clauses....

      

      
        Uncle Sam opens probe into CrowdStrike turbulence at Delta Air Lines
        Connor Jones

        Concerns abound over why it has taken so long to recover compared to competitors The US Department of Transportation (DoT) is investigating Delta Air Lines over its handling of the global IT outage caused by CrowdStrike's content update.... 

      

      
        Windows Patch Tuesday update might send a user to the BitLocker recovery screen
        Richard Speed

        Not now, Microsoft Some Windows devices are presenting users with a BitLocker recovery screen upon reboot following the installation of July's Patch Tuesday update....

      

      
        CrowdStrike fiasco highlights growing Sino-Russian tech independence
        Liam Proven

        China is playing a long game, which could pay off on an enormous scale Analysis  Some of the common arguments for moving away from proprietary operating systems are about increasing personal (or corporate) freedom and decreasing expenditure, but there are bigger things at stake.... 

      

      
        Microsoft: Our licensing terms do not meaningfully raise cloud rivals' costs
        Richard Speed

        Redmond comes out swinging as it files response to Competition and Markets Authority Updated  Microsoft has responded to the UK's Competition and Markets Authority (CMA) probe into public cloud services and licensing by insisting that its terms "do not meaningfully raise cloud rivals' costs."...

      

      
        Forget security - Google's reCAPTCHA v2 is exploiting users for profit
        Thomas Claburn

        Web puzzles don't protect against bots, but humans have spent 819 million unpaid hours solving them Updated  Google promotes its reCAPTCHA service as a security mechanism for websites, but researchers affiliated with the University of California, Irvine, argue it's harvesting information while extracting human labor worth billions....

      

      
        CrowdStrike blames a test software bug for that giant global mess it made
        Simon Sharwood

        Something called 'Content Validator' did not validate the content, and the rest is history CrowdStrike has blamed a bug in its own test software for the mass-crash-event it caused last week....

      

      
        Security biz KnowBe4 hired fake North Korean techie, who got straight to work ... on evil
        Laura Dobberstein

        If it can happen to folks that run social engineering defence training, what hope for the rest of us? Cybersecurity awareness and training provider KnowBe4 hired a North Korean fake IT worker for a software engineering role on its AI team, and only realized its mistake once the guy started using his company-provided computer for evil....

      

      
        How did a CrowdStrike file crash millions of Windows computers? We take a closer look at the code
        Thomas Claburn

        Maybe next time some staged rollouts? A bit of QA too? Analysis  Last week, at 0409 UTC on July 19, 2024, antivirus maker CrowdStrike released an update to its widely used Falcon platform that caused Microsoft Windows machines around the world to crash....
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        Original URL: https://www.theregister.com/2024/07/25/microsoft_generative_search_bing/
    

    Microsoft adds generative search to its Bing engine

    
Looks a lot like Google's AI Overviews, hopefully without some of the early unfortunate summaries    


    
        By 
Richard Speed        
    

    
        Posted in AI + ML,
        
            25th July 2024 16:32 GMT
        
    


    
Microsoft is adding generative search to Bing despite the search engine's market share showing no increase after prior AI tech additions.
The technology, currently being rolled out to a small percentage of Bing users, bears a striking resemblance to Google's AI Overviews. It builds summaries in response to search queries rather than just a straightforward results list.
Microsoft gave the example of a user searching for "What is a spaghetti western?" to which Bing would serve up an AI-generated block of text about the film genre, its history, origins, along with examples.
Redmond added: "The regular search results continue to be prominently displayed on the page like always."
It's a tricky thing to implement, not least because of the controversy surrounding clickthrough rates and AI-generated summaries. For its part, Google said: "We see that the links included in AI Overviews get more clicks than if the page had appeared as a traditional web listing for that query," in its announcement. However, other observers have described the potential impact of the technology on publisher visibility as "devastating."
"Early data indicates that this experience maintains the number of clicks to websites and supports a healthy web ecosystem," Microsoft added.
"The generative search experience is designed with this in mind, including retaining traditional search results and increasing the number of clickable links, like the references in the results."


	Google keeps the cost of AI search flat, and kids are lovin' it


	OpenAI, Google ink deals to augment AI efforts with news - it was Time for better sources


	Google finally addresses those bizarre AI search results


	Microsoft AI Studio opens for business, with a nod to safety


Google's AI Overviews has also produced some frankly arresting results as it graduated from an optional experimental feature to something more mainstream. One infamous example was adding glue to pizza to make cheese stick, or consuming a rock daily. It was enough to make Liz Reid, VP and Head of Google Search, post an explanatory blog assuring users it had worked "to address these issues, either through improvements to our algorithms or through established processes to remove responses that don't comply with our policies."


By the way... Bing is no longer indexing new posts on Reddit after the mega-forum barred the search engine and others in its robots.txt file. Google is still allowed due to its side deal with Reddit.


Microsoft is taking a cautious approach to generative search in Bing. "We are slowly rolling this out and will take our time, garner feedback, test and learn, and work to create a great experience before making this more broadly available."
A glance at Statcounter's figures on search engine market share indicates that Bing still has a mountain to climb when it comes to rivaling Google's dominance. Google accounted for 91.05 percent of the market, while Bing stood at 3.74 percent.
For fun, we asked Microsoft Copilot how it would make Bing more popular. Oddly, its top recommendation was: "Ensure accurate and relevant search results." (r)
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	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next







    
        Original URL: https://www.theregister.com/2024/07/25/apple_maps_chrome_edge/
    

    Apple Maps escapes orchard into web browser wilds

    
Chrome and Edge on Windows can now join the fun    


    
        By 
Richard Speed        
    

    
        Posted in Applications,
        
            25th July 2024 15:34 GMT
        
    


    
Apple has introduced its mapping technology to devices outside its ecosystem with a web version that works in Chrome and Edge on Windows PCs.
Apple launched the web version of its Maps service in beta form yesterday, 12 years after the technology's less-than-stellar debut. Things have improved in the intervening decade or so, and Apple has decided that users outside its walled garden can now share in the fun.
According to Apple, Maps on the web is currently available in English and will work on Safari, Edge, and Chrome on a Mac or iPad, and Edge and Chrome on a PC. We tried a few other Chromium browsers (for example, Opera) and all all seemed to work properly, but attempting to use it on Mozilla's Firefox resulted in a stern: "Your current browser isn't supported."
Statcounter figures show Firefox's desktop browser market share as a close fourth behind Safari.
We also tried it on a Chromium browser on a handy Raspberry Pi. While we weren't greeted by a warning message, there were several rendering issues.


	Oops. Apple relied on bad code while flaming Google Chrome's Topics ad tech


	Apple's Clamshell iBook G3 at 25 - not just a pretty case


	European Commission accepts Apple's 'tap and go' promises


	Apple reverses course to approve Epic Games Store on iOS in EU


Apple plans to expand support for additional languages, browsers, and platforms over time. Not to worry, there's always Google's mapping service, or Bing, or OpenStreetMap.
We asked Apple if it could be more specific about its support for Firefox, and will update this piece if the iGiant responds.
In the meantime, the experience is similar to that on iDevices. Users can get driving and walking directions and be bombarded with ads "curated Guides to discover places to eat, shop, and explore in cities around the world." There are also photos, hours, ratings, and reviews to be found.
According to Apple, features such as the 360deg "Look Around" function will be added in the coming months.
While we wouldn't hold our breath for a native Android Apple Maps app (although we did ask Apple if one might be forthcoming), the release puts Apple squarely into competition with Google, which has enjoyed dominance in the web mapping arena despite spirited attempts from the likes of Bing to offer an alternative.
Apple is also courting developers with the lure of being able to link out to Maps to offer users services such as location information and driving instructions. (r)
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        Original URL: https://www.theregister.com/2024/07/25/stmicroelectronics_q2_weak_demand/
    

    STMicroelectronics sees sharp decline in Q2 earnings amid weak auto sector demand

    
NXP Semiconductors and Texas Instruments also hit by slowdown    


    
        By 
Dan Robinson        
    

    
        Posted in Systems,
        
            25th July 2024 14:27 GMT
        
    


    
Euro chipmaker STMicroelectronics saw revenue and net income slump in Q2 of this year, blaming low demand in the automotive sector while orders elsewhere failed to meet expectations, in a hint that the semiconductor industry is still in a rough patch.
The Swiss-based Franco-Italian semiconductor maker said in its results for the quarter ended June 29 that revenue came to $3.232 billion, down 25.3 percent on the same period last year and also slightly down from Q1.
Meanwhile, net income for the quarter was $353 million, down a whopping 64 percent on the figure of over a billion reported a year ago and also more than 30 percent down from Q1.
Back in January, STMicro reorganized itself into two product groups: Analog, Power & Discrete, MEMS and Sensors (APMS), and Microcontrollers, Digital ICs and RF products (MDRF).  Both saw a year-on-year decline in revenue, with APMS down 16.2 percent while MDRF shrank 35.5 percent.
Despite this, president and CEO Jean-Marc Chery tried to strike an optimistic note, saying in a statement that net revenues were above the midpoint of STMicro's business outlook range, driven by higher revenues in its Personal Electronics segment, and that its gross margin was in line with expectations.
Chery said that the revenue drop was mainly driven by a decrease in the company's Microcontrollers and Power and Discrete segments, adding: "During the quarter, contrary to our prior expectations, customer orders for Industrial did not improve and Automotive demand declined."
Looking ahead, the chipmaker is expecting net revenue for Q3 to be about $3.25 billion, just barely up from this quarter by about 0.6 percent and representing a decline of 26.7 percent over the same period a year ago, if it pans out as forecast.
"We will now drive the company based on a plan for FY24 revenues in the range of $13.2 billion to $13.7 billion. Within this plan, we expect a gross margin of about 40 percent," Chery said.
That revenue forecast is a readjustment from what STMicro was expecting back in January, when it said it expected this to be in the range of $15.9 billion to $16.9 billion for this year.
STMicro is set to receive EU2 billion ($2.17 billion) from the EU under the European Chips Act to build a manufacturing plant in Italy for silicon carbide (SiC) high-power semiconductors used in electric vehicles.
The company is also pushing ahead with more share buybacks, which will likely please shareholders.
During Q2, the company paid cash dividends to its stockholders totaling $73 million and made an $88 million share buyback, completing the share repurchase program it launched in July 2021.


	Global semiconductor revenues slid 11 percent in 2023, despite AI silicon splurge


	STMicroelectronics slims to be lean, mean, chipmaking machine


	SK hynix puts the boot into Kioxia-Western Digital merger


	A chip off the old block: The 200mm fab supply chain breaker


However, in June STMicro announced a new share buyback plan comprising two programs totalling over $1 billion to be executed within a three-year period.
Other semiconductor makers also seem to be struggling, with the exception of those in the lucrative memory market and specialist chips such as GPUs.
Earlier this week, Dutch rival NXP Semiconductors reported Q2 revenue of $3.13 billion, meeting estimates but forecasting lukewarm growth as it also faces sluggish demand from the automotive sector.
Texas Instruments also reported Q2 revenue down 16 percent from the same quarter a year ago at $3.82 billion, which it attributed to declining demand from the industrial and automotive sectors, but the company saw its share price rise as it forecast income for Q3 in line with analyst expectations.
Analysts at fintech, investment, and banking corp ING have said that the global car market is hitting some "speed bumps."
ING analysts said earlier this year they expect a much slower pace of sales after a strong increase in 2023 and "given a muted macroeconomic backdrop." ING added: "Another factor reflected in our forecasts is the expected slowdown in the rate of proliferation of electric vehicles, which has been supportive during the last couple of years." In February, it forecast global car sales growth of 2.6 percent in 2024 as a whole. (r)
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    You should probably fix this 5-year-old critical Docker vuln fairly sharpish

    
For some unknown reason, initial patch was omitted from later versions    


    
        By 
Connor Jones        
    

    
        Posted in Patches,
        
            25th July 2024 13:46 GMT
        
    


    
Docker is warning users to rev their Docker Engine into patch mode after it realized a near-maximum severity vulnerability had been sticking around for five years.
Now tracked as CVE-2024-41110, the privilege escalation bug was originally discovered in 2018 and patched in January 2019's version 18.09.1. However, the fix wasn't carried over in the following updates, meaning versions from 19.03 and newer remained vulnerable.
The vulnerability lies in Docker's use of authorization plugins (AuthZ) for greater access control. They're used to approve and deny requests, and do so through information provided to them in the body, which is assessed to make validation decisions.
Attackers could exploit the vulnerability by sending a specially crafted API request with the body's Content-Length set to 0. Without a body, the AuthZ plugin is fed no information that can be used to inform an authorization request.
By sending a body-less request, an attacker can force the Docker Engine API client to forward that request to an authorization plugin, which may, in error, approve a request that would have been denied if the body content was forwarded to it.
This can lead to unintended commands being executed that can lead to consequences like attackers escalating their privileges.
Docker says the likelihood of this attack being exploited is low, but the vulnerability's CVSS assessment indicates it's a low-complexity attack that requires low-level privileges and no user interaction.


	Patch management still seemingly abysmal because no one wants the job


	Windows Patch Tuesday update might send a user to the BitLocker recovery screen


	Forget security - Google's reCAPTCHA v2 is exploiting users for profit


	FrostyGoop malware shut off heat to 600 Ukraine apartment buildings


The potential impact on confidentiality, integrity, and availability is all "high," and together this has contributed to an overall severity score of 9.9, according to the National Vulnerability Database. A separate advisory from the open source Moby project assessed this to be a perfect 10 score, however.
Docker recommends that users upgrade to the safe versions: > v23.0.14 and > v27.1.0. 
If you're running a version that's affected but do not rely on authorization plugins, you're not vulnerable to CVE-2024-41110, and neither are Mirantis Container Runtime users.
For those running Docker Desktop, a fix is coming in v4.33, but the impact is thought to be less severe than in production environments, Docker said.
To access the Docker API, which is crucial for an exploit, the attacker would already need to have local access to the machine, or have the Docker daemon exposed over TCP. Although vulnerable versions of Docker Engine are in the latest Docker Desktop release, the default Desktop configuration doesn't rely on AuthZ plugins.
Even if the above conditions were working in an attacker's favor, privilege escalation would also only be limited to the Docker Desktop VM and not the host. (r)
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    Adobe exec likened hidden cloud subscription fees to 'heroin', says FTC

    
Read the unredacted complaint against Photoshop giant and its software plans    


    
        By 
Thomas Claburn        
    

    
        Posted in Applications,
        
            25th July 2024 13:04 GMT
        
    


    
Adobe's controversial billing practices and punitive fees for those terminating their subscriptions early follow from the software titan's addiction to revenue, the FTC has said.
In a newly unredacted [PDF] filing by the US watchdog in its lawsuit against the Photoshop maker, the FTC claims Adobe executives know its "inadequate ... disclosures" about its annual paid-monthly plans "harm and mislead consumers" but yet those execs "continue to engage in these unlawful practices because better disclosures would hurt Adobe's bottom line by reducing subscription revenues."
In other words, if Adobe was more upfront and clear about how its subscription plans truly worked, people would put away their wallets, and the biz would make less money, the FTC posits. One sticking point is the Illustrator giant's ETFs or early termination fees - what you have to pay to end an annual subscription before the year is out.
"As one Adobe executive admitted, the hidden ETF is 'a bit like heroin for Adobe' and 'there is absolutely no way to kill off ETF or talk about it more obviously [without] taking a big business hit,'" the regulator's complaint reveals.
Adobe disputes the FTC's allegations and has done so publicly. An executive who spoke to The Register on condition of anonymity - owing to the sensitive nature of public comment amid litigation - suggested the federal agency is simply cherry-picking provocative discovery material to prop up an otherwise deficient lawsuit. The individual who made the "heroin" comparison isn't on the executive team, we're told.
What's more, Adobe contends many of the business practices at issue have since been revised. The InDesign maker, which spells out its cancellation fees here and here at least, considers its subscription business model to be one that makes its software more widely available than it would be otherwise.
In June, the FTC sued Adobe alleging that the biz failed to adequately inform creative types about its subscription billing rules and the penalties charged for subscription cancellation during the signup process. The software house may disclose these details on its site, but they aren't made clear when being entered into, it is claimed.
The initial complaint [PDF] was substantially redacted.
But on Tuesday, the judge overseeing the case denied Adobe's July 3 motion to keep portions of the complaint sealed - a request subsequently trimmed to cover just some financial information and executive address information (which was ultimately expunged).
Adobe's attorneys explained its reduced secrecy demand thus: "Adobe is not seeking to seal the vast majority of information redacted in plaintiff's complaint because that information is false and therefore does not require sealing under this court's precedent."
Even Adobe's diminished redaction request was met with skepticism by the government attorneys handling the FTC case. In their objection [PDF], the feds argued that the financial information Adobe sought to withhold is general, would not present any competitive harm if disclosed, and is less telling than the developer's own public financial reports.
Paragraph 30 in the FTC complaint - which Adobe had sought to conceal - reveals that the annual paid-monthly (APM) "plan accounts for most of Adobe's subscription revenues."
Adobe offers various software subscription options for its suite of creative applications. For its Creative Cloud All Apps subscription, as of May 2023, for example, Adobe presented three options: Annual, paid monthly ($54.99/month); Annual, prepaid ($599.88/year); and Monthly ($82.49/month).
While the APM plan would seem to offer a monthly saving of $27.50 compared to the monthly plan, the fee for canceling the APM plan - potentially hundreds of dollars - would change that calculation. The fee is 50 percent of the remaining balance, so if you cancel with six months remaining, you would have to pay a penalty covering three months.
According to the FTC, Adobe designed its services to maximize those fees through interface design and other means.
While APM revenue as a whole is material to Adobe, early termination fees arising from canceled APM subscriptions represent a very small portion of the app goliath's overall revenue.
In response to an inquiry from The Register about the information revealed in the unredacted complaint, Dana Rao, general counsel and chief trust officer at Adobe, said:


Providing consistent innovation through flexible subscription plans that fit different needs, timelines and budgets is the best way to serve millions of customers. We strongly disagree with this lawsuit's characterization of our business and we will refute the FTC's claims in court. The complaint is taking an offhand comment out of context from years ago, out of the tens of thousands of documents Adobe provided to the FTC. The early termination fees equate to minimal impact to our revenue, accounting for less than half a percent of our total revenue globally, but is an important part of our ability to offer customers a choice in plans that balance cost and commitment.


The crux of the case is that Adobe allegedly fails to properly explain to those purchasing annual software subscriptions, paid monthly, that customers will be charged a significant fee to terminate the subscription prematurely.
The FTC argues that Adobe's subscription practices violated the Restore Online Shoppers' Confidence Act (ROSCA), a US e-commerce law enacted in late 2010. ROSCA requires clear disclosure of terms and disallows, among other things, certain "negative option features" - such as treating consumer inaction as a sign of consent.


	Feds sue Adobe and execs for stinging subscribers with 'hidden' cancellation fees


	Adobe users just now getting upset over content scanning allowance in Terms of Use


	Canva acquires Affinity, further wounding a regulator-bruised Adobe


	Adobe's buy of Figma is 'likely' bad for developers, rules UK regulator


Adobe in a statement last month declared it would challenge the FTC's claims in court and insisted that it strives to have a positive customer experience. "We are transparent with the terms and conditions of our subscription agreements and have a simple cancellation process," said Rao at the time.
The newly revealed text sheds more light on the tactics Adobe is accused of using to keep customers paying for costly subscriptions. For example, the previously concealed paragraph 5 reads:


Adobe's misconduct does not stop with concealing key APM plan terms to maximize profits. Adobe utilizes other onerous cancellation procedures to trap consumers in subscriptions they no longer want. Consumers attempting to cancel online are forced to navigate numerous hurdles, including hidden cancellation buttons and multiple unnecessary steps such as pages devoted to password reentry, retention offers, surveys, and warnings. Consumers attempting to cancel via phone or chat experience dropped calls and chats, significant wait times, and repeated transfers. Adobe uses a dedicated 'Retention' team to discourage subscribers who try to cancel. Adobe relies on such obstacles to thwart cancellations and retain subscription revenues, depriving consumers of a simple mechanism to cancel as required by law.


Subsequent disclosed passages provide more detail about the alleged roles played by the two Adobe executives named in the case: Maninder Sawhney, senior vice president of digital go to market & sales, and David Wadhwani, president of digital media business.
The Register understands that Adobe considers the inclusion of these two executives to be mainly a way to make the case seem more substantial, since the complaint doesn't articulate any independent theory of liability. The California behemoth's position is that the two were simply doing their jobs.
Further on in the complaint, the newly revealed paragraph 53 contends that Adobe's enrollment flow - the sequence of web pages and interactions to subscribe - failed to display the terms and conditions for certain business and education customers, only presenting that information after payment had been made.
Other newly revealed passages include details about how folks perceive Adobe's practices - at least according to the FTC.
The previously hidden final sentence of paragraph 55 states: "The ETF and related confusion have been top drivers of customer support contacts, dissatisfied customers, and customer inquiry escalations at Adobe."
And paragraphs 57 and 58 claim the company and defendant executives have resisted external and internal pressure to remedy the situation "because Adobe has profited handsomely from these practices." It continues:


Defendants have also faced outside pressure to change their enrolment practices, including, for example, from a report that Forrester Research Inc released in May 2022, which found most consumers had difficulty trying to determine how much they would be forced to pay if they canceled a subscription. Defendants know that Adobe employees and executives have also internally expressed concern about consumer confusion and harm caused by Adobe's enrolment practices.


Further passages detail alleged efforts by Adobe to make it more difficult for customers to cancel subscriptions. And they also quote messages from customers, such as this email complaint sent to Adobe's CEO Shantanu Narayen:


I am desperate. I no longer know how to get help. I am writing for the umpteenth time ... I have made written online requests galore, I have made four phone calls to Adobe's advertised phone numbers. I get no help online and no help by phone. Instead I spend an hour being transferred from one person to another and eventually being hung up on. ... What does it take to cancel the subscription?


As the government's case proceeds, we may find out. (r)
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Those national security threat claims? 'No evidence,' VP tells The Reg    
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Exclusive Despite the Feds' determination to ban Kaspersky's security software in the US, the Russian business is moving forward with another proposal to open up its data and products to third-party review - and prove to Uncle Sam that its code hasn't been compromised by Kremlin spies.
Kaspersky started talking about this new "comprehensive assessment framework" to verify its security products, software updates, and threat detection rules a week ago, and exclusively provided additional details to The Register about the verification system it presented to the US Department of Commerce.
Uncle Sam, Kaspersky says, snubbed the proposal from the antivirus provider. The Department of Commerce did not respond to The Register's questions on the matter.
The plan, which the company says builds on its earlier Global Transparency Initiative, "can address most ICT supply chain risks relating to product development and distribution in an effective and verifiable manner," according to the company's namesake and CEO, Eugene Kaspersky, in a blog post shared exclusively with The Register prior to its publication today.
"These are in fact the mitigation measures we've submitted in a proposal for discussion to the US Department of Commerce - once again confirming our openness to dialogue and determination to provide the ultimate level of security assurances," Kaspersky continued. "However, our proposal was simply ignored."
It's the latest salvo by the embattled Russian antivirus maker since the Commerce Department made its decision to prohibit Kaspersky products last month.
This is a road that Washington has been traveling down for years now. The 2017 Global Transparency Initiative, which opened up the security company's source code to third-party review, was in response to an earlier ban of Kaspersky tech on US government systems. 
When asked what evidence American agencies have presented to the Russian firm to support its claims that the products pose a national security risk, Kaspersky VP of Public Affairs Yuliya Shlychkova said: "There is no evidence of wrongdoing."
"We do see trends of digital protectionism," she told The Register in an exclusive interview. "We do see trends of 'Made in' software, which is not necessarily best because not all countries have good, domestic antivirus [tools]."
"Therefore, we continue to advocate for a technical-based, evidence-based approach to evaluate trustworthiness" of cybersecurity products, Shlychkova continued. "And we have been sharing these principles, this framework with different regulators," most recently those in the Commerce Department, Shlychkova added.
This new framework includes three "pillars," the first of which involves the localization of data processing.
"Localize it in the US, and also ensure that there is a strict access policy that no one can access this data from any other countries, even employees of Kaspersky from other countries cannot access this data," Shlychkova said.
More broadly, this step is meant to ensure that local data is stored and processed in a physical environment in a particular region - for example, the US. And then anyone from another country or region deemed inappropriate - let's say, in Russia - can't access the data or the infrastructure used to process and store it.
Kaspersky says it already does this with its managed detection and response (MDR) service in Saudi Arabia and Brazil. According to Shlychkova, the company suggested similar processes in the US in its response to the Commerce Department.
An independent third party, selected by and reporting to in-country regulators, would then verify that these measures were implemented, suggested the firm.
Localized data processing also requires local threat analysis and malware detection signatures, both of which the company says its tech can provide. It also requires more regional R&D and IT teams, plus local datacenters, infrastructure, software, and the like in countries that choose this method.
Given that the Feds halted sales of new Kaspersky contracts on July 20, and set a deadline of September 29 to stop updates to existing customers, it's unlikely that Uncle Sam is going to reverse course in the near future.
While pledging to continue pursuing legal options, the company has begun closing its American operations and eliminating US-based jobs.


	Kaspersky challenges US government to put up or shut up about Kremlin ties


	Kaspersky gives US customers six months of free updates as a parting gift


	Kaspersky culls staff, closes doors in US amid Biden's ban


	From network security to nyet work in perpetuity: What's up with the Kaspersky US ban?





The Cell


Back in 2010, the Huawei Cyber Security Evaluation Centre (HCSEC) - also known as The Cell - was set up in Banbury, Oxfordshire, to inspect all Huawei hardware and software used in the UK's critical networking infrastructure for vulns and backdoors.


The team assessed the gear for potential risks to the UK's national infrastructure - with the unit run by British spies in GCHQ with a UK government-run oversight board. The idea was it would inspect source code from Huawei and, among other things, build binary equivalent images for firmware in devices used in the UK's national comms infrastructure.


The last annual report, published in 2021, said the company had made "no overall improvement" on firmware security but wouldn't say why. The unit hasn't produced a report since 2021, a move some of the UK's ministers have criticized for lacking "transparency." The UK government put in place an order to remove Huawei equipment from Britain's 5G networks by 2027, an order many telcos are struggling with, as indeed are their counterparts in the US.


Huawei continues to deny that its kit is compromised by backdoors or that it is beholden to the Beijing government.


The second pillar - the review of data received - would also be subject to validation by this regulator-approved reviewer to ensure, in real time, that the data Kaspersky products ingests are not transferring any personally identifiable information or other protected data to the company (or the Kremlin), and ensure all of this data is being used for its intended, lawful purpose.
"It's important that it's a two-way stream," Shlychkova said. "One way is what data is being sent to Kaspersky solutions, and another stream is what data is being pushed from Kaspersky solutions towards users, and both streams are being checked by the third-party reviewers."
To this end, the third pillar involves the independent reviewer checking Kaspersky's threat database updates and product-related software code development to ensure that these updates and data being sent to user machines don't pose any risks, national security-related or otherwise.
"And this third pillar is the most technically advanced measure, and really unprecedented because we are processing more than 400,000 files per day," Shlychkova claimed.
Implementing this framework is "a long process" due to different regulatory environments in various countries, and will require significant advocacy and investment," she said. "There definitely needs to be a formal blessing from regulators to set up this whole system - we are only at the start of this process." (r)
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Recursive training leads to nonsense, study finds    
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Researchers have found that the buildup of AI-generated content on the web is set to "collapse" machine learning models unless the industry can mitigate the risks.
The University of Oxford team found that using AI-generated datasets to train future models may generate gibberish, a concept known as model collapse. In one example, a model started with a text about European architecture in the Middle Ages and ended up - in the ninth generation - spouting nonsense about jackrabbits.
In a paper published in Nature yesterday, work led by Ilia Shumailov, Google DeepMind and Oxford post-doctoral researcher, found that an AI may fail to pick up less common lines of text, for example, in training datasets, which means subsequent models trained on the output cannot carry forward those nuances. Training new models on the output of earlier models in this way ends up in a recursive loop.
"Long-term poisoning attacks on language models are not new," the paper says. "For example, we saw the creation of click, content and troll farms, a form of human 'language models' whose job is to misguide social networks and search algorithms. The negative effect that these poisoning attacks had on search results led to changes in search algorithms. For example, Google downgraded farmed articles, putting more emphasis on content produced by trustworthy sources, such as education domains, whereas DuckDuckGo removed them altogether. What is different with the arrival of LLMs is the scale at which such poisoning can happen once it is automated."
In an accompanying article, Emily Wenger, assistant professor of electrical and computer engineering at Duke University, illustrated model collapse with the example of a system tasked with generating images of dogs.
"The AI model will gravitate towards recreating the breeds of dog most common in its training data, so might over-represent the Golden Retriever compared with the Petit Basset Griffon Vendeen, given the relative prevalence of the two breeds," she said.
"If subsequent models are trained on an AI-generated data set that over-represents Golden Retrievers, the problem is compounded. With enough cycles of over-represented Golden Retriever, the model will forget that obscure dog breeds such as Petit Basset Griffon Vendeen exist and generate pictures of just Golden Retrievers. Eventually, the model will collapse, rendering it unable to generate meaningful content."


	Google keeps the cost of AI search flat, and kids are lovin' it


	Meta claims 'world's largest' open AI model with Llama 3.1 405B debut


	What does Google Gemini do with your data? Well, it's complicated...


	Websites clamp down as creepy AI crawlers sneak around for snippets


While she concedes an over-representation of Golden Retrievers may be no bad thing, the process of collapse is a serious problem for meaningful representative output that includes less-common ideas and ways of writing. "This is the problem at the heart of model collapse," she said.
One existing approach to mitigate the problem is to watermark AI-generated content. However, these watermarks can be easily removed from AI-generated images. Sharing watermark information also requires considerable coordination between AI companies, "which might not be practical or commercially viable," Wenger said.
Shumailov and colleagues say that training a model with AI-generated data is not impossible, but the industry needs to establish an effective means of filtering data.
"The need to distinguish data generated by LLMs from other data raises questions about the provenance of content that is crawled from the internet: it is unclear how content generated by LLMs can be tracked at scale," the paper says.
"One option is community-wide coordination to ensure that different parties involved in LLM creation and deployment share the information needed to resolve questions of provenance. Otherwise, it may become increasingly difficult to train newer versions of LLMs without access to data that were crawled from the internet before the mass adoption of the technology or direct access to data generated by humans at scale."
Far be it from The Register to enjoy the vantage point of hindsight, but maybe somebody should have thought about this before the industry - and its investors - bet the farm on LLMs. (r)
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    X.org lone ranger rides to rescue multi-monitor refresh rates

    
X11 isn't dead while people still keep working on it    
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It isn't quite XKCD 2347, but it's close. At least one developer is still working away on the X.org codebase with an effort to improve variable refresh rate support in several different OSes.
The code commit improves the multi-monitor handling to the existing support for variable refresh rate displays that X.org gained as recently as 2021. The current code works, but it can only change the refresh rate of the first screen. With the new code, it should be able to handle several displays combined with Xinerama.
The lone code-ranger is Enrico Weigelt, who describes himself as an "old Linux hacker and kernel maintainer." This is not the only project Weigelt is working on in the X.org codebase. Last month, he announced the X.org testing ground, which he describes as "a little toolkit to help in testing X.org Xserver."
"The idea is giving testers a tool for installing latest X.org directly from git heads, so they don't need to do this manually any more."
This month, he released version 0.0.4 of the X.org testing ground, which adds support for the Illumos family of OSes, forked from OpenSolaris after Oracle axed the project back in 2010. Several projects are continuing work on Illumos, and we looked at OpenIndiana at the end of 2022. It's one of the most desktop-oriented members of the family. Others, such as Joyent Triton, formerly known as SmartOS, are much more server-focused.
This brings the range of supported OSes up to five: Debian-based Linux distros, FreeBSD 14, NetBSD 10, OpenBSD 7.5, and now OpenIndiana Hipster. This reflects one of the core features of X11, which is not a priority for Wayland. X11 runs on more or less every Unix-like OS ever made, proprietary or FOSS, and because working over a network is part of its design, it enables almost any of them to display a graphical app on any other. Wayland was designed for Linux, and although it's gradually gaining BSD support, it will never run on Solaris, AIX, or the like.


	Arch-based CachyOS promises speed but trips over its laces


	Nvidia's next Linux driver to be... just as open


	Thunderbird is go: 128 now out with revamped 'Nebula' UI


	GNOME head honcho Holly Million steps down


X.org has worked with multi-head systems for decades, but in the early days, each display was entirely separate - there was no easy way to combine them into one big virtual desktop. That is what Xinerama delivered, and it has been open source since 1998 when it became part of Xfree86 4.0. Today, the Arch wiki refers to it as "the old Xinerama setup," and suggests RandR instead, complete with an explanation of why it's better. However, as a 20th century tool, Xinerama works with proprietary drivers, and on other, older OSes as well.
We suspect that this cross-platform nature of X.org may keep it alive for many years to come. Not everyone runs Linux, and not everyone wants one of the few modern desktop environments that runs under Wayland - at present, that mainly means KDE and GNOME, plus a few tiling window managers, and some custom environments such as the one in Raspberry Pi OS 5. If you're running one of the BSDs and talking to a few proprietary Unix variants, Wayland is no help to you, and as long as people want such things, X11 won't die. (r)
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Datacenters consumed more than a fifth of Ireland's electricity supply during 2023, according to the latest figures from the republic's Central Statistics Office (CSO). The news comes amid growing concerns over the expanding energy demands of the bit barn industry.
Ireland has become something of a bellwether for datacenter energy consumption. Despite being a relatively small nation with a population of just over 5 million people, it boasts 82 bit barns, with a further 14 under construction and planning approved for 40 more, according to Irish broadcaster RTE.
The latest statistics published by CSO reveal that the total metered electricity consumption by datacenters in the Emerald Isle has risen from 5 percent back in 2015 to 21 percent last year.
By comparison, all urban households in the country accounted for 18 percent of metered electricity use during 2023, and all rural households added up to 10 percent.
The last time The Register reported on this issue was a couple of years ago, when data dormitories were eating up 14 percent of Ireland's electricity supply, which was more than all the rural homes but less than the percentage consumed by urban residents at the time.
A report from the International Energy Agency (IEA) earlier this year warned that global electricity demand from datacenters could double by 2026, and in this scenario they might be using up as much as a third (32 percent) of Ireland's total electricity supply.
This outcome seems increasingly likely, especially considering RTE's projection of a 65 percent increase in the number of bit barns in the coming years.
The CSO report indicates that metered electricity consumption by all those bit barns increased steadily from 290 gigawatt hours in the first quarter of 2015 to 1,661 gigawatt hours in the fourth quarter of 2023. This represents an increase of 473 percent, while the total metered electricity consumption rose by just 24 percent during the same period.
Meanwhile, recent trends such as generative AI have only increased demand for datacenter capacity, with a recent forecast in the US indicating that bit barn power consumption will likely double by 2030 compared with 2023. The CEO of the UK's National Grid also warned earlier this year that datacenter power consumption in the country is likely to grow 500 percent over the next decade.


	Bill Gates says not to worry about AI gobbling up energy, tech will adapt


	Datacenters looking to renewables, nuclear, and gas, in quest for more power


	Japan may need 50% more electricity for hungry, hungry AI and chip fabs


	Vantage enters crowded Irish datacenter market with new Dublin site


Datacenter operators have been drawn to Ireland for a number of reasons, not least of which is that the country has one of the lowest corporate tax rates in the European Union, but also because it is a hub for transatlantic cables linking to the US.
But their rapid growth over the past decade has led to concerns that their energy needs could lead to power shortages in the country. Others have noted that Ireland's climate targets require a 50 percent cut in greenhouse gas emissions by 2030, and the expanding demand from data dormitories is not helping when the nation is still reliant on electricity generated from fossil fuels.
However, a report earlier this month from commercial real estate firm CBRE indicated that shortages of land and available power are now causing difficulties for the datacenter industry globally, but especially in Europe.
"Power and land shortages, combined with increased regulation are the most prominent inhibiting factors when it comes to datacenter development in Europe," CBRE Head of Datacenter Solutions for Europe Andrew Jay commented at the time. (r)
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If you want a simple step-by-step, this is the best we've seen    
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French BSD enthusiast Joel Carnat has written a how-to guide on setting up a laptop with OpenBSD for general use. It's worth a go for the Unix-curious.
Carnat calls his guide "OpenBSD Workstation for the People," and says:


This is an attempt at building an OpenBSD desktop that could be used by newcomers or by people that don't care about tinkering with computers and just want a working daily driver for general tasks.


That strikes us as a noble goal. There are dozens, maybe hundreds, of Linux distros that share this aspiration, but outside of the most mainstream of FOSS OSes, such goals are rarer.
The guide uses its author's Thinkpad X280 as the target. The Register reviewed that model in 2018 and at the time noted that it doesn't have a standard 8P8C connector - or RJ-45, as everyone calls them. Carnat uses a USB Ethernet adapter to install the OS and fetch Wi-Fi firmware, after which wireless connectivity is available. (But not Bluetooth, which OpenBSD shuns.)
He also assumes that OpenBSD will be the sole OS on the machine. OpenBSD 7.5 came out in April and we looked at it soon afterwards. We can attest that the partitioner is about as user-friendly as a cornered rat. Others might well respond that it "is user-friendly; it's just picky about who its friends are," as one classic quote put it. Either way, Carnat is right: Don't even try dual-booting it.
He covers adding a desktop, focusing on Xfce, which is an excellent choice: It's lightweight and works well on OpenBSD. It's what this vulture's OpenBSD box runs. If you prefer KDE, OpenBSD 7.5 includes Plasma 5.27.
In a few months, OpenBSD 7.6 should contain Plasma 6, thanks to the efforts of the same developer, Rafael Sadowski. He also seems to be the main developer of the shiny new hardware-accelerated video encoding and decoding. This uses Intel's VA-API, but will work on other GPUs as well. This addition was recently reported by Bryan Steele on Twitter:

Hardware accelerated video decode/encode (VA-API) support is beginning to land #OpenBSD-current. ? libva has been integrated into xenocara with Intel userland drivers in ports. AMD requires Mesa support, hence the inclusion in base. https://t.co/nuhpG1wYdK HT @sizeofvoid

-- Bryan Steele ? (@canadianbryan) July 19, 2024


	Linux kernel 6.10 arrives with punched-up hardware support


	Fancy climbing the peaks of Alpine Linux? 3.20 is out


	Miracle-WM tiling window manager for Mir hits 0.2.0


	NetBSD 10 proves old tech can still kick apps and take names three decades later


Carnat's guide also covers common apps and tools, localization - obviously, aiming at French, so some edits there will be necessary for Anglophones and others - themes, and more. He calls out the project's documentation and recommends studying it, but if you just want to follow a simple step-by-step guide, this is the best we've seen. You'll need to keep your wits about you, interpret, and not type blindly. Many choices, from locales to user and network names, must be changed. If you're not able to handle that, though, this isn't the OS for you.
If you're tired of all the shenanigans in the Linux world in recent years, from fancy file systems to elaborate cross-platform packaging schemes and of course the ever-controversial systemd, OpenBSD is perhaps the smallest, cleanest, simplest, and most comprehensible of the BSD family. If you can dedicate a machine to it, it's worth a try. (r)
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Are your security and ops teams fighting to pass the buck?    
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Comment Patching: The bane of every IT professional's existence. It's a thankless, laborious job that no one wants to do, goes unappreciated when it interrupts work, and yet it's more critical than ever in this modern threat landscape.
So color this vulture surprised to learn that, in the decade since he left an IT career for wordier pastures, things haven't really improved much - either in terms of patching rates or how rough it is for the people doing it. 
"Patching is still notoriously difficult," Forrester principal analyst Andrew Hewitt told The Register. Hewitt, who specializes in IT ops, said that while organizations tend to strive for a 97 to 99 percent patch rate, they typically only manage to successfully fix between 75 and 85 percent of issues in their software. 
"That's not where you want to be from a compliance perspective," Hewitt added. 
Has anything improved lately? No, says Forrester senior analyst Erik Nost, who also spoke to The Register about patching from the security perspective. Nost observed that if anything has improved in the past decade, it's the business side - finally understanding how critical it is to keep systems updated. 
"There seems to be a bit more of an understanding of the necessity of it," Nost noted, with corporate leadership more aware of how poor patching can lead to expensive malware infections or other security snafus. Nost told us around 79 percent of security leaders say their business bosses view patching disruptions as a "necessary inconvenience" - which has been helped by better education from security and IT teams.
Patching challenges, however, haven't changed much. If anything, the situation has actually become worse.


Applying Windows updates isn't what a lot of people have signed up for


"People don't take jobs in IT operations to sit and update systems all day," Nost said. "They take those jobs to work on cool projects and cutting-edge technology. Going through and applying Windows updates isn't what a lot of people have signed up for." 
Coupled with an exploding ecosystem of third-party apps, endpoint management tools that aren't really designed to handle patch management, bandwidth issues (exacerbated by the pandemic shift to remote work), and architectural challenges, IT teams have "an overwhelming amount of work to do," Hewitt told us. 
He's not pulling those challenges out of nowhere, either. Endpoint management biz Adaptiva revealed in its 2023 state of patch handling report [PDF] that the average organization manages around 2,900 software applications, and 69 percent of IT teams believe it's impossible to get all of them patched on schedule. 
That is to say, good administrators know they need to patch security flaws and similar critical issues, and try to get these updates tested and deployed as fast as reasonably possible before someone takes advantage of them. It's just that life is never that easy, and there are all sorts of factors in the way.
Adaptiva's study, for instance, cited an increasing number of apps being installed on the average endpoint, the relatively low bandwidth for remote patch deployments, and the other issues that Hewitt pointed out. 
And while it's important to note Adaptiva has some skin in the game, given it sells software to automate patching, its figures don't seem off compared to others in the industry. 
Meanwhile, vulnerabilities proliferate
Where there are unpatched systems there are unfixed vulnerabilities - and there's no shortage of malware coded to exploit them. 
You'd hope that, if patching hasn't become easier, then at the very least the difficulties would be constant - but that's not the case, according to Nost. The tech industry has become overwhelmed by vulnerabilities to the point where it can't keep up, he said, pointing to NIST's massive backlog in vulnerability processing that's been ongoing since February. 


	Uncle Sam to inject $50M into auto-patcher for hospital IT


	Firms skip security reviews of major app updates about half the time


	CrowdStrike Windows patchpocalypse could take weeks to fix, IT admins fear


	Military helicopter crash blamed on failure to apply software patch


"Without a CVE, it's hard to tie a vulnerability to a patch that needs to be done," Nost stated, "and it's all downhill from there." 
He warned the situation has only been made worse by "security researchers looking to get a big hit" by finding a headline-grabbing critical vulnerability, which has made it harder to tell a major risk from a niche issue. If every other bug has a logo, a dedicated website raising the alarm, and an exclusive interview about it all with a media outlet, it's a pain for IT pros to figure out which ones to prioritize. CVSS severity scores only go so far.
What is to be done?
If we know patching is still a hassle, and hasn't improved much over the years, surely we can do something about it? 
While they have some different approaches to make patching more efficient, Hewitt and Nost agree that one of the biggest reasons it continues to be such a headache is a lack of ownership. Security teams and IT operations teams jostle to offload responsibility for the task. Layoffs and downsizing complicate matters further.
"You can open a Jira ticket and send it to [your IT ops team] or whoever, but who's the sysadmin or who's the business owner that is actually responsible for patching this? That gets even more complicated as you start to find application-level vulnerabilities," Nost explained. 
"Defining that [responsibility] is still very, very difficult. That's where I would say a lot of folks still spend a lot of time figuring out vulnerability management from a day-to-day perspective," he added.
Hewitt said much the same, and opined that the only way over that hurdle is to get IT ops and security teams on the same page - and it needs to be IT ops driving the process, as far as he's concerned.
Security professionals, rejoice.
"Patching capabilities are resident within IT operations tools," Hewitt noted. "Whether you're using Microsoft, Ivanti, Tanium, or whatever, patch management capabilities are in the IT ops tools." 
He said update responsibilities are further confused by too much siloing of data in enterprises, which leaves various teams working with different sets of data. 
"Oftentimes you have one platform for vulnerability management and another for patch management with no common dataset underneath," Hewitt told us, adding that several IT products are already moving in that direction. 


You have one platform for vulnerability management and another for patch management with no common dataset


"A lot of the endpoint management tools are building unified vulnerability and patch management capabilities, so I see a future trend toward trying to make that easier when it comes to user endpoints," Hewitt predicted.
Nost believes many of the patching problems people are experiencing can be solved through modern automation tools, but he added that many organizations have been hesitant to adopt them - in part because of the aforementioned issues surrounding ownership of patching responsibilities. 
Additionally, Nost said many enterprises still want hands-on control over patching, which Hewitt told us is perfectly reasonable. He believes having a human in the patching loop is essential, no matter how automated things get. 
"There are some things you can take a hands-off approach to, especially when they're smaller updates," Hewitt noted. "But I think this whole CrowdStrike outage is waking a lot of people up to how dangerous it can be to automate updates."
Both analysts we spoke to for this piece agreed that, while patching posture continues to be poor across the business world, for some understandable reasons, it doesn't necessarily need to be. The tools to make things easier are out there - be they improvements in automation or visibility enhancements in newer endpoint management products - but enterprises need to actually use them.


It's a very unsexy thing to work on, nobody wants to do it


"I think it mostly comes down to technical debt," Hewitt explained. 
"It's a very unsexy thing to work on, nobody wants to do it, and everyone feels like it should be automated - but nobody wants to take responsibility for doing it," Hewitt added. "The net effect is that nothing gets done and people stay in this state of technical debt where they're not able to prioritize it." 
"Hopefully this CrowdStrike thing will help," Hewitt concluded. 
Given what this ex-IT scribe has seen of the state of patching compared to a decade ago, he's not going to hold out hope that the CrowdStrike outage actually motivates people. 
It's up to IT teams to prove otherwise - and boy, I'd love to be proven wrong. (r)
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    You're not hallucinating: generative AI is helping IBM's mainframes grow

    
Big Blue brings in more cash and profit than predicted    
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Generative AI's powers extend to helping the ancient concept of a proprietary enterprise OS and hardware stack to thrive, if IBM's Q2 2024 results are any guide.
Big Blue on Wednesday announced [PDF] quarterly revenue of $15.8 billion - a two percent jump that would have been four points if not for exchange rate shifts.
Software revenue rose eight percent, and infrastructure revenue lifted by three points.
IBM's Z business, which is all things mainframe, rose eight percent - two points ahead of Big Blue's hybrid infrastructure biz.
That's remarkable for a couple of reasons, one of which is that Z series revenue is very cyclical: it peaks when a new box debuts and then tails off a year or two later. Revenue from the last Z series release has been higher than expected ever since its April 2022 debut.
CEO Arvind Krishna pointed out that the Z platform includes real-time AI inferencing capabilities, and that IBM has created a product called watsonx Code Assistant for Z that can do things like convert COBOL to Java and help to automate refactoring mainframe code. Techies skilled in mainframe lore are in short supply, so perhaps the Assistant makes it easier to keep a Z box around a while longer.
IBM's distributed infrastructure category, which covers POWER servers and storage, also grew, by five percent. Krishna observed that demand for SAP-on-POWER drove the growth. Storage sales were helped by the strength of the mainframe business, and by generative AI applications.
Krishna told the call that the cost of hyperscale clouds is also helping.
He described a conversation with a client that runs "a couple of billion transactions through their internal systems each day."
"If they had to go service those out to a large public cloud, the bill per day would have come back to be a couple of hundred million," he said. The same workload on-prem will be far cheaper - and far more attractive for those running AI workloads. Which is why IBM has opened its Granite AI models - so developers can customize them to do just the jobs they need, and shrink them. That may shrink cloud bills, or with Red Hat and on-prem tech shrink bills further still.
You might want to consider IBM's hardware results in the context of the lawsuit that alleges IBM bundles mainframe revenue with other products to produce nicer overall numbers. Another consideration is that IBM warned it's sinking big bucks into R&D to build things like quantum computers, and that's knocking its balance sheet around a bit.


	FTC probes IBM's $6.4B HashiCorp takeover


	OpenSSH bug leaves RHEL 9 and the RHELatives vulnerable


	IBM, Kyndryl again once sued for age discrimination - this time by its own VPs


	McDonald's not lovin' its AI drive-thru experiment with IBM


CFO Jim Kavanaugh told investors that IBM's Red Hat business is "still growing nicely" with annual bookings growth rising 20 percent, and OpenShift annual bookings growing at double that rate.
Consulting revenue grew by two percent, which is less than IBM wants. Krishna attributed that to "factors such as interest rates and inflation impacted timing of decision making and discretionary spend" - issues that have been present all year.
Krishna predicted consulting growth will come as the economy improves, and overall growth will be helped by mergers and acquisitions - which is just IBM's conventional practice rather than an immediate objective.
Investors weren't offered guidance, but were warned currency fluctuations will dent growth by one or two percent. They didn't mind that: IBM shares popped from around $184 to over $189 apiece in after-hours trading, because Big Blue's revenue exceeded expectations and so did net income, which jumped from $1.58 billion to $1.83 billion. (r)
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    India ditches its 'Google Tax' after US waved a big stick

    
Stakeholders found it an 'ambiguous' compliance burden and the world has moved on - or tried to    
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India will eliminate its equalization levy - a charge imposed on digital services provided by non-resident companies, known as the "Google Tax."
The change was announced in Tuesday's budget, which saw finance minister Nirmala Sitharaman propose [PDF] the levy "shall no longer be applicable on or after 1st August, 2024."
"Some stakeholders have raised concerns that the scope of two percent equalization levy is ambiguous and as a result it leads to compliance burden," explained [PDF] a finance bill-related document released this week.
The "Google Tax" was introduced in 2016 to ensure digital giants - particularly non-resident ones - pay their fair share of taxes on revenues generated from Indian users. Although its nickname references Google, it's currently paid by companies pulling in over [?]2 crore rupees ($239,000) in revenue per year.
The levy initially imposed a six percent tax on payments for online advertising services, particularly coming from those pulling in over [?]1 lakh ($1200) per year. It later broadened to include a two percent tax on e-commerce operators for goods and services supplied to Indian residents.


	India backs away from digital services tax after US pressure


	US slaps tariffs on countries that hit Big Tech with digital services taxes ... then pauses them immediately


	'Data embassies' promise bubbles of digital sovereignty, but India just cooled on the idea


	Google slashes maps API prices in India - weeks after a competitor emerged


Digital services taxes are unpopular in the US - the home of Big Tech. The Biden administration hit back with its own tariff of 25 percent for up to $2 billion of goods on nations that implement digital services taxes - although that tariff was immediately suspended.
India's government flagged its intention to wind back the levy in 2021 in recognition of efforts at the Organisation for Economic Co-operation and Development (OECD) to have multinational companies pay at least 15 percent of their revenue as tax in each nation where they do business - a move aimed at discouraging companies shifting funds to tax-friendly jurisdictions. Progress towards the 15 percent goal is currently uneven.
Other items listed in India's new budget are schemes to help small business adopt tech, further government digitalization, more collection of data to inform government decisions and the tools to analyze it, and investment in capacity to produce critical minerals needed for electronics manufacturing.
Digital infrastructure to assist the agricultural sector is also on the agenda, as are programs to boost hiring in the manufacturing sector. (r)
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    ServiceNow president leaves after policy breach related to public sector boss hire

    
But the books look good, because of real AI    
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ServiceNow has parted ways with president and chief operating officer Chirantan "CJ" Desai after an internal investigation found he had violated company policy when hiring the former CIO of the US Army as the workflow vendor's public sector boss.
News of Desai's departure emerged in a regulatory filing whose primary purpose was to announce the company's Q2 2024 results.
Those results were strong: revenue of $2.6 billion represented 22 percent year-over-year growth. Some $2.55 billion of that revenue came from subscriptions, and ServiceNow can see $18.6 billion in future subscription revenue. Net income of $262 million, measured using GAAP principles, was down from the $1.04 billion recorded for the same quarter in 2023 - but that result was inflated by $910 million tax benefit. The business has therefore improved its profit performance.
On the earnings call, chair and CEO Bill McDermott didn't dive into the numbers, instead discussing Desai's departure.
The CEO explained that the process began with an internal complaint, detailed in a March filing, regarding potential compliance issues during the procurement process for a government contract.
ServiceNow's board considered the matter with the help of outside counsel. That investigation "determined that our company policy was violated." The individual who was hired - identified in an old press release as Dr Raj Iyer - has left the company.
Desai and ServiceNow "came to a mutual agreement that Desai would resign from all positions with the company effective immediately."
ServiceNow believes this was as "an isolated incident" and that its executive team can cover for the loss of both men.
As the dust settles, former chief digital information officer and chief customer officer Chris Bedi will step in as chief product officer.
With that unpleasantness behind him, McDermott reeled off plenty of better news - including six new million-dollar clients, a US federal government customer spending $100 million over its entire engagement, and Boomi booting a competitor to go all-in on ServiceNow. The London Stock Exchange moved 15 siloed platforms and 14 lines of business to ServiceNow.
The SaaS vendor's NowAssist generative AI chatbot is apparently finding favor with customers, and ServiceNow's dogfooding efforts have saved "45 minutes per avoided case." Dell will use it for customer and employee service, and eleven customers signed million-dollar deals for the tool across the quarter.
McDermott pitched ServiceNow as a rare example of generative AI delivering a tangible benefit, and suggested its platform will become a model for the way businesses implement AI across their operations.


	BT bets big on AI with ServiceNow to cut legacy baggage


	ServiceNow banks double digit sales gains amid push into enterprise workflow


	ServiceNow quietly addresses unauthenticated data exposure flaw from 2015


	Now as many as 10,000 SAP jobs to be hit by restructure


Financial analysts on the earnings call seemed to think that's a reasonable prediction, and focused their questions on the process of selling AI to buyers amid the endless hype on the subject.
"I think what's happened is they've heard so many whitewashed AI stories from pretenders that they are a little jaded," McDermott admitted, adding that once ServiceNow shows them demos, and customer references, prospects perceive the product as something real. And then they sign up to buy it.
McDermott was also able to tell investors that ServiceNow was untouched by the CrowdStrike mess, and that its configuration management database tools helped its users to identify their own issues and bounce back faster.
Investors were offered guidance for Q3 of $2.66 billion to $2.665 billion revenue - representing more than 20 percent year on year growth. Markets liked what they heard: ServiceNow's share price opened at $755, drifted down to $730.45 late in the day, then bounded to over $780 in after-hours trading. (r)
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    Things are going Z-shaped at Huawei: Chinese giant preps three-screen folding smartphone

    
Reports hint they'll be here by Christmas    


    
        By 
Laura Dobberstein        
    

    
        Posted in Personal Tech,
        
            25th July 2024 03:31 GMT
        
    


    
Huawei has reportedly developed a tri-fold smartphone that can be formed into a Z-shape, and will mass produce the machine before the end of 2024.
Chinese state-sponsored media outlet Securities Daily this week teased the phone, and wrote that Huawei been working on it for five years.
Huawei CEO Yu Chengdong was reported to have championed the device in a recent live event.
"The next generation of folding screens, others can imagine it, but they can't make it. We've been thinking about it for five years, and it's finally coming out," Yu reportedly stated on a livestream interview.
Huawei told The Register it had no information on the matter to share, but in March this year it was granted a patent for a "folding screen device." According to the patent, the screen is equipped with a double hinge system so it folds in both directions and can take on a Z-shape form. Curiously, it's being referred to as a tri-fold even though it only has two folds - presumably because it has three screens.
The device can be unfolded to create a ten-inch display. Apple's 9th-gen iPad, which is still on sale, has a 10.2-inch display,
One of Huawei's three screens includes a rear facing camera, while the others apparently include bumps and recesses - presumably a locking mechanism for the screen.
The three screens are said to each have different thickness, and to use lightweight glass to reduce weight and bulk.
Rumor has it the source of the screen is Chinese display maker BOE. The foldable phone is reported to run HarmonyOS on a Kirin 9100 processor and cost Y=15,000 ($2,065).
Huawei reportedly told Securities Daily "the specific progress was not yet ready for disclosure."
Huawei launched its first generation foldable smartphone, the Huawei Mate X, in 2019 - the same year as Samsung released its Galaxy Fold.
A Q3 or Q4 release for Huawei is expected to coincide with Apple's iPhone 16 series - which is expected to have zero folds.


	Samsung buys UK AI startup to give its products the personal touch


	China's Honor debuts laptop with bonkers removable camera that lives in a little slot


	Smartphones sales bounce, Xiaomi biting at Apple's heels


	Smartphone is already many folks' only computer - say hi to optional desktop mode in Android 15 beta


However, a recent report suggests that Cupertino has caught onto the clamshell craze and will in 2026 deliver a foldable iPhone. Apparently such a device has passed through conceptual work and Apple is talking to suppliers.
Market analyst firm Counterpoint Research tracked global foldable smartphone shipments as up 49 percent year-on-year in Q1 2024. But folding phones still account for less than two percent of the market. (r)
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    How a cheap barcode scanner helped fix CrowdStrike'd Windows PCs in a flash

    
This one weird trick saved countless hours and stress - no, really    
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Not long after Windows PCs and servers at the Australian limb of audit and tax advisory Grant Thornton started BSODing last Friday, senior systems engineer Rob Woltz remembered a small but important fact: When PCs boot, they consider barcode scanners no differently to keyboards.
That knowledge nugget became important as the firm tried to figure out how to respond to the mess CrowdStrike created, which at Grant Thornton Australia threw hundreds of PCs and no fewer than 100 servers into the doomloop that CrowdStrike's shoddy testing software made possible.
All of Grant Thornton's machines were encrypted with Microsoft's BitLocker tool, which meant that recovery upon restart required CrowdStrike's multi-step fix and entry of a 48-character BitLocker key.
The firm prioritized recovery for its servers, and tackled that task manually. But infrastructure manager Ben Watson and Woltz felt the sheer number of PCs at the firm meant an automated response would be required.
That response could not, however, involve distributing BitLocker keys - doing so was just too risky to contemplate.
So was reading keys to workers over the phone or in person. "It felt like a bad idea to read a 48-character key to people who were already stressed out," Woltz told The Register.
Which was when his memory about barcode scanners came into play. The firm had the BitLocker keys for all its PCs, so Woltz and colleagues wrote a script that turned them into barcodes that were displayed on a locked-down management server's desktop. The script would be given a hostname and generate the necessary barcode and LAPS password to restore the machine.
Woltz went to an office supplies store and acquired an off-the-shelf barcode scanner for AU$55 ($36).
At the point when rebooting PCs asked for a BitLocker key, pointing the scanner at the barcode on the server's screen made the machines treat the input exactly as if the key was being typed. That's a lot easier than typing it out every time, and the server's desktop could be accessed via a laptop for convenience.
Woltz, Watson, and the team scaled the solution - which meant buying more scanners at more office supplies stores around Australia.


	Uncle Sam opens probe into CrowdStrike turbulence at Delta Air Lines


	How did a CrowdStrike file crash millions of Windows computers? We take a closer look at the code


	Windows Patch Tuesday update might send a user to the BitLocker recovery screen


	EU gave CrowdStrike the keys to the Windows kernel, claims Microsoft


On Monday, remote staff were told to come to the office with their PCs and visit IT to connect to a barcode scanner. All PCs in the firm's Australian fleet were fixed by lunchtime - taking only three to five minutes for each machine.
Watson told us manually fixing servers needed about 20 minutes per machine.
[image: A Grant Thornton Australia IT worker's hand scanning a barcode ]
A Grant Thornton Australia IT worker scanning a laptop displaying the necessary BitLocker barcodes ... Click to enlarge


Woltz is pleased that his idea translated into a swift recovery, but also a little regretful he didn't think of using QR codes - they could have encoded sufficient data to automate the entire remediation process.
Watson thinks Woltz did more than enough. On LinkedIn he hailed the effort of Woltz and other team members as "remarkable innovation in streamlining workstation recovery."
Woltz told The Register he and the team are chuffed that they were able to help, and also that some of them feature as hand models wielding barcode scanners in Watson's LinkedIn post... (r)
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    Mistral Large 2 leaps out as a leaner, meaner rival to GPT-4-class AI models

    
It's not the size that matters, it's how you use it    
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Mistral AI on Wednesday revealed a 123-billion-parameter large language model (LLM) called Mistral Large 2 (ML2) which, it claims, comes within spitting distance of the top models from OpenAI, Anthropic, and Meta.
The news comes a day after Meta launched the hotly anticipated 405-billion-parameter variant of Llama 3 with a 128,000 token context window - think of this as the model's short-term memory - and support for eight languages.
ML2 boasts many of these same qualities - including the 128,000 token context window, support for "dozens" of languages, and more than 80 coding languages. Language support has been one of Mistral's biggest differentiators compared to other open models - which are often English-only - and ML2 continues this trend.
If Mistral's benchmarks are to be believed, ML2 trades blows with OpenAI's GPT-4o, Anthropic's Claude 3.5 Sonnet, Meta's Llama 3.1 405B, and others across a number of language, coding, and mathematics tests.
For instance, in the popular Massive Multitask Language Understanding (MMLU) benchmark, the French model builder's latest LLM achieves a score of 84 percent. By comparison, just yesterday Meta revealed Llama 3.1 405B achieved a score of 88.6 percent while GPT-4o and Claude 3.5 Sonnet manage scores of 88.7 and 88.3 percent, respectively. Scientists estimate that domain experts - the human kind - would score in the neighborhood of 89.8 percent on the bench.
Large but not too large
While impressive in its own right, the more important factor is that ML2 manages to achieve this level of performance using a fraction of the resources of competing models. ML2 is less than a third the size of Meta's biggest model and roughly one fourteenth the magnitude of GPT-4.
This has major implications for deployment, and will no doubt make ML2 a very attractive model for commercial applications. At the full 16-bit precision at which it was trained, the 123-billion-parameter model requires about 246GB of memory. For now, that's still too large to fit on a single GPU or accelerator from Nvidia, AMD, or Intel - but it could easily be deployed on a single server with four or eight GPUs without resorting to quantization.


	Meta claims 'world's largest' open AI model with Llama 3.1 405B debut


	OpenAI's GPT-4o Mini is indeed small - like its lead over rivals in certain tests


	AMD claims Nvidia's Grace CPU Superchip, Arm are no match for its Epyc Zen 4 cores


	What does Google Gemini do with your data? Well, it's complicated...


The same can't necessarily be said of GPT-4, presumably Claude 3.5 Sonnet, or Meta's Llama 3.1 405B. In fact, as we discussed earlier this week, Meta opted to provide an 8-bit quantized version of the 3.1 model so it could run on existing HGX A100 and H100 systems. You can learn more about quantization in our hands-on guide here - in a nutshell, it's a compression method that trades model precision for memory and bandwidth savings.
But, as Mistral is keen to point out, ML2's smaller footprint also means it can achieve much higher throughput. This is because LLM performance, often measured in tokens per second, is dictated in large part by memory bandwidth. In general, for any given system, smaller models will produce responses to queries faster than larger ones, because they put less pressure on the memory subsystem.
If you happen to have a beefy enough system, you can try Mistral Large 2 for yourself by following our guide to running LLMs at home.
Prioritizing accuracy and concision
In its launch announcement, Mistral highlighted the model builder's efforts to combat hallucinations - where the model generates convincing but factually inaccurate information.
This included fine-tuning the model to be more "cautious and discerning" about how it responds to requests. Mistral also explained the model was trained to recognize when it doesn't know something, or if it has insufficient information to answer - there's perhaps a lesson in that for all of us. Mistral also contends that ML2 should be much better than past models at following complex instructions, especially in longer conversations.
This is good news, as one of the main ways in which people interact with LLMs is through prompts that dictate how the model should respond or behave in plain language. You can find an example of that in our recent AI containerization guide, in which we coax Microsoft's Phi 3 Mini into acting like a TV weather personality.
Additionally, Mistral claims ML2 has been optimized to generate succinct responses wherever possible. While it notes that long-form responses can result in higher scores in some benchmarks, they aren't always desirable in business contexts - they tend to tie up the compute for longer, resulting in higher operational costs.
Open-ish
While ML2 is open - in the sense it's freely available on popular repositories like Hugging Face - the model's license is more restrictive than many of Mistral's past models.
For instance, the recently released Mistral-NeMo-12B model, which was developed in collaboration with Nvidia, bore an open source Apache 2 license.
ML2 on the other hand bears the far less permissive Mistral Research License [Markdown], which allows for use in non-commercial and research capacities, but requires a separate commercial license if you want to put it to work in a business setting.
Considering the amount of computational horse power required to train, fine tune, and validate larger models, this isn't all that surprising. It also isn't the first time we've seen model builders give away smaller models under common open source licenses only to restrict their larger ones. Alibaba's Qwen2 model, for instance, is licensed under Apache 2 with the exception of the 72B variant, which used its own Qianwen license. (r)
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    The months and days before and after CrowdStrike's fatal Friday

    
'In the short term, they're going to have to do a lot of groveling'    
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Analysis The great irony of the CrowdStrike fiasco is that a cybersecurity company caused the exact sort of massive global outage it was supposed to prevent. And it all started with an effort to make life more difficult for criminals and their malware, with an update to its endpoint detection and response tool Falcon.
Earlier today, the embattled security biz published a preliminary post-incident review about the faulty file update that inadvertently led to what has been described, by some, as the largest IT outage in history.
CrowdStrike also pledged to take a series of actions to ensure that this doesn't happen again, including more rigorous software testing and gradually rolling out these types of automated updates in a staggered manner, instead of pushing everything, everywhere, all at once. We're promised a full root-cause analysis at some point.
Here's a closer look at what happened, when, and how.
CrowdStrike structures its behavioral-based Falcon software so that it has so-called sensor content that defines templates of code that can be used to detect malicious activity on systems; and then produces and issues rapid response content data that customizes and uses those templates to pick up specific threats. The rapid response content configures how the sensor content's code templates should operate so that malware and intruders can be identified and stopped.
This content is pushed out to Falcon deployments in the form of channel files that you've heard all about.
As far as we're aware - and let us know any other details you may have - the security snafu started way back on February 28, when CrowdStrike developed and distributed a sensor update for Falcon intended to detect an emerging novel attack technique that abuses named pipes on Windows. Identifying this activity is a good way to minimize damage done by intruders. The sensor update apparently went through the usual testing successfully prior to release.
Days later, on March 5, the update was stress tested and validated for use. As a result, that same day, a rapid response update was distributed to customers that made use of the new malicious named pipe detection.
Three additional rapid response updates using this new code template were pushed between April 8 and April 24, and all of these "performed as expected in production," according to the vendor.
Then, three months later, came the rapid response update heard around the world.
At 0409 UTC on Friday, July 19, CrowdStrike pushed the ill-fated update to its Falcon endpoint security product. The rapid response content - one of two released that day - was intended to pick up on miscreants using named pipes on Windows to remote-control malware on infected computers, using that March sensor template update to detect this activity, but the data being delivered now was malformed.
It was simply incorrect, and worse: CrowdStrike's validation system to check that content updates will work as expected did not flag up the broken channel file that was about to be pushed out to everyone. The validator software was buggy, allowing the bad update to slip out when the release should have been stopped.
When Falcon tried to interpret the new, broken configuration information in the rapid response content, it was confused into accessing memory it shouldn't touch. As the security software runs within the context of the Windows operating system - to give it good visibility of the machine in order to scan and protect it - when it crashed from that bad memory access, it took out the whole OS and applications.
Users would see a dreaded blue screen of death, and the computer would go into a boot loop: Upon restarting, it would crash all over again, and repeat.
CrowdStrike deployed a fix at 0527 UTC the same day, but in the time it took its engineering team to remediate the issue -- 78 minutes -- at least 8.5 million Windows devices were put out of action. That's more than one million machines every ten minutes on average over that span; imagine if the fix wasn't deployed for longer - eg, for hours.
We're told that the channel file updates were not just to tackle use of named pipes to connect malware to remote command-and-control servers, but also to prevent the use of those pipes to hide malicious activity from security software like Falcon.
"It was actually a push for a behavioral analysis of the input itself," said Heath Renfrow, co-founder of disaster recovery firm Fenix24. "The cybercriminals, threat actors, they found a new little trick that has been able to get past EDR solutions and CrowdStrike was trying to address that. Obviously it caused a lot of issues."
By the time CrowdStrike pushed a fix to correct the error, millions of Windows machines weren't able to escape the boot loop. "So the fix really only helped the systems that had not turned into the blue screen of death yet," Renfrow told The Register. For systems that were already screwed, the broken channel file needed to be deleted or replaced, typically by hand which is bad news for anyone with thousands of PCs to repair.


In the short term, they're going to have to do a lot of groveling


That Friday, airlines, banks, emergency communications, hospitals, and other critical orgs including (gasp!) Starbucks ground to a halt. And criminals, seizing the opportunity to make money amid the chaos, quickly got to work phishing those who got hit and spinning up domains purporting to host fixes that were in fact malicious in nature.
Microsoft, in turn, provided sage advice for Falcon customers whose Azure VMs remained in a BSOD boot loop: reboot. A lot. "Several reboots (as many as 15 have been reported) may be required, but overall feedback is that reboots are an effective troubleshooting step at this stage," Redmond said on Friday. 
America's CISA weighed in with its initial alert at 1530 UTC on July 19. "CISA is aware of the widespread outage affecting Microsoft Windows hosts due to an issue with a recent CrowdStrike update and is working closely with CrowdStrike and federal, state, local, tribal and territorial (SLTT) partners, as well as critical infrastructure and international partners to assess impacts and support remediation efforts," the government agency said.
Later that day, at 1930 UTC, after an earlier non-apology on Xitter, CrowdStrike CEO and founder George Kurt did "sincerely apologize" to his company's customers and partners: 


The outage was caused by a defect found in a Falcon content update for Windows hosts. Mac and Linux hosts are not impacted. This was not a cyberattack.


We doubt that made IT administrators, who spent their entire weekend trying to remediate the problem and recover broken clients and servers - we're talking upwards of hundreds of thousands in some reported cases, feel any better about the fiasco.
The next day, at 0111 UTC on July 20, CrowdStrike published some technical details about the crash.
Weekend warriors
Microsoft, that Saturday, issued a recovery tool, which has since been updated with two repair options for Windows endpoints. One will help recover from WinPE (the Windows Preinstallation Environment) and a second will recover impacted devices from safe mode. 
By Sunday, July 21, the embattled endpoint vendor began issuing recovery instructions in a centralized remediation and guidance hub, beginning with help for impacted hosts and followed by how to recover Bitlocker keys for rebooted machines, plus what to do with affected cloud environments. It also noted that, of the 8.5 million borked Windows devices, "significant number are back online and operational."
As of 1137 UTC on July 22, CrowdStrike reported it had tested an update to the initial fix, and noted the update "has accelerated our ability to remediate hosts." It also pointed users to a YouTube video with steps on how to self-remediate impacted remote Windows laptops.
By Wednesday, July 24, Sevco Security CEO JJ Guy reckoned Crowdstrike service was about 95 percent restored. This is based on his firm's analysis of agent inventory data.


	CrowdStrike blames a test software bug for that giant global mess it made


	CrowdStrike fiasco highlights growing Sino-Russian tech independence


	How did a CrowdStrike config file crash millions of Windows computers? We take a closer look at the code


	CrowdStrike Windows patchpocalypse could take weeks to fix, IT admins fear


Even if the vast majority of endpoints have been restored, full recovery may take weeks for some systems.
"The issue is that it's going to require manpower to physically go to a lot of these devices," Renfrow said. His biz issued free recovery scripts for borked Windows machines.
"But even with our automation scripts, that only takes about 95 percent of the work away," Renfrow added. "So you still have the other 5 percent, where it's going to have to be physically on there."
As the recovery process continues, Renfrow said he expects to see CrowdStrike start sending support personnel to its customers' locations. 
"I know they were circling the wagons with partners that have physical IT bodies that can go to client sites to help them, whoever is struggling," he said. "I think that is a step they're going to take, and I think they're going to pay the bills for that."
Also on Wednesday, Malaysia's digital minister said he had asked CrowdStrike and Microsoft to cover any monetary losses that customers suffered because of the outage. 
CrowdStrike did not respond to The Register's questions about the incident, including if it planned to compensate businesses for damages or pay for IT support to help recover borked machines. Cue the class-action lawsuits likely to be coming soon.
In addition to legal challenges, CrowdStrike also faces a congressional investigation, and Kurtz has been called to testify in front of the US House Committee on Homeland Security about vendor's role in the IT outage.
Can CrowdStrike recover?
The fiasco will likely cause reputational damage -- but the extent of that, and any lasting impacts remain to be seen, and depends largely on CrowdStrike's continued response, according to Gartner analyst Jon Amato.
"In the short term, they're going to have to do a lot of groveling," Amato told The Register. 
"Let's just be realistic about this: They're gonna have some very, very uncomfortable conversations with clients at every level, the largest of the largest enterprises and agencies that use it right now, all the way down to the small and more medium business," he continued. "I don't envy them. They're going to have some really uncomfortable, and frankly miserable, conversations."
However, he added, the tech disaster "is recoverable," and "I think they do have a way out of it if they have to continue to be transparent, and they continue to have this communication with some degree of humility."
IDC Group VP of Security and Trust Frank Dickson said CrowdStrike can save its reputation if they admit their mistakes and implement better practices to increase transparency in the software update process.

Gift hoarse


CrowdStrike has confirmed TechCrunch's report that it sent $10 Uber Eats gift codes to its over-worked partners and colleagues, who are helping customers recover from the massive outage.


Some of the people who received the discount codes said that when they tried to redeem them, they received a message saying the code had been cancelled and would not be honored.


"We did send these to our teammates and partners who have been helping customers through this situation," a CrowdStrike spokesperson told The Register.


"Uber flagged it as fraud because of high usage rates." After some folks online thought these gift codes were intended to be paltry compensation for customers, CrowdStrike's spokesperson told us that's not the case: "CrowdStrike did not send gift cards to customers or clients."


Over the next three-to-six months, the cybersecurity shop "clearly is going to have to change their process by which they roll out updates," Dickson told The Register. This includes improving its software testing and implementing a phased roll-out in which updates are gradually pushed to bigger segments of the sensor base -- both of which CrowdStrike today committed to doing.
"The issue with the CrowdStrike detection platform is it scales wonderfully, massively, very quickly," Dickson said. "But you can also scale a logic error very quickly. So they're going to need to implement procedures to make sure that they start doing more phased rollout, they're going to need to formalize this, put it in policy, and they're going to have to publish it for transparency so that all CISOs now can review this."
CrowdStrike isn't the first tech company to cause a global disaster because of a botched update. A routine McAfee antivirus update in 2010 similarly bricked massive numbers of Windows machines. CrowdStrike boss Kurtz, at the time, was McAfee's CTO.
This most certainly won't be the last software snafu, according to Amato. 
"It shouldn't have happened," he said. "But the fact is that software testing, no matter where the source is and what vendor we're talking about, ultimately depends upon humans. And humans, as it turns out, are fragile."
Even best practices in software design can fail, and "CrowdStrike had a great track record of product quality up until this point," Amato noted. "That seems to be the takeaway for me: This could have happened to literally any organization that operates the way CrowdStrike does."
By this, he means any software product that hooks into the Windows kernel and has that deep-level access to the operating systems. "It was just CrowdStrike's bad luck that it happened to them and their customers." (r)
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AMD has delayed the launch of its Ryzen 9000 desktop processors after discovering that production units initially shipped to channel partners weren't up to snuff.
Out of an abundance of caution, AMD said it was holding back the official arrival of its six- and eight-core Ryzen 9600X and 9700X CPUs until August 8, and its 12- and 16-core Ryzen 9900X and 9950X CPUs until August 15, Jack Huynh, AMD's SVP and GM of computing and graphics said on Xitter today.
The chips, announced at Computex earlier this year, were set to hit store shelves on July 31.
"We identified an issue with our initial production testing for Ryzen 9000 series processors that could result in a small number of parts reaching market that do not meet our quality standards," AMD spokesperson Matthew Hurwitz, told The Register.
"As a result, we have updated our test flow to include additional screening to ensure we deliver products that meet our quality standards. We are working with our channel partners to replace the initial production units with fresh units."
Inferiority (core) complex
What exactly was missed in testing isn't exactly clear, though considering how quickly AMD expects to get new chips out to distributors and into customers' hands, it seems the House of Zen has at least found a quick fix to the problem. Whether it'll be a lasting one remains to be seen.
While you wait, we took a closer look at the Zen 5 cores underpinning 9000-series Ryzen and AMD's upcoming Epyc 5 Turin chips, which you can find here.


	Intel to deliver fix for Raptor Lake CPUs made 'unstable' by voltage snafu


	AMD spills the beans on Zen 5's 16% IPC gains


	AMD claims Nvidia's Grace CPU Superchip, Arm are no match for its Epyc Zen 4 cores


	AMD says datacenter still king for profit margins amid AI buzz


AMD wouldn't be the only CPU vendor that's run into trouble as of late. The Ryzen 9000 delay comes just days after Intel promised to deliver a fix for its Raptor Lake desktop chips to resolve a bout of "stability issues" plaguing the platform.
Intel had previously admitted that some 13th and 14th-gen processors were behaving unusually. Now the chipmaker has pinned the blame on "elevated operating voltages" due to a faulty microcode algorithm sending incorrect voltage requests to the chip.
Intel has now promised a microcode patch to resolve the issue on K, KF, and KS SKU Raptor Lake parts. (r)
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    Oops. Apple relied on bad code while flaming Google Chrome's Topics ad tech

    
Yes, you can be fingerprinted and tracked via Privacy Sandbox - tho the risk isn't as high as feared    
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Apple last week celebrated a slew of privacy changes coming to its Safari browser and took the time to bash rival Google for its Topics system that serves online ads based on your Chrome history.
The iPhone maker, citing a research paper by Yohan Beugin and Patrick McDaniel from University of Wisconsin-Madison, claims Topics aids digital fingerprinting that could be used by advertisers to identify previously unknown web users, a longstanding concern for many. It's feared netizens could be still be tracked around the web using the Topics API in Chrome, or folks who have tried to hide their identity from advertisers could be rediscovered using the tech.
An attempt by Google to thwart this fingerprinting using a little bit of randomness isn't good enough, we're told.
"The authors use large scale real user browsing data (voluntarily donated) to show both how the five percent noise supposed to provide plausible deniability for users can be defeated, and how the Topics API can be used to fingerprint and re-identify users," the Apple WebKit team's report chides.
But the alleged fingerprinting risk appears to be vastly overstated, as a consequence of relying on improper randomization code in that research paper.
Topics is one of Google's Privacy Sandbox APIs, designed to provide a privacy-preserving way for advertisers to target folks online with ads tailored to their interests, as inferred from their browsing activity.
When you use Chrome to visit a website that utilizes Topics, the site can use the API to ask your browser directly what you're into based on the pages you've previously read in order to select adverts that best suit your interests. If you've been reading stuff about cheese and wine, you'll see ads based on that, for instance, because Chrome will tell sites you've been browsing that kind of material.
Topics was intended as a replacement for third-party cookies, the legacy tracking and targeting mechanism that - until this week - Google had planned to remove from Chrome due to its potential for denying privacy. Rather than allow the use of third-party cookies to track people as they surfed the web, building up a profile of their interests, Chrome would instead offer Topics as a hotline to the user's activities.
Alas, push-back from advertisers and regulators prompted Google to reconsider its slaying of third-party cookie support. So now Privacy Sandbox APIs will exist as an option alongside traditional cookie-based targeting tech. Google recently published ad revenue tests that suggested a further reason for retaining third-party cookies, namely higher programmatic ad revenue, though when third-party cookies aren't an option at least Topics performs better than nothing.
Topics support showed up in Chrome last year. But the year prior, even ad industry developers - such as Alexandre Gilotte, senior data scientist and software engineer for ad platform firm Criteo - had concerns about the fingerprinting threat posed by Topics.
Specifically, that you can still recognize and target individual netizens based on their Topics data as they move from site to site over time.
This was not the first time the privacy risk of fingerprinting has been raised with regard to Google's ad tech. Developers affiliated with Apple made Cook & Co's opposition to Topics known in 2022. And Topics' predecessor interest-based API, known as Federated Learning of Cohorts (FLoC), was dropped in part due to concerns about fingerprinting.
As Apple observes in its write-up, many different web APIs can be used for browser fingerprinting and reducing the potential for misuse is an ongoing effort.
"It is key for the future privacy of the web to not compound the fingerprinting problem with new, fingerprintable APIs," Apple's post explains. "There are cases where the tradeoff tells us that a rich web experience or enhanced accessibility motivates some level of fingerprintability. But in general, our position is that we should progress the web without increasing fingerprintability."


	Windows Patch Tuesday update might send a user to the BitLocker recovery screen


	School gets an F for using facial recognition on kids in canteen


	Forget security - Google's reCAPTCHA v2 is exploiting users for profit


	FTC sticks a probe into 'surveillance pricing' Big Biz uses to gouge us all


The iThing's objection to Topics has a real justification, though the privacy risk posed by the API appears to be less than initially assumed.
Following the publication four months ago of the Topics analysis code from the paper by Beugin and McDaniel, Google Topics engineer Josh Karlin last week opened a GitHub issue challenging the research methodology.
"I took a brief look at your code after seeing rather surprising results in the related paper and it's important to point out an issue that I came across as it has a significant impact on the simulation (and therefore the paper's) results," wrote Karlin.
"You're using a worker pool to create the topics for each user on sites A and B, but you're not reseeding the random number generator on each worker (which is forked off the original process). The result is that each worker creates the same stream of random numbers!"
Fixing this bug, Karlin explained, reduces the reidentification rate from about 57 percent to roughly three percent.
Beugin acknowledged this in a response and confirmed the suggested fix, which shows a much reduced fingerprinting risk when the revised simulation is run.
"While the results that we now obtain have changed quantitatively; 2.3 percent, 2.9 percent, and 4.1 percent of these users are uniquely re-identified after one, two, and three observations of their topics, respectively, our findings do not change qualitatively: Real users can be fingerprinted by the Topics API and the information leakage worsens over time as more users get uniquely re-identified," wrote Beugin.
Four percent of about 3.5 billion estimated Chrome users is still 140 million people, which is a lot, but at least it's not two billion as first feared. (r)
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Microsoft has tasked network operator Lumen Technologies -- formerly CenturyLink -- with scaling up its network capacity as the Windows giant looks to grow its burgeoning AI services business, the duo revealed Wednesday.
Specifically, the deal will see Microsoft employ Lumen's Private Connectivity Fabric to bolster both bandwidth and overall capacity between its AI datacenters using a combination of current and fresh fiber lines dedicated to the cause.
The partnership comes as Microsoft looks to capitalize on its early investments in OpenAI by shoehorning the super-lab's generative neural networks into everything from GitHub and Office 365 to the Windows platform as a whole. However, these AI products require the processing and transfer of massive quantities of data, putting pressure on existing datacenter interconnect networks.


	Oak Ridge casts nets in search of Frontier supercomputer's heir


	Meta claims 'world's largest' open AI model with Llama 3.1 405B debut


	Brit watchdog gnawing on HPE's $14B buy of cable giant Juniper Networks


	Don't blame AI for rise in carbon emissions, says Google exec


Modern large language models, like those being developed in Microsoft datacenters by OpenAI, are often trained on many terabytes - tens if not hundreds of TB - of data. Meanwhile, larger models demand bigger compute clusters containing tens of thousands of GPUs working in unison in order to train such systems in meaningful amounts of time.
As Microsoft looks to grow its AI infrastructure business to support fresh clients and model builders, it's not surprising that there are challenges with inter-datacenter capacity.
It's not clear how much additional capacity the partnership will afford Microsoft. We suspect some of this will depend on the intended use case of the model as the technology and constraints involved will differ depending on whether Microsoft is looking to scale its GPU cluster across multiple sites, or is simply looking to bolster its inter-datacenter communications.
We've asked the folks at Redmond for clarification and will let you know if we hear anything back.
As part of the deal, Lumen has committed to migrating at least some of its workloads to run in Microsoft Azure. These efforts will apparently include integrating Microsoft's AI technology into Lumen's products and employing Redmond's Entra identity management and access control platform.
Lumen expects the migration will save it more than $20 million over the next year and improve its customer service experience, which might suggest that Lumen may be looking to offload some of its customer service roles to Microsoft's OpenAI-based chatbots. (r)
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What a Trump-appointed judge taketh away, a Biden judge giveth    
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The Federal Trade Commission's ban on noncompete agreements has been upheld after a second legal challenge, with a Philadelphia judge deciding that the FTC was well within its legal authority to prohibit such contract clauses.
The case between the FTC and ATS Tree Services, a small company located in a Philly suburb, is the second major challenge to the noncompete ban passed by the FTC in May. In this case, US District Judge Kelly Hodge denied ATS's attempt to stay the FTC's ban, which is scheduled to go into effect in early September.
Contrary to the plaintiff's argument, the FTC does have the authority to make such a rule, and ATS's arguments were largely "without merit," Hodge wrote in her decision [PDF]. 
"The Court finds it clear that the FTC is empowered to make both procedural and substantive rules as is necessary to prevent unfair methods of competition," Hodge wrote. "Had Congress intended to limit the FTC's substantive rulemaking authority ... it would have done so at any time over the last century."
Beyond arguing that the ban was an overreach by the FTC, ATS also claimed that it would be irreparably harmed if its 12 employees, all bound by noncompetes, were suddenly without the restriction. Hodge didn't buy it, saying that an estimated $27.78 needed to notify each current and former employee was beneath the notice of the court, and that an estimate of $1,211.58 needed to revise employment contracts was simply the cost of doing business and an "insufficient [basis] for injunctive relief."
Further argument from ATS that employees would leave if the noncompete ban went into effect also didn't hold water with the judge, who said the company's specialized training "can be a competitive differentiator in a more competitive labor market where noncompetes do not restrict labor mobility."
"We are disappointed by the court's decision to deny our client ... a preliminary injunction today," attorney Josh Robbins of libertarian law group Pacific Legal Foundation and representative for ATS told The Register.
"The FTC does not have the statutory authority to rewrite millions of employment contracts by banning noncompete agreements," Robbins added. "Despite today's ruling, we will continue to fight the FTC's power-grab."
Noncompete competition continues
The FTC estimates that around 30 million people, roughly one in five American workers, are bound by noncompete agreements that bar them from seeking work at a competitor, typically for a year after leaving their employer.
The Philadelphia decision stands in direct opposition to the other legal challenge raised against the FTC's noncompete ban in Texas, where a judge decided earlier this month to stay the rule, though only for the plaintiffs in that case.
Texas federal judge Ada Brown decided in that matter, which was brought by the US Chamber of Commerce, tax prep firm Ryan, LLC and several other Texas business associations, that the FTC had overstepped its authority. Brown called the noncompete ban "arbitrary and capricious," and said the plaintiffs were likely to succeed on the merits of their challenge, which rests largely on recent actions by the US Supreme Court that stripped federal agencies of their rulemaking authority.


	FTC sticks a probe into 'surveillance pricing' Big Biz uses to gouge us all


	US Chamber of Commerce to sue FTC for banning noncompetes in most jobs


	Infosys noncompete clause sparks complaint from labor rights org


	Prepare to be shocked: Employees hate this One Weird Clause


While none of the recent applicable SCOTUS decisions were mentioned in ATS's suit, the contention that the FTC didn't have the authority to make such a rule generally falls in line with the arguments made in Texas.
It's not clear whether the outcome of the Philadelphia case will have any bearing on deliberations in Texas, which are ongoing. The stay in the matter isn't yet permanent, though Brown said it very well may become so when she issues a decision in August.
Brown was appointed to her seat in Texas by former President Donald Trump, while Hodge is a Biden appointee. With the matter twice decided on partisan lines, it's not clear how future litigation surrounding the noncompete ban will shake down.
Another case contesting the noncompete ban has been filed in Florida by retirement community The Villages, which also argues the ban is an overreach of the FTC's authority. The Villages have also asked for a preliminary injunction on the rule, but the matter has yet to be heard in court, nor has a date been set. Depending on the outcome of that injunction request, the FTC's noncompete ban could still end up stayed before September.
"The judge's decision [in the ATS case] fully vindicates that precedent and the plain text of FTC Act clearly provide us rulemaking authority to ban noncompete clauses, which harm competition by inhibiting workers' freedom and mobility while stunting economic growth," FTC spokesperson Douglas Farrar told The Register.
The FTC claims that a ban on noncompetes would reduce healthcare costs by as much as $194 billion in the next decade, lead to 8,500 additional new businesses formed annually, and raise worker earnings by an estimated $524 per person per year.
We're told that the Philadelphia decision could have an impact on other court cases challenging the noncompete ban, and that the FTC is confident it would defeat ATS if the company chooses to go higher up the ladder to reach a different judicial branch. (r)
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Concerns abound over why it has taken so long to recover compared to competitors    
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The US Department of Transportation (DoT) is investigating Delta Air Lines over its handling of the global IT outage caused by CrowdStrike's content update.
Delta has had a particularly rough time since Friday, consistently cancelling hundreds of flights a day. On Monday it cancelled a whopping 1,150 flights, and since last week hundreds more have been delayed, thrusting travel plans into ruin.
"We launched an investigation today because what we've seen is a very different pattern from Delta than the other airlines," Secretary of Transportation Pete Buttigieg told media on Tuesday.
"Look, the entire global economy was affected on Friday and that's certainly included airlines around the country and around the world. But most of those airlines recovered and got back to normal within a couple of days. Delta, on the other hand, still not back to normal as of today. 
"We have received about 3,000 complaints from passengers... that is unacceptable. And we're concerned both about the delays and cancellations and about how hard it has been to get somebody on the phone.
"We launched a really new era of enforcement with the action that we took against Southwest [in 2023]. $140 million, which was a record penalty, designed to send a message to industry and to get accountability and some compensation for passengers. Of course, I can't prejudge an investigation that's just started today on the Delta side. But I will say that same high standard that we've set is going to guide us from now on."
In a xeet from his personal account, Buttigieg referenced anecdotes from the complaints from Delta customers of having to sleep on the floor of an airport while waiting for updated flight information, all without access to customer service support.
Delta's most recent progress update on Tuesday was filled with "highlights" of its efforts to remediate the ongoing issues, including a 50 percent day-over-day decrease in flight cancellations, a 43 percent increase in Atlanta flight volumes compared to Monday, and a 75 percent clearance of a backlog of issues in its crew tracking system.
The major airline described the days since the outage as "extraordinarily difficult" and that its "heroic" staff and around 1,500 volunteers have been working "tirelessly" to ensure service is restored in time for the upcoming weekend.
"Teams are working around the clock to reposition planes and people to where they need to be so we can return to normal operations by the end of the week," said John Laughter, chief of operations and president at Delta TechOps. "We're seeing solid day-over-day progress across operating metrics that the entire team should be proud of.
"With our collective focus, we will continue this momentum to be in good shape ahead of the busy weekend."
Delta was just one of the major US airlines severely affected by the global IT outage last Friday. Allegiant Air, American Airlines, Frontier Airlines, Spirit Airlines, and United Airlines were also among those grounded by the Federal Aviation Administration on the day, although most have largely recovered now.
(Reports that Southwest Airlines avoided the mess because it was using Windows 3.1 turned out to be based on a viral troll tweet; it's not using the 1992 Microsoft OS in this manner.)
How to recover
The early advice given to the IT admins tasked with repairing approximately 8.5 million endpoints that experienced Blue Screens of Death following the CrowdStrike content update was to boot affected machines in safe mode and delete the dodgy file that caused the mess.


	CrowdStrike blames a test software bug for that giant global mess it made


	How did a CrowdStrike config file crash millions of Windows computers? We take a closer look at the code


	Administrators have update lessons to learn from the CrowdStrike outage


	Cybercrooks spell trouble with typosquatting domains amid CrowdStrike crisis


Microsoft Azure cloud users reported having to reboot their systems as many as 15 times before CrowdStrike's fix took effect. In any case, the methods were highly manual, which is why so many organizations have taken so long to recover.
CrowdStrike has since launched an opt-in program to have customers' endpoints restored automatically via the cloud, although the efficacy of this method varies substantially between customers.
In the past few hours, the vendor also published a preliminary postmortem of the incident. It's a fairly verbose read but, in essence, the faulty file wasn't caught because the component that's responsible for checking each detection logic template that's applied to the Falcon Sensor didn't flag one particular template before it was shipped. This meant that the issues the channel file caused weren't picked up before it was sent to customers.
Big money
Savanthi Syth, airline analyst for Raymond James, told CNN she expected Delta's costs to be in the region of $163 million as of Monday - a figure likely to rise as cancellations continue and additional payments are made to staff working overtime.
According to experts speaking to the Financial Times, many insurers are also bracing for a hefty series of payouts in the coming weeks to cover the costs of downtime, business continuity disruption, and hardware (property) damages.
Burns & Wilcox said it expects the lower end of their estimations to be $1 billion in total costs, while others were less keen to put numbers on estimates at this early stage. (r)
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Some Windows devices are presenting users with a BitLocker recovery screen upon reboot following the installation of July's Patch Tuesday update.
Microsoft confirmed the issue overnight with an update to its Windows Release Health dashboard. The issue effects versions of Windows from Windows 10 21H2 to Windows 11 23H2 on the client side and Windows Server 2008 to Windows Server 2022 on the server side.
This is quite different from the CrowdStrike issue that caused global chaos at the end of last week. However, affected users will need their BitLocker recovery key to start their device. After the excitement at the end of the previous week, we're pretty sure most administrators have a handle on where their keys are. Alternatively, Microsoft directed users to the BitLocker recovery key portal, although you'll need a Microsoft account to get into it.
Microsoft said: "This screen does not commonly appear after a Windows update. You are more likely to face this issue if you have the Device Encryption option enabled in Settings under Privacy & Security -> Device encryption."


	CrowdStrike's Falcon Sensor also linked to Linux kernel panics and crashes


	Angry admins share the CrowdStrike outage experience


	Azure VMs ruined by CrowdStrike patchpocalypse? Microsoft has recovery tips


	Microsoft admits to problems upgrading Windows 11 Pro to Enterprise


However, it will be enough to trigger a nervous tic or two in administrators still recovering from the recent IT outage.
Windows updates are perfect candidates for staggered rollouts and deployment rings, so the impact of the issue will be minimal for users who do not immediately take every update Microsoft offers. The company has form when it comes to broken patches.
In January, Microsoft attempted to deal with a BitLocker vulnerability, but some Windows 10 users ran into difficulty as the company's legendary quality control struck, and threw up a generic error message during installation.
As for this latest problem, Microsoft said: "We are investigating the issue and will provide an update when more information is available."
For Windows users left somewhat rattled by recent events, the warning confirms mutterings in various forums that something was amiss with the update rather than anything to do with the CrowdStrike fiasco.
The timing, however, could not be more unfortunate. (r)
    






        





This article was downloaded by calibre from https://go.theregister.com/feed/www.theregister.com/2024/07/24/windows_update_bitlocker/



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next







    
        Original URL: https://www.theregister.com/2024/07/24/foss_gets_geopolitical/
    

    CrowdStrike fiasco highlights growing Sino-Russian tech independence

    
China is playing a long game, which could pay off on an enormous scale    
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Analysis Some of the common arguments for moving away from proprietary operating systems are about increasing personal (or corporate) freedom and decreasing expenditure, but there are bigger things at stake.
CrowdStrike's bad update took down Windows-based computer systems around the world and had wide-ranging impacts outside of IT. Microsoft software permeates so much of the connected, computer-driven world that it's easy to believe it's universal.
What's received less attention is that, due to geopolitical maneuvering, two of the world's largest countries were largely spared. As the BBC put it, China swerved the worst of the global tech meltdown. The South China Morning Post's coverage said Chinese cybersecurity firms are taking a victory lap.
Until last year, The Reg FOSS desk was based where Eastern and Western Europe meet. We took a close personal interest in Russia's invasion of Ukraine, and we've reported on how Linux adoption is spreading in Russia due to Western sanctions. One Russian Debian-derivative vendor was already planning to IPO by 2022, and other distros we never see in the West, such as ROSA Linux and the Calculate Linux family, are thriving.
As a result, there are reports that Russia was relatively unaffected and emerged unscathed.
China started getting rid of Windows years ago. Its government is instructing companies to replace non-Chinese OSes with domestic Linux distributions, such as Kylin and openKylin, based on Ubuntu. Kylin is doing well, reporting more than 800,000 users a year ago, while Debian-based sibling Deepin claims more than 3 million paying users.
As Windows users often tell us in the comments to our Linux distribution reviews, the Linux world is confusing and strange, and often the products are simply not quite as good as commercial alternatives. What the car industry calls fit and finish often are inferior ... and if that's what you're used to, the free software experience can be markedly inferior.
Even though, as we argue, you cannot in fact buy software at all. Despite this, new software keeps new hardware selling. It's constantly getting bigger and more complicated and slower, but not really objectively much better. Proprietary desktop and server OSes haven't vastly improved in 30 years.
There is a bigger picture here. FOSS frequently isn't as polished as proprietary software. The thing is, that sometimes doesn't matter. So long as an alternative does the essential parts of the job at all, that may be enough. If it's free - or at least, much cheaper - that is enough to clinch the deal.
An example in the West is ChromeOS and Google Docs. Yes, it's true, although there is a choice of rich local clients and backend servers to replace Microsoft Office and the combination of Outlook and Exchange Server - and frankly far too many desktops to launch them from - none are perfect replacements. That opened up the opportunity for Google to bypass the entire rivalry. If no alternative office suite is a perfect replacement, some companies have worked out that Google Apps in a browser is good enough to get by, and it comes effectively for free with Gmail (alongside Google Calendar and Google Contacts). If it lets your staff communicate and share what they need to get their work done, that is enough to suffice.
It may need an additional motivation, such as a ransomware attack. Long before CrowdStrike, the Conti ransomware took Nordic Choice Hotels' Windows machines out, so they used CloudReady to switch to ChromeOS Flex. If everything is web-based already, an OS that only offers a browser and nothing else will get the job done.
Don't underestimate the power of 'good enough'
ChromeOS is of course no use in China, behind the Google-blocking Great Firewall, but that's not a problem. As well as a choice of domestic Linux distributions, both for servers and clients, China is busily working on its own processors as well. The Register was already reporting on Godson processors in 2011. More recently, although still not super fast, China's Loongson processors are getting there. GCC supports them. They are in shipping hardware in a variety of form factors, including from Lenovo. If you hadn't guessed already, China is selling them to Russia.
Trade restrictions and sanctions, including blocking Russian contributions, are actively fostering local developments. Even Western companies buying up Russian software doesn't block this, it just results in domestic forks. Once the code is out there, taking it and forking it and developing it for local use is perfectly in line with the principles of free and open source software.
China is watching developments in Ukraine closely, as is occasionally even visible in tech circles. Similarly, the West is nervously monitoring Chinese tensions with Taiwan. TSMC's chip fabs are so hugely complex that it's highly unlikely a hostile invader could take over and keep them running, but just in case, there are remote kill switches in place. If China were to invade its smaller neighbour as Russia did, the effects on world chip supplies would be absolutely devastating. The US reportedly buys 92 per cent of its leading-edge chips from Taiwan.
Someone somewhere made a serious mistake that caused the CrowdStrike outage. The update was inadequately tested, and poorly deployed, without staging. (As Reg readers know, staging or phasing updates means not pushing them out to everyone at once. Canonical does this with its LTS releases, as we noted for 22.04.1 and more recently for 24.04.) But this botched update, arguably, hasn't hurt CrowdStrike that badly. Its share price is down but remains nearly twice what it was a year ago.


	How did a CrowdStrike config file crash millions of Windows computers? We take a closer look at the code


	CrowdStrike CEO summoned to explain epic fail to US Homeland Security committee


	CrowdStrike's Falcon Sensor also linked to Linux kernel panics and crashes


	CrowdStrike Windows patchpocalypse could take weeks to fix, IT admins fear


The real error here is so much of the IT industry blindly trusting large corporate vendors not to mess up. The webcomic XKCD has been eloquently skewering this for years. (This comic is from August 2018, presumably rather before Boeing putting the beancounters in charge, but XKCD has been doing so for years.) The big vendors are drowning in code like everyone else, but the difference is letting the marketing department guide decision-making.
Every business and organization is free not to take the mainstream route, but most simply follow the herd. That's what is leading to the commoditization of software.
The government of China has been doing something different, and as a result it need not care about the rest of the world's computer industry. It has its own OSes, running on its own silicon. It and its big Eurasian ally might be inconvenienced - but not crippled - by the collapse of the worldwide chip industry... just as it was, apparently, not massively affected in any significant way by CrowdStrike causing many of the world's Windows computer systems to collapse.
If Russia gets away with destroying Ukraine - allegedly in order to save it, of course - then China might prove willing to destroy Taiwan in much the same way. As a side effect, it could do a more effective job of destroying the world computer industry than even CrowdStrike managed. The world might suddenly be grateful for resource-frugal FOSS if it does. (r)
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    Microsoft: Our licensing terms do not meaningfully raise cloud rivals' costs

    
Redmond comes out swinging as it files response to Competition and Markets Authority    


    
        By 
Richard Speed        
    

    
        Posted in PaaS + IaaS,
        
            24th July 2024 11:34 GMT
        
    


    
Updated Microsoft has responded to the UK's Competition and Markets Authority (CMA) probe into public cloud services and licensing by insisting that its terms "do not meaningfully raise cloud rivals' costs."
In its response to the investigation, which landed alongside multiple submissions today the company insisted that Amazon remained the market-leading hyperscaler in the UK, and noted that Google was growing quarter-on-quarter. It also said that Windows Server was declining relative to Linux regarding cloud OS share, and SQL Server remained second-ranked to Oracle.
"Amazon and Google are also both still growing their Windows Server and SQL Server Virtual Machine (VM) vcore hour usage by UK customers," Microsoft stated.
Google's cloud business is certainly growing. According to its Q2 2024 financials [PDF], revenues from Google Cloud grew just under 29 percent year-on-year to over $10 billion. However, AWS and Microsoft Azure remain the big beasts in the UK cloud market while Google trails behind. In addition, Microsoft is nibbling away at Amazon's lead.
The crux of the matter is how much Microsoft charges for customers to use its software in rival clouds compared to its own Azure cloud service. According to the CMA, most customers it spoke to understood that using Microsoft products on Azure was cheaper than opting for one of the major rivals.
This, plus other factors, could drive customers to Azure or make it difficult for them to switch from the service.
Microsoft's bullish take on this is that AWS and Google should be grateful that they even get to run its software. In its response, the company said: "This dispute on pricing terms only arises because Microsoft grants all rivals IP licenses in the first place to its software that is of most popularity for use in the cloud. It does this not because there is any legal obligation to share IP with closest rivals in cloud, but for commercial reasons."
Indeed, the more places its software runs, the more license fees Microsoft can collect.
It continued: "Microsoft believes it is common ground that companies, even if you assume they have market power, can license their software products for a fee that is non-zero. Microsoft believes it is also accepted that licenses to software can come with specific use rights and different use rights can have different fees."


	Microsoft avoids formal antitrust EC probe over abusive licensing claims by settling case with CISPE


	UK CMA early findings indicate Microsoft restricts cloud choice


	Microsoft could be about to write a fat check to stave off cloud antitrust complaint


	Euro cloud group blasts Broadcom over VMware licensing maneuvers


This all sounds reasonable until you consider how an uplift in licensing fees might drive customers to one cloud or another. Google and AWS argue that customers should be free to take their licenses to the cloud. Microsoft, unsurprisingly, thinks differently: "This seeks to ignore the license terms and grant new rights to customer purchases that could have occurred a decade or more ago."
The company cited examples, including purchasing a printed book and then buying the ebook version for Kindle, and couldn't resist pointing out that Amazon would take a hefty cut from the transaction.
Indeed, Microsoft's argument appears to be that since cloud margins are so significant, both Google and AWS presumably have significant war chests with which to compete.
The company said: "Amazon and Google are investing $50 billion and $32 billion in capex which demonstrates their committed 'money where your mouth is' belief in a profitable and competitive future in cloud. These are not the actions of marginalised or weakened rivals struggling to compete with the burden of compensating Microsoft for making profitable use of its IP at (hyper)scale."
That said, Microsoft has made a deal with the Cloud Infrastructure Service Providers of Europe (CISPE) trade group in part to avoid regulator scrutiny over allegations of anti-competitive behavior. The deal, which at its heart sought to address the cost of running Microsoft software on rival clouds, explicitly excluded AWS. (r)
Updated to add
A Google Cloud spokesperson commented to The Reg: "The cloud is helping power the digital economy in the UK, but restrictive licensing continues to limit customer choice and innovation. We will continue to advocate against unfair practices, highlighting the consequences of licensing lock-in from legacy vendors like Microsoft."
An AWS spokesperson, meanwhile, directed us to the company's own response [PDF] to the CMA, and provided the following extract:


A study by Professor Frederic Jenny published on 22 March 2023 estimated that the first-year extra cost caused by customers needing to repurchase existing BYOL Microsoft 365 software licences to be used in conjunction with third-party cloud services was approximately EU560 million in Europe and a cost increase of up to 80-100 percent for Microsoft software compared to when there was no such requirement.


This study also estimated that Microsoft's SQL Server licensing restrictions 'can result in a relative price increase of up to 300 percent for customers choosing a non-Azure cloud infrastructure.'


Microsoft has acknowledged customers' concerns, but rather than fix its policy so all IT customers can run Microsoft's software on the cloud services provider of their choice, as it was before, it has unilaterally decided to lift some burdens for certain IT customers while preventing others from being able to run Microsoft's software on specific workloads or specific cloud services providers' infrastructure.


Mark Boost, CEO of Civo, added: "Microsoft has done nothing to answer the cloud community's charge that they stifle competition and harm consumer choice. The fact is that cloud users are, intentionally or not, discouraged from seeking alternative platforms as a direct result of Microsoft's licensing terms, and the company still hasn't tackled this head-on. Equally interoperable services are essential for users to fairly access the cloud features that best serve them.
"Microsoft dismisses appeals to the spirits of 'choice,' 'switching' or 'multi-cloud,' yet they're exactly what the cloud market needs. Hyperscalers must not be allowed to shift the narrative by finger pointing at select competitors, it's the customer they need to answer to."
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    Forget security - Google's reCAPTCHA v2 is exploiting users for profit

    
Web puzzles don't protect against bots, but humans have spent 819 million unpaid hours solving them    
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Updated Google promotes its reCAPTCHA service as a security mechanism for websites, but researchers affiliated with the University of California, Irvine, argue it's harvesting information while extracting human labor worth billions.
The term CAPTCHA stands for "Completely Automated Public Turing test to tell Computers and Humans Apart," and, as Google explains, it refers to a challenge-response authentication scheme that presents people with a puzzle or question that a computer cannot solve.
Such tests have been used for nearly two decades to combat fraud and other forms of online automated abuse. CAPTCHA puzzles - which may involve text, image, audio, or behavioral challenges such as clicking checkboxes - are ubiquitous online.
Google acquired the reCAPTCHA service in 2009, two years after its debut.
The search giant has since revised the service since- reCAPTCHA v2 arrived in 2014 and reCAPTCHA v3 in 2018, shortly after the shutdown of v1. Though v3 is the latest version, v2 is still used by almost three million websites.
The utility of reCAPTCHA challenges appears to be significantly diminished in an era when AI models can answer CAPTCHA questions almost as well as humans.
Show me the money
UC Irvine academics contend CAPTCHAs should be binned.
In a paper titled "Dazed & Confused: A Large-Scale Real-World User Study of reCAPTCHA v2," authors Andrew Searles, Renascence Tarafder Prapty, and Gene Tsudik argue that the service should be abandoned because it's disliked by users, costly in terms of time and datacenter resources, and vulnerable to bots - contrary to its intended purpose.
"I believe reCAPTCHA's true purpose is to harvest user information and labor from websites," asserted Andrew Searles, who just completed his PhD and was the paper's lead author, in an email to The Register.
"If you believe that reCAPTCHA is securing your website, you have been deceived. Additionally, this false sense of security has come with an immense cost of human time and privacy."
The paper, released in November 2023, notes that even back in 2016 researchers were able to defeat reCAPTCHA v2 image challenges 70 percent of the time. The reCAPTCHA v2 checkbox challenge is even more vulnerable - the researchers claim it can be defeated 100 percent of the time.
reCAPTCHA v3 has fared no better. In 2019, researchers devised a reinforcement learning attack that breaks reCAPTCHA v3's behavior-based challenges 97 percent of the time.
"Version 3 is better than v2 since it is purely behavioral," noted Gene Tsudik, professor of computer science at the University of California, Irvine. "But, like v2, is not a true CAPTCHA - meaning it's not 'public' and it's not a Turing Test. It is a behavioral analytics-based method that assigns scores to user behavior. Thus it's privacy-invasive, since we (the public) don't know how it works. It's essentially a 'black box.'


	Google reCAPTCHA service under the microscope: Questions raised over privacy promises, cookie use


	Cloudflare's invisible CAPTCHA works by probing browsers with JavaScript


	DataDome looks to CAPTCHA the moment with test of humanity that doesn't hurt


	Artificial intelligence is a liability


"These systems were beaten before they were ever introduced on the global scale," argued Searles. "Image selection problems were solved by computers in 2009 (yet added by Google in 2014). reCAPTCHA third-party cookies for behavioral detection introduced the 'click-jacking' vulnerability, making it easier to automatically bypass them."
You are the product
The authors' research findings are based on a study of users conducted over 13 months in 2022 and 2023. Some 9,141 reCAPTCHA v2 sessions were captured from unwitting participants and analyzed, in conjunction with a survey completed by 108 individuals.
Respondents gave the reCAPTCHA v2 checkbox puzzle 78.51 out of 100 on the System Usability Scale, while the image puzzle rated only 58.90. "Results demonstrate that 40 percent of participants found the image version to be annoying (or very annoying), while <10 percent found the checkbox version annoying," the paper explains.
But when examined in aggregate, reCAPTCHA interactions impose a significant cost - some of which Google captures.
"In terms of cost, we estimate that - during over 13 years of its deployment - 819 million hours of human time has been spent on reCAPTCHA, which corresponds to at least $6.1 billion USD in wages," the authors state in their paper.
"Traffic resulting from reCAPTCHA consumed 134 petabytes of bandwidth, which translates into about 7.5 million kWhs of energy, corresponding to 7.5 million pounds of CO2. In addition, Google has potentially profited $888 billion from cookies [created by reCAPTCHA sessions] and $8.75-32.3 billion per each sale of their total labeled data set."
Asked whether the costs Google shifts to reCAPTCHA users in the form of time and effort are unreasonable or exploitive, Searles pointed to the original white paper on CAPTCHAs by Luis von Ahn, Manuel Blum, and John Langford - which includes a section titled "Stealing cycles from humans."
"This basically [summarizes] how CAPTCHAs create an exploitative economy of function where nefarious bots can conscript humans to complete challenges for them," Searles explained. "It is unreasonable to make someone solve a security challenge when there is no gained security."
That cost should be borne by Google rather than website users, Searles argued. "If a service claims to detect bots then it should detect bots - especially if it's a paid service."
As the paper points out, image-labeling challenges have been around since 2004 and by 2010 there were attacks that could beat them 100 percent of the time. Despite this, Google introduced reCAPTCHA v2 with a fall-back image recognition security challenge that had been proven to be insecure four years earlier.
This makes no sense, the authors argue, from a security perspective. But it does make sense if the goal is obtaining image labeling data - the results of users identifying CAPTCHA images - which Google happens to sell as a cloud service. The puzzles presented by reCAPTCHA - such as identifying traffic lights and bicycles in photos - look suspiciously like methods for collecting training data for improving self-driving cars, a good number of netizens believe. Google just threw another $5 billion at its autonomous vehicle project Waymo, incidentally.
"The conclusion can be extended that the true purpose of reCAPTCHA v2 is a free image-labeling labor and tracking cookie farm for advertising and data profit masquerading as a security service," the paper declares.
"I think that there is absolutely NO space for hard AI problems to exist in computer security," suggested Searles. "This has been an experiment that has enhanced some computational ability but there is no realistic or measurable security achieved from using such technology."
Google did not respond to a request for comment. (r)
Updated to add at 1830 UTC
In a statement provided to The Register after this story was filed, a Google spokesperson said:


reCAPTCHA user data is not used for any other purpose than to improve the reCAPTCHA service, which the terms of service make clear.


Further, a majority of our user base have moved to reCAPTCHA v3, which improves fraud detection with invisible scoring. Even if a site were still on the previous generation of the product, reCAPTCHA v2 visual challenge images are all pre-labeled and user input plays no role in image labeling.


Asked to respond to Google's comment, Searles addressed several points below.

  Regarding the internet titan's assertion that "reCAPTCHA user data is not used for any other purpose than to improve the reCAPTCHA service, which the terms of service make clear."

"Could they prove this with a public audit of all their records?" Seales asked. "While they may claim this to be the case now, this is not the claim of the white paper [PDF]. The 're' in 'reCAPTCHA' stands for reusing the data from CAPTCHAs to train ML models.
"Also, legally, this is a very vague statement: You could consider that selling reCAPTCHA user data to be an improvement of the service because you can take that money and reinvest it into reCAPTCHA and it would be considered an improvement. Note how they do not claim that they don't sell user data."

  Regarding, "Further, a majority of our user base have moved to reCAPTCHA v3, which improves fraud detection with invisible scoring."

"Trivially bypassed in 2019, reCAPTCHA v3 offers zero provable claims surrounding its security," said Searles. "Invisible scoring, aka a black box, is a ridiculous claim and has nothing to do with Turing tests or CAPTCHAs."

  Regarding, "Even if a site were still on the previous generation of the product - reCAPTCHA v2 visual challenge images are all pre-labeled and user input plays no role in image labeling."

"Would they publicly release all data from all historic reCAPTCHA solutions to prove such a claim?" Seales asked.
"Notably they claim in 2014 that they add it based on a 'classic computer vision problem of image labeling,' when this computer vision problem was solved in 2010 with 100 percent accuracy. Earlier in this blog they claim to be phasing out distorted text because of its ability to be solved by computers at 99 percent accuracy.
"There is either an extreme degree of incompetence or a massive contradiction. 'Let's replace defeated technology with more defeated technology because it's more secure!' It's pretty obvious that they used it to train machine learning models since this is the purpose of reCAPTCHA."
    






        





This article was downloaded by calibre from https://go.theregister.com/feed/www.theregister.com/2024/07/24/googles_recaptchav2_labor/



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next







    
        Original URL: https://www.theregister.com/2024/07/24/crowdstrike_validator_failure/
    

    CrowdStrike blames a test software bug for that giant global mess it made

    
Something called 'Content Validator' did not validate the content, and the rest is history    
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CrowdStrike has blamed a bug in its own test software for the mass-crash-event it caused last week.
A Wednesday update to its remediation guide added a preliminary post incident review (PIR) that offers the antivirus maker's view of how it brought down 8.5 million Windows boxes.
The explanation opens by detailing that CrowdStrike's Falcon Sensor ships with "sensor content" that steers and defines its threat-detection engine's capabilities. This behavioral-based software is also updated with "rapid response content" that uses the sensor content to detect and handle specific emerging malware and other unwanted system activity. This rapid response content is delivered to users in those channel files you've been hearing about.
The base sensor content includes what's called "template types," which are blocks of code that can be customized and used by rapid response content to identify malicious stuff on a system. As such, these rapid response updates are known as "template instances" because they are "instantiations of a given template type."
Thus, the sensor content defines a bunch of code templates, and the rapid response content customizes the action of those templates so that the sensor software can detect, observe, and prevent specific system activity.
As CrowdStrike puts it, template instances configure how template types operate during runtime.
In February 2024, CrowdStrike introduced and distributed a new "inter-process-communication (IPC) template type" for rapid response content to use that the vendor designed to detect "novel attack techniques that abuse Named Pipes." The IPC template type passed testing on March 5, and a rapid response template instance was released to use it.
Three more IPC template instances were deployed between April 8 and April 24. All ran without crashing 8.5 million Windows machines - although, as we reported earlier this week, some Linux machines had problems with CrowdStrike's Falcon around May and June.
On July 19, CrowdStrike introduced two more IPC template instances. One included "problematic content data," but made it into production anyway, because of what CrowdStrike described as "a bug in the content validator."
The post doesn't detail the content validator's role; we'll assume it's supposed to do what the name suggests and likely in an automated manner.


	CrowdStrike CEO summoned to explain epic fail to US Homeland Security committee


	Life, interrupted: How CrowdStrike's patch failure is messing up the world


	Cybercrooks spell trouble with typosquatting domains amid CrowdStrike crisis


Whatever the validator does or is supposed to do, it did not prevent the release to customers of the dodgy July 19 template instance despite it being a dud. This test software should have detected that the content update was broken but approved it anyway because the validator was buggy.
CrowdStrike thus assumed the July 19 channel file release would be OK; the tests had after all passed the IPC template type delivered in March, and subsequent related IPC template instances, without a hitch on Windows.
History tells us that was a very bad assumption. As we concluded in our earlier analysis of the crash, Falcon loaded and parsed the new content and was confused by the broken template instance, which "resulted in an out-of-bounds memory read triggering an exception" within CrowdStrike's Windows driver-level code, which would bring down the whole box.
On reboot, it would start up and crash all over again. CrowdStrike's Falcon suite runs at the operating system level to give it good visibility for its threat detection operations. When its content interpreter is misled into accessing memory it shouldn't, however, as what happened here with the bad data, it has the potential to take out the OS and running applications with it.
"This unexpected exception could not be gracefully handled, resulting in a Windows operating system crash," Team CrowdStrike said.
On around 8.5 million machines.
The incident report includes promises to test future rapid response content more rigorously, stagger releases, offer users more control over when to deploy it, and provide release notes.
You read that right: Release notes. Be still your beating heart.txt.
The report also includes a pledge to release a full root cause analysis once CrowdStrike has finished its investigation.
Take all the time you want: Some of us are still busy rebuilding machines you broke. (r)
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    Security biz KnowBe4 hired fake North Korean techie, who got straight to work ... on evil

    
If it can happen to folks that run social engineering defence training, what hope for the rest of us?    
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Cybersecurity awareness and training provider KnowBe4 hired a North Korean fake IT worker for a software engineering role on its AI team, and only realized its mistake once the guy started using his company-provided computer for evil.
KnowBe4 'fessed up to the hire in a Tuesday disclosure from CEO Stu Sjouwerman. He explained that his HR team conducted four video interviews with the candidate, confirmed his appearance matched a photo included with a job the application, and conducted background checks.
Everything checked out OK, the faker was hired, and a Mac dispatched so he could start work.
Which is when the trouble started.
"We sent them their Mac workstation, and the moment it was received, it immediately started to load malware," Sjouwerman wrote.
It turns out the new hire used a stolen US-based ID and a stock photo - modified with AI - to fake their identity.
We're assured KnowBe4's security software detected the malware, leading to a probe that uncovered the faker.
When the security operation center (SOC) called the employee to address the malware, things "got dodgy fast."
The attacker claimed he was simply troubleshooting a speed issue with his router, and that it may have caused a compromise. KnowBe4's help desk tried to call the worker, but he soon became unresponsive.
An investigation revealed the attacker had manipulated session history files, transferred potentially harmful files, and executed unauthorized software.
"No illegal access was gained, and no data was lost or compromised on any KnowBe4 systems," the somewhat chastened security biz clarified. The time from KnowBe4's security operations center identifying the malware to the Mac being neutered was around 25 minutes.
KnowBe4 reckons the laptop was sent to an "IT mule laptop farm" - facilities in North Korea or China where fake workers ply their trade for employers, using VPNs to hide their true location. As far as companies are concerned, the laptops are being used by the expected hire in their expected country, such as America; in reality, the PC is being used thousands of miles away by someone unexpected, for purposes potentially malicious.


	Three cuffed for 'helping North Koreans' secure remote IT jobs in America


	North Korea building cash reserves using ransomware, video games


	New Nork-ish cyberespionage outfit uncovered after three years


	RIP Kevin Mitnick: Former most-wanted hacker dies at 59


"The scam is that they are actually doing the work, getting paid well, and give a large amount to North Korea to fund their illegal programs," wrote Sjouwerman.
The FBI has been alerted. Sjouwerman suggested others could avoid such incidents by monitoring devices that offer remote access, and better vetting to confirm a candidate's location. Use of VOIP numbers and lack of digital footprint for provided contact information should be a red flag, as should conflicting personal information and sophisticated use of VPNs.
North Korea's attempts to have its citizens pose as tech workers to earn money, and find malware targets, is well documented - but not something the average employer runs across every day.
However, infiltration is quite an admission from a business that was not only built with the help of Kevin Mitnick but aims to help organizations manage the ongoing problem of social engineering.
Infosec luminary Brian Krebs praised KnowBe4's transparency. "Kudos to them for publishing this. If it can happen to a security awareness company, it can happen to anyone." (r)
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    How did a CrowdStrike file crash millions of Windows computers? We take a closer look at the code

    
Maybe next time some staged rollouts? A bit of QA too?    
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Analysis Last week, at 0409 UTC on July 19, 2024, antivirus maker CrowdStrike released an update to its widely used Falcon platform that caused Microsoft Windows machines around the world to crash.
The impact was extensive. Supply chain firm Interos estimates 674,620 direct enterprise customer relationships of CrowdStrike and Microsoft were affected. Microsoft said 8.5 million Windows machines failed. The results beyond a massive amount of IT remediation time included global flight and shipping delays due to widespread Windows system failures.
The cause, to the extent so far revealed by CrowdStrike, was "a logic error resulting in a system crash and blue screen (BSOD) on impacted systems."
That crash stemmed from mangled data that somehow found its way into a Falcon configuration file called a channel file, which controls the way CrowdStrike's security software works.
Channel Files are updated over time by CrowdStrike and pushed to systems running its software. In turn, Falcon on those machines uses information in the files to detect and respond to threats. This is part of Falcon's behavioral-based mechanisms that identify, highlight, and thwart malware and other unwanted activities on computers.
In this case, a channel file was pushed to millions of Windows computers running Falcon that confused the security software to the point where it crashed the whole system. On rebooting an affected box, it would almost immediately start up Falcon and crash all over again.
According to CrowdStrike, Channel Files on Windows machines are stored in the following directory:

  C:\Windows\System32\drivers\CrowdStrike\

The files use a naming convention that starts with "C-" followed by a unique identifying number. The errant file's name in this case started with "C-00000291-", followed by various other numbers, and ended with the .sys extension. But these are not kernel drivers, according to CrowdStrike; indeed, they are data files used by Falcon, which does run at the driver level.
That is to say, the broken file was not a driver executable but it was processed by CrowdStrike's highly trusted code that is allowed to run within the operating system context, and when the bad file caused that code to go off the rails, it brought down the whole surrounding operating system - Microsoft Windows in this saga.
"Channel File 291 controls how Falcon evaluates named pipe execution on Windows systems. Named pipes are used for normal, interprocess or intersystem communication in Windows," CrowdStrike explained in a technical summary published over the weekend.


The configuration update triggered a logic error that resulted in an operating system crash


"The update that occurred at 04:09 UTC was designed to target newly observed, malicious named pipes being used by common C2 frameworks in cyberattacks. The configuration update triggered a logic error that resulted in an operating system crash."
Translation: CrowdStrike spotted malware abusing a Windows feature called named pipes to communicate with that malicious software's command-and-control (C2) servers, which typically instruct the malware to perform all sorts of bad things. CrowdStrike pushed out a file update to detect and block that misuse of pipes, but the definition data broke Falcon.
While there has been speculation that the error was the result of null bytes in the Channel File, CrowdStrike insists that's not the case.
"This is not related to null bytes contained within Channel File 291 or any other Channel File," the cybersecurity outfit said, promising further root cause analysis to determine how the logic flaw occurred.
Specific details about the root cause of the error have yet to be formally disclosed - CrowdStrike CEO George Kurtz has just been asked to testify before Congress over this matter - though security experts such as Google Project Zero guru Tavis Ormandy and Objective-See founder Patrick Wardle, have argued convincingly that the offending Channel File caused Falcon to access information in memory that simply wasn't present, triggering a crash.
It appears Falcon reads entries from a table in memory in a loop and uses those entries as pointers into memory for further work. When at least one of those entries was not correct or present, as a result of the channel file's contents, and instead contained a garbage value, the kernel-level code used that garbage as if it was valid, causing it to access unmapped memory.
That bad access was caught by the processor and operating system, and sparked a BSOD because at that point the OS knows something unexpected has happened at a very low level. It's arguably better to crash in this situation than attempt to continue and scribble over data and cause more damage.
Wardle told The Register the crash dump and disassembly make it clear that the crash arose from trying to use uninitialized data as a pointer - a wild pointer - but further specifics remain unknown.
"We still don't have the exact reason, though, why the channel file triggered that," he said.
The Register spoke with cybersecurity veteran Omkhar Arasaratnam, general manager of OpenSSF, about how things fell apart.
Arasaratnam said the exact cause remains a matter of speculation because he doesn't have access to the CrowdStrike source code or the Windows kernel.


	CrowdStrike CEO summoned to explain epic fail to US Homeland Security


	CrowdStrike's Falcon Sensor also linked to Linux kernel panics and crashes


	CrowdStrike Windows patchpocalypse could take weeks to fix, IT admins fear


	Angry admins share the CrowdStrike outage experience


CrowdStrike's Falcon software, he said, has two components: A digitally signed, Microsoft-approved driver called CSAgent.sys and the Channel Files used for updating the software with the latest security information.
Falcon arguably has to run at a low level, within the OS context, so that it has good visibility of the system to provide threat detection and to evade attempts by malware to kill it off from the application level.
"What CrowdStrike did is they essentially have a driver that's signed that then loads a bunch of these channel configurations," said Arasaratnam. "We don't know what the channel configuration file actually entails. It's a combination of what's in the file, as well as how CSAgent.sys interprets that."
Based on one stack trace, he explained, CSAgent.sys gets terminated for performing what's known as a bad pointer dereference. It tried to access memory from the address 0x000000000000009c, which didn't exist.
"It was an area of memory that it shouldn't have had access to," said Arasaratnam.
"Now, the Catch-22 you get into when you have a very low-level program like this, is the kernel overall is supposed to be responsible for the operating system doing many low-level things, including allocating memory," Arasaratnam said.
"So if the kernel is trying, in essence, is trying to access memory that it shouldn't access, the appropriate thing to do, just from an operating system theory perspective, is to assume that none of the memory that's been allocated is safe, because if the kernel doesn't know, who the heck does, and basically halt the system."


Do you know more about how the crash happened? Contact us directly here or anonymously via the instructions here.


The situation was complicated by the way the Windows driver architecture works, Arasaratnam explained.
"The way that it works is that drivers can set a flag called boot-start," he said.
"So normally, if you've got a driver that's acting kind of buggy and causes a failure like this, Windows can auto resume by simply not loading the driver the next time. But if it is set as boot-start, which is supposed to be reserved for critical drivers, like one for your hard drive, Windows will not eliminate that from the startup sequence and will continue to fail over and over and over and over again, which is what we saw with the CrowdStrike failure."
(We believe the reason why Microsoft recommended people reboot affected Windows virtual machines on Azure as many as 15 times to clear the problem is because there was a small chance each time that the errant channel file would be automatically updated to a non-broken one before the CSAgent.sys driver started parsing it. After multiple reboots, you would eventually win that race condition.)
Arasaratnam said that beyond that, we won't know how the Channel File update that told CSAgent.sys to do a bad pointer dereference managed to pass quality assurance (QA).
"It seems obvious that something slipped past QA given the frequency with which the crash occurred," he said. "It seems like even a trivial amount of QA would have caught this. This isn't some edge case where it's like one in 1,000 machines, right?"
Arasaratnam said there are several best practices that should have been observed. One is not to run software in kernel mode if you can help it. Second, is to ensure that QA is more thorough. Third, is to do what Google does by deploying incremental Canary releases.
He explained, "One of the techniques employed by Google, which we used when I was there, is to do what's called Canary releases - gradual or slow rollouts - and observe what's occurring rather than crashing what Microsoft estimated were 8.5 million machines." (r)


CrowdStrike confirmed our analysis of the crash within hours of our story going live, saying here it was due to "an out-of-bounds memory read triggering an exception."
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