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      Latest Science News

      Breaking science news and articles on global warming, extrasolar planets, stem cells, bird flu, autism, nanotechnology, dinosaurs, evolution -- the latest discoveries in astronomy, anthropology, biology, chemistry, climate and environment, computers, engineering, health and medicine, math, physics, psychology, technology, and more -- from the world's leading universities and research organizations.


      
        Pursuing the middle path to scientific discovery
        Scientists have made significant strides in understanding the properties of a ferroelectric material under an electric field. This breakthrough holds potential for advances in computer memory, lasers and sensors for ultraprecise measurements.

      

      
        Generation X and millennials in US have higher risk of developing 17 cancers compared to older generations
        A new large study suggests incidence rates continued to rise in successively younger generations in 17 of the 34 cancer types, including breast, pancreatic, and gastric cancers. Mortality trends also increased in conjunction with the incidence of liver (female only), uterine corpus, gallbladder, testicular, and colorectal cancers.

      

      
        'Smarter' semiconductor technology for training 'smarter' artificial intelligence
        Scientists develop next-generation semiconductor technology for high-efficiency, low-power artificial intelligence.

      

      
        Precision oncology via artificial intelligence on cancer biopsies
        An artificial intelligence method to detect biomarkers in tumor biopsies promises to cut weeks and thousands of dollars from cancer detection, extending the benefits of precision oncology to underserved and under-resourced patients.

      

      
        New small molecule could treat sickle cell disease in adults that don't respond to hydroxyurea, alone
        Researchers found a small molecule that increases fetal hemoglobin production in human blood stem cells and leads to fewer sickled red blood cells in mice, providing proof of principle for developing more effective therapeutics for sickle cell disease.

      

      
        Mass extinction 66 million years ago triggered rapid evolution of bird genomes
        Study finds that the mass extinction caused by an asteroid about 66 million years ago led to critical changes in bird genomes that ultimately sparked the incredibly diversity living birds.

      

      
        The next generation of RNA chips
        An international research team has succeeded in developing a new version of RNA building blocks with higher chemical reactivity and photosensitivity. This can significantly reduce the production time of RNA chips used in biotechnological and medical research. The chemical synthesis of these chips is now twice as fast and seven times more efficient.

      

      
        3D models provide unprecedented look at corals' response to bleaching events
        Marine biologists are providing a glimpse into coral 'bleaching' responses to stress, using imaging technology to pinpoint coral survival rates following multiple bleaching events off the island of Maui. Using a time series of coral reef 3D models from Maui, the researchers tracked the bleaching response of 1,832 coral colonies from 2014 to 2021. The seven-year data set provided detailed imagery of the reefs year-by-year, allowing the team to identify patterns of coral growth and survivorship thr...

      

      
        Underwater mapping reveals new insights into melting of Antarctica's ice shelves
        Clues to future sea level rise have been revealed by the first detailed maps of the underside of a floating ice shelf in Antarctica. An international research team deployed an unmanned submersible beneath the Dotson Ice Shelf in West Antarctica.

      

      
        Can this device prevent a stroke during a heart valve operation? New research shows potential benefit
        Recently published research shows a medical device may be beneficial for patients who have previously had a stroke and are planning to undergo a transcatheter aortic valve replacement, a type of heart valve operation.

      

      
        Are cardiovascular risk factors linked to migraine?
        Having high blood pressure, specifically high diastolic blood pressure, was linked to a slightly higher odds of ever having migraine in female participants, according to a new study. Diastolic pressure is when the heart is resting between beats. However, the study did not find an increased risk between other cardiovascular risk factors and migraine.

      

      
        Scientists devise method to secure Earth's biodiversity on the moon
        New research led proposes a plan to safeguard Earth's imperiled biodiversity by cryogenically preserving biological material on the moon. The moon's permanently shadowed craters are cold enough for cryogenic preservation without the need for electricity or liquid nitrogen.

      

      
        Cannabinoid CBG reduces anxiety and stress in first human clinical trial
        A lesser-known cannabinoid that is gaining in popularity Cannabigerol (CBG) effectively reduced anxiety in a clinical trial without the intoxication typically associated with whole plant cannabis. It may even have some memory enhancing effects, according to a new study. For the study, researchers conducted the first human clinical trial investigating the acute effects of CBG on anxiety, stress and mood. The research revealed that 20 mg of hemp-derived CBG significantly reduced feelings of anxiety...

      

      
        Researchers explore cancer susceptibility in birds
        In one of the largest studies of cancer susceptibility across bird species, researchers describe an intriguing relationship between reproductive rates and cancer susceptibility.

      

      
        Serotonin-producing neurons regulate malignancy in ependymoma brain tumors
        Researchers have discovered tumor-neuron interactions that regulate the growth of ependymoma brain tumors.

      

      
        Body appreciation varies across cultures
        People from different cultures show both similarities and differences in how body appreciation, sociocultural pressure, and internalization of thin ideals vary, according to a new study.

      

      
        Barriers designed to prevent saltwater intrusion may worsen inland flooding
        Building protection barriers without accounting for potential inland flooding risks from groundwater can eventually worsen the very issues they aim to solve.

      

      
        Cracking the carb code: Researchers create new glycemic index database to improve dietary awareness
        Researchers create the first national glycemic index database, revealing how common foods impact health and contribute to chronic diseases.

      

      
        Human cells for cardiovascular research
        The innermost layer of blood vessels is formed by endothelial cells, which in turn play a role in the development of diseases of the cardiovascular system. Human endothelial cells are therefore required for the 'in vitro' investigation of the causes of these diseases. Researchers have now established a highly efficient, cost-effective and reproducible way to generate functional endothelial cells from human induced pluripotent stem cells (hiPSCs) for tests in cell culture dishes.

      

      
        Cash and conservation: A worldwide analysis of wildlife represented on money
        Researchers investigate the representation of native fauna on 4,541 banknotes from 207 countries between 1980 and 2017, to identify geographic hotspots and taxonomic patterns, and determine whether threatened and endemic species were more readily represented.

      

      
        Climate change means that tropical cyclones in Southeast Asia are developing faster, lasting longer
        A study reveals that tropical cyclones in Southeast Asia are now forming closer to coastlines, intensifying more rapidly, and lingering longer over land.

      

      
        Skin may hold key to neurodevelopmental disorder diagnosis
        A genetic diagnostic method using a small sample of skin from the upper arm could identify rare neurodevelopmental disorders in a non-invasive way, according to researchers.

      

      
        AI 'hallucinations' tackled
        Significant strides in addressing the issue of AI 'hallucinations' and improving the reliability of anomaly detection algorithms.

      

      
        The rotation of a nearby star stuns astronomers
        Astronomers have found that the rotational profile of a nearby star, V889 Herculis, differs considerably from that of the Sun. The observation provides insights into the fundamental stellar astrophysics and helps us understand the activity of the Sun, its spot structures and eruptions.

      

      
        Surprising finding in glioblastomas
        Glioblastomas are highly aggressive, usually incurable brain tumors. If all therapeutic options are exhausted, patients have an average life expectancy of less than two years. Now researchers have made a surprising discovery: in the vicinity of glioblastomas, they found islands of highly potent immune cells in the neighboring bone marrow of the skull, which play a central role in defending against cancer. The new data may open up prospects for innovative therapies. On the other hand, they cast a ...

      

      
        AI opens door to safe, effective new antibiotics to combat resistant bacteria
        In a hopeful sign for demand for more safe, effective antibiotics for humans, researchers have leveraged artificial intelligence to develop a new drug that already is showing promise in animal trials.

      

      
        What's the weather like in the deep sea?
        A new study has revealed how even the deepest seafloors are affected by the daily back-and-forth of the tides, and the change of the seasons, and that currents at the bottom of the ocean are far more complicated than previously thought. These findings are helping us understand the deep-sea pathways of nutrients that support important deep-sea ecosystems, assess where microplastics and other pollutants accumulate in the ocean, and reconstruct past climate change.

      

      
        Researchers explore the potential of clean energy markets as a hedging tool
        Clean energy investments offer potential stability and growth, especially during volatile market conditions. A recent study explored the relationship between clean energy markets and global stock markets. Significant spillovers were observed from major indices like the SP500 to markets such as Japan's Nikkei225 and Global Clean Energy Index. These interactions suggest opportunities for optimizing investment portfolios and leveraging clean energy assets as hedging tools in volatile market environm...

      

      
        Most blood thinner dosing problems happen after initial prescription
        More than two-thirds of people taking blood thinners take direct oral anticoagulants, or DOACs, which are under- or over-prescribed in up to one in eight patients. A new study finds that most prescribing issues for DOACs occur after a provider writes the initial prescription. Researchers say the findings highlight why patients on DOACs need to be monitored consistently.

      

      
        AI boosts the power of EEGs, enabling neurologists to quickly, precisely pinpoint signs of dementia
        Scientists are using artificial intelligence (AI) and machine learning to analyze electroencephalogram (EEG) tests more quickly and precisely, enabling neurologists to find early signs of dementia among data that typically go unexamined.

      

      
        New principle for treating tuberculosis
        Researchers have succeeded in identifying and synthesizing a group of molecules that can act against the cause of tuberculosis in a new way. They describe that the so-called callyaerins act against the infectious disease by employing a fundamentally different mechanism compared to antibiotic agents used to date.

      

      
        Improving Alzheimer's disease imaging -- with fluorescent sensors
        Neurotransmitter levels in the brain can indicate brain health and neurodegenerative diseases like Alzheimer's. However, the protective blood-brain barrier (BBB) makes delivering fluorescent sensors that can detect these small molecules to the brain difficult. Now, researchers demonstrate a way of packaging these sensors for easy passage across the BBB in mice, allowing for improved brain imaging. With further development, the technology could help advance Alzheimer's disease diagnosis and treatm...

      

      
        More electricity from the sun
        A coating of solar cells with special organic molecules could pave the way for a new generation of solar panels. This coating can increase the efficiency of monolithic tandem cells made of silicon and perovskite while lowering their cost -- because they are produced from industrial, microstructured, standard silicon wafers.

      

      
        Strong El Nino makes European winters easier to forecast
        Forecasting European winter weather patterns months in advance is made simpler during years of strong El Ni o or La Ni a events in the tropical Pacific Ocean, a new study has found.

      

      
        Physicists use light to probe deeper into the 'invisible' energy states of molecules
        Physicists have experimentally demonstrates a novel physical effect that was predicted 45 years ago. The effect will result in a new chemical analysis technique, to simultaneously identify molecular bonds and their 3D arrangement in space. This new technique will find applications in pharmaceutical science, security, forensics, environmental science, art conservation, and medicine.

      

      
        Unique mechanism protects pancreatic cells from inflammation in mice
        The results of the new study could have significant implications for understanding diabetes.

      

      
        New AI tool predicts risk for chronic pain in cancer patients
        With 80% accuracy, an AI-trained tool could help doctors identify which patients to treat for chronic pain.

      

      
        Green hydrogen: 'Artificial leaf' becomes better under pressure
        Hydrogen can be produced via the electrolytic splitting of water. One option here is the use of photoelectrodes that convert sunlight into voltage for electrolysis in so called photoelectrochemical cells (PEC cells). A research team has now shown that the efficiency of PEC cells can be significantly increased under pressure.

      

      
        Key challenges and promising avenues in obesity genetics
        Research on the genetics of obesity dates to the early 1920s, with many of the initial findings indicating the complexity and multifaceted nature of obesity perfectly resonating with more modern discoveries. Researchers have collected nearly a century's worth of considerations and advancements to frame their perspectives on modern research into the genetics of obesity.

      

      
        Scientists capture immune cells hidden in nasal passages
        Scientists uncover 'striking' immune cell populations poised to fight SARS-CoV-2 in upper airway.

      

      
        Recent volcanic 'fires' in Iceland triggered by storage and melting in crust
        Scientists have detected geochemical signatures of magma pooling and melting beneath the subsurface during the 'Fagradalsfjall Fires', that began on Iceland's Reykjanes peninsula in 2021. Samples show that the start of the eruption began with massive pooling of magma, contrasting initial hypothesis for magma ascent straight from the mantle.

      

      
        A new use for propofol in treating epilepsy?
        The general anesthetic propofol may hold the keys to developing new treatment strategies for epilepsy and other neurological disorders, according to a new study.

      

      
        This protein does 'The Twist'
        The NMDAR is involved in numerous cognitive functions including memory. Its movements are tightly coordinated like a choreographed dance routine. Scientists have now figured out how the protein performs a difficult 'Twist'-like dance move. The discovery could lead to new drug compounds that bind to NMDAR more effectively.

      

      
        Gut microbes implicated in bladder cancer
        Bladder cancer is the tenth most common type of cancer worldwide and is often linked to exposure to harmful chemicals, such as those found in tobacco smoke. A new study shows that the bacteria in our guts may play an important role in bladder cancer development. The scientists showed experimentally that certain gut bacteria can transform a class of carcinogens, often found in cigarette smoke, into related chemicals that accumulate in the bladder and give rise to tumors.

      

      
        Unraveling a key junction underlying muscle contraction
        Using powerful new visualization technologies, researchers have captured the first 3-D images of the structure of a key muscle receptor, providing new insights on how muscles develop across the animal kingdom and setting the stage for possible future treatments for muscular disorders.

      

      
        For bigger muscles push close to failure, for strength, maybe not
        When lifting weights, do you wonder how pushing yourself to the point of failure -- where you can't do another rep -- impacts your results? New research finds that if you're aiming for muscle growth, training closer to failure might be more effective. It doesn't matter if you adjust training volume by changing sets or reps; the relationship between how close you train to failure and muscle growth remains the same. For strength, how close you push to failure doesn't seem to matter as much.

      

      
        A brain fingerprint: Study uncovers unique brain plasticity in people born blind
        Neuroscientists reveal that the part of the brain that receives and processes visual information in sighted people develops a unique connectivity pattern in people born blind. They say this pattern in the primary visual cortex is unique to each person -- akin to a fingerprint.

      

      
        Bright prospects for engineering quantum light
        Computers benefit greatly from being connected to the internet, so we might ask: What good is a quantum computer without a quantum internet?

      

      
        New collaborative research generates lessons for more adaptive lake management
        A professor gathered feedback from 26 Colorado River Basin managers and experts took on water user roles to discuss consuming, banking and trading Colorado River water.

      

      
        Scientists discover entirely new wood type that could be highly efficient at carbon storage
        Researchers undertaking an evolutionary survey of the microscopic structure of wood from some of the world's most iconic trees and shrubs have discovered an entirely new type of wood.
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Pursuing the middle path to scientific discovery | ScienceDaily
Scientists determined the properties of a material in thin-film form that uses a voltage to produce a change in shape and vice versa. Their breakthrough bridges nanoscale and microscale understanding, opening new possibilities for future technologies.


						
In electronic technologies, key material properties change in response to stimuli like voltage or current. Scientists aim to understand these changes in terms of the material's structure at the nanoscale (a few atoms) and microscale (the thickness of a piece of paper). Often neglected is the realm between, the mesoscale -- spanning 10 billionths to 1 millionth of a meter.

Scientists at the U.S. Department of Energy's (DOE) Argonne National Laboratory, in collaboration with Rice University and DOE's Lawrence Berkeley National Laboratory, have made significant strides in understanding the mesoscale properties of a ferroelectric material under an electric field. This breakthrough holds potential for advances in computer memory, lasers for scientific instruments and sensors for ultraprecise measurements.

The ferroelectric material is an oxide containing a complex mixture of lead, magnesium, niobium and titanium. Scientists refer to this material as a relaxor ferroelectric. It is characterized by tiny pairs of positive and negative charges, or dipoles, that group into clusters called "polar nanodomains." Under an electric field, these dipoles align in the same direction, causing the material to change shape, or strain. Similarly, applying a strain can alter the dipole direction, creating an electric field.

"If you analyze a material at the nanoscale, you only learn about the average atomic structure within an ultrasmall region," said Yue Cao, an Argonne physicist. "But materials are not necessarily uniform and do not respond in the same way to an electric field in all parts. This is where the mesoscale can paint a more complete picture bridging the nano- to microscale."

A fully functional device based on a relaxor ferroelectric was produced by professor Lane Martin's group at Rice University to test the material under operating conditions. Its main component is a thin film (55 nanometers) of the relaxor ferroelectric sandwiched between nanoscale layers that serve as electrodes to apply a voltage and generate an electric field.

Using beamlines in sectors 26-ID and 33-ID of Argonne's Advanced Photon Source (APS), Argonne team members mapped the mesoscale structures within the relaxor. Key to the success of this experiment was a specialized capability called coherent X-ray nanodiffraction, available through the Hard X-ray Nanoprobe (Beamline 26-ID) operated by the Center for Nanoscale Materials at Argonne and the APS. Both are DOE Office of Science user facilities.




The results showed that, under an electric field, the nanodomains self-assemble into mesoscale structures consisting of dipoles that align in a complex tile-like pattern (see image). The team identified the strain locations along the borders of this pattern and the regions responding more strongly to the electric field.

"These submicroscale structures represent a new form of nanodomain self-assembly not known previously," noted John Mitchell, an Argonne Distinguished Fellow. "Amazingly, we could trace their origin all the way back down to underlying nanoscale atomic motions; it's fantastic!"

"Our insights into the mesoscale structures provide a new approach to the design of smaller electromechanical devices that work in ways not thought possible," Martin said.

"The brighter and more coherent X-ray beams now possible with the recent APS upgrade will allow us to continue to improve our device," said Hao Zheng, the lead author of the research and a beamline scientist at the APS. "We can then assess whether the device has application for energy-efficient microelectronics, such as neuromorphic computing modeled on the human brain." Low-power microelectronics are essential for addressing the ever-growing power demands from electronic devices around the world, including cell phones, desktop computers and supercomputers.

This research is reported in Science. In addition to Cao, Martin, Mitchell and Zheng, authors include Tao Zhou, Dina Sheyfer, Jieun Kim, Jiyeob Kim, Travis Frazer, Zhonghou Cai, Martin Holt and Zhan Zhang.

Funding for the research came from the DOE Office of Basic Energy Sciences and National Science Foundation.
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Generation X and millennials in US have higher risk of developing 17 cancers compared to older generations | ScienceDaily
A new large study led by researchers at the American Cancer Society (ACS) suggests incidence rates continued to rise in successively younger generations in 17 of the 34 cancer types, including breast, pancreatic, and gastric cancers. Mortality trends also increased in conjunction with the incidence of liver (female only), uterine corpus, gallbladder, testicular, and colorectal cancers. The report will be published today in the journal The Lancet Public Health.


						
"These findings add to growing evidence of increased cancer risk in post-Baby Boomer generations, expanding on previous findings of early-onset colorectal cancer and a few obesity-associated cancers to encompass a broader range of cancer types," said Dr. Hyuna Sung, lead author of the study and a senior principal scientist of surveillance and health equity science at the American Cancer Society. "Birth cohorts, groups of people classified by their birth year, share unique social, economic, political, and climate environments, which affect their exposure to cancer risk factors during their crucial developmental years. Although we have identified cancer trends associated with birth years, we don't yet have a clear explanation for why these rates are rising."

In this analysis, researchers obtained incidence data from 23,654,000 patients diagnosed with 34 types of cancer and mortality data from 7,348,137 deaths for 25 types of cancer for individuals aged 25-84 years for the period Jan 1, 2000, to Dec 31, 2019, from the North American Association of Central Cancer Registries and the U.S. National Center for Health Statistics, respectively. To compare cancer rates across generations, they calculated birth cohort-specific incidence rate ratios and mortality rate ratios, adjusted for age effect and period effect, by birth years, separated by five-year intervals, from 1920 to 1990.

Researchers found that incidence rates increased with each successive birth cohort born since approximately 1920 for eight of 34 cancers. In particular, the incidence rate was approximately two-to-three times higher in the 1990 birth cohort than in the 1955 birth cohort for pancreatic, Kidney, and small intestinal cancers in both male and female individuals; and for liver cancer in female individuals. Additionally, incidence rates increased in younger cohorts, after a decline in older birth cohorts, for nine of the remaining cancers including breast cancer (estrogen-receptor positive only), uterine corpus cancer, colorectal cancer, non-cardia gastric cancer, gallbladder cancer, ovarian cancer, testicular cancer, anal cancer in male individuals, and Kaposi sarcoma in male individuals. Across cancer types, the incidence rate in the 1990 birth cohort ranged from 12% for ovarian cancer to 169% for uterine corpus cancer higher than the rate in the birth cohort with the lowest incidence rate. Notably, mortality rates increased in successively younger birth cohorts alongside incidence rates for liver cancer (female only), uterine corpus, gallbladder, testicular, and colorectal cancers.

"The increase in cancer rates among this younger group of people indicate generational shifts in cancer risk and often serve as an early indicator of future cancer burden in the country. Without effective population-level interventions, and as the elevated risk in younger generations is carried over as individuals age, an overall increase in cancer burden could occur in the future, halting or reversing decades of progress against the disease," added Dr. Ahmedin Jemal, senior vice president, surveillance and health equity science at the American Cancer Society and senior author of the study. "The data highlights the critical need to identify and address underlying risk factors in Gen X and Millennial populations to inform prevention strategies."

"The increasing cancer burden among younger generations underscores the importance of ensuring people of all ages have access to affordable, comprehensive health insurance, a key factor in cancer outcomes," said Lisa Lacasse, president of the American Cancer Society Cancer Action Network (ACS CAN). "To that end, ACS CAN will continue our longstanding work to urge lawmakers to expand Medicaid in states that have yet to do so as well as continue to advocate for making permanent the enhanced Affordable Care Act tax subsidies that have opened the door to access to care for millions."
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'Smarter' semiconductor technology for training 'smarter' artificial intelligence | ScienceDaily
A research team, consisting of Professor Seyoung Kim from the Department of Materials Science and Engineering and the Department of Semiconductor Engineering and alumnus Kyungmi Noh and PhD student Hyunjeong Kwak from the Department of Materials Science and Engineering at POSTECH, and Professor Hyung-Min Lee from Korea University's School of Electrical Engineering, has recently demonstrated that analog hardware using ECRAM devices can maximize the computational performance of artificial intelligence, showcasing its potential for commercialization. Their research has been published in the international journal, Science Advances.


						
The rapid advancement of AI technology, including applications like generative AI, has pushed the scalability of existing digital hardware (CPUs, GPUs, ASICs, etc.) to its limits. Consequently, there is active research into analog hardware specialized for AI computation. Analog hardware adjusts the resistance of semiconductors based on external voltage or current and utilizes a cross-point array structure with vertically crossed memory devices to process AI computation in parallel. Although it offers advantages over digital hardware for specific computational tasks and continuous data processing, meeting the diverse requirements for computational learning and inference remains challenging.

To address the limitations of analog hardware memory devices, the research team focused on Electrochemical Random Access Memory (ECRAM), which manage electrical conductivity through ion movement and concentration. Unlike traditional semiconductor memory, these devices feature a three-terminal structure with separate paths for reading and writing data, allowing for operation at relatively low power.

In their study, the team successfully fabricated ECRAM devices using three-terminal-based semiconductors in a 64x64 array. Experiments revealed that the hardware incorporating the team's devices demonstrated excellent electrical and switching characteristics, along with high yield and uniformity. Additionally, the team applied the Tiki-Taka algorithm, a cutting-edge analog-based learning algorithm, to this high-yield hardware, successfully maximizing the accuracy of AI neural network training computations. Notably, the researchers demonstrated the impact of the "weight retention" property of hardware training on learning and confirmed that their technique does not overload artificial neural networks, highlighting the potential for commercializing the technology.

This research is significant because the largest array of ECRAM devices for storing and processing analog signals reported in the literature to date is 10x10. The researchers have now successfully implemented these devices on the largest scale, with varied characteristics for each device.

Professor Seyoung Kim of POSTECH remarked, "By realizing large-scale arrays based on novel memory device technologies and developing analog-specific AI algorithms, we have identified the potential for AI computational performance and energy efficiency that far surpass current digital methods."

The research was conducted with support from the Ministry of Trade, Industry and Energy, the Public-Private Partnership for Semiconductor Talent Training Program supported by the Korea Planning & Evaluation Institute of Industrial Technology (KEIT) and Korea Semiconductor Industry Association, and EDA Tool of the IDEC.
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Precision oncology via artificial intelligence on cancer biopsies | ScienceDaily
A new generation of artificial intelligence (AI) tools designed to allow rapid, low-cost detection of clinically actionable genomic alterations directly from tumor biopsy slides has been developed by a team led by engineers and medical researchers at University of California San Diego.


						
A paper describing the new AI protocol for examining routine biopsies, called DeepHRD, was recently published in the Journal of Clinical Oncology.

Senior author Ludmil Alexandrov, Ph.D., professor of bioengineering and professor of cellular and molecular medicine at UC San Diego, says the new method is designed to save weeks and thousands of dollars from clinical oncology treatment workflows for breast and ovarian cancers.

The team says their work represents an enormous step forward in the global efforts to eliminate the delays and health inequalities that have confounded the promise of precision medicine for cancer patients. Big picture: To develop new AI tools that can complement or replace the expensive and time-consuming genomic testing required to determine the best first-line cancer treatment specific for each individual patient.

"A cancer patient today can expect to wait crucial weeks after their initial tumor diagnosis for a standard genomic test, resulting in life-threatening delays in treatment," said Alexandrov. "It is very concerning that high costs and time delays render lifesaving treatment protocols inaccessible for most patients, disproportionately impacting resource-constrained settings."

At UC San Diego, this work represents a collaboration spanning all across campus, including the Department of Cellular and Molecular Medicine in the UC San Diego School of Medicine, the Shu Chien-Gene Lay Department of Bioengineering at the UC San Diego Jacobs School of Engineering, Institute of Engineering in Medicine, Department of Medicine, and the UC San Diego Moores Cancer Center.

It was the potential of precision oncology to tailor an individual patient's treatment options that motivated the collaborators, said Erik Bergstrom, Ph.D., lead author of the study and a postdoctoral researcher in Alexandrov's lab, which bridges bioengineering and medicine.




"Unfortunately, high costs, tissue requirements and slow turnaround times have hindered the widespread use of precision oncology, leading to suboptimal -- potentially detrimental -- treatment for cancer patients," Bergstrom said. "We wanted to see if we could develop a completely different approach to resolve this serious issue by designing AI to circumvent the need for genomic testing."

Bergstrom said the collaborators focused on leveraging the minimum amount of patient information that is available early in the diagnostic process. He explained that virtually every cancer patient undergoes a tumor biopsy, a tissue sample that is routinely processed and examined through a light microscope. The process was developed in the late 19th century and is still the standard backbone of early clinical oncology workflows today.

"Our AI, applied directly to a traditional tissue slide, allows accurate, instantaneous detection of cancer genomic biomarkers," Bergstrom said. He explained that the team focused on AI identification of a specific biomarker for homologous recombination deficiency (HRD), a condition in which a cancerous cell loses a specific DNA damage repair mechanism.

Bergstrom pointed out that patients with ovarian or breast cancers harboring HRD generally respond well to platinum and PARP (poly-ADP ribose polymerase) therapies, two common forms of chemotherapy.

"This AI approach saves the patient critical time," Alexandrov added. "Oncologists can prescribe treatment immediately after initial tissue diagnosis. Remarkably, the AI test has a negligible failure rate, while current genomic tests have a failure rate of 20 to 30 percent, necessitating re-testing, or even invasive re-biopsy."

The study's co-senior author Scott Lippman, M.D., UC San Diego distinguished professor of medicine, Center for Engineering and Cancer, and Moores Cancer Center member, said the new technology will remove barriers of time and money to allow immediate, universal access and equality to actionable genomic biomarker detection -- required for precision therapy -- for people with advanced cancers. The extraordinary aspect of this breakthrough AI, is that it will benefit highly-informed, -resourced populations, and remarkably, will close the severe disparities 'gap' in precision medicine, especially in resource-constrained, remote regions worldwide where testing is not yet extant.




"The era of precision oncology took off in the late 90s, but recent U.S. studies show that the vast majority of cancer patients are not getting FDA-approved precision therapy," Lippman said. "And the prime reason is because they're not getting tested. As a clinical oncologist -- and I've been doing this for nearly 40 years -- there is no question that this approach is the future of precision oncology."

The AI technology behind DeepHRD is protected by provisional patents through UC San Diego, which have been licensed to io9, a company with strong involvement by Alexandrov, Bergstrom and Lippman, and the goal to move this AI platform into the clinical arena as quickly as possible to make precision therapy real for patients with cancer by getting them onto the precise treatments they need faster. The authors expect that the same technology could be applied to most other genomic biomarkers and many forms of cancer.

Affiliations: The authors have the affiliations noted above: Ludmil B. Alexandrov has appointments at UC San Diego Moores Cancer Center, School of Medicine Department of Cellular and Molecular Medicine, Sanford Stem Cell Institute and the Department of Bioengineering at the Irwin & Joan Jacobs School of Engineering. Erik N. Bergstrom is affiliated with Moores Cancer Center and Department of Cellular and Molecular Medicine. Scott M. Lippman has appointments at Moores Cancer Center, Department of Medicine; and is a Member & Board of Advisors and Co-director of the Center for Engineering and Cancer, Institute of Engineering in Medicine. Other co-authors are Ammal Abbasi and Marcos Diaz-Gay, both of Moores Cancer Center and Department of Cellular and Molecular Medicine and the Jacobs School of Engineering Department of Bioengineering; Loick Galland and Sylvain Ladoire, both of the Department of Medical Oncology and the Platform of Transfer in Biological Oncology Centre, Georges-Francois Leclerc Cancer Center and University of Burgundy-Franche, France.

Funding: This work was funded by U.S. National Institutes of Health grants R01ES032547 and U01DE033345 to Ludmil B. Alexandrov, and P30 CA023100 to Scott M. Lippman, as well as by a Curebound Targeted grant and UC San Diego start-up funding to Alexandrov. The research in this study was also supported by UC San Diego Sanford Stem Cell Institute.
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New small molecule could treat sickle cell disease in adults that don't respond to hydroxyurea, alone | ScienceDaily
Sickle cell disease, while rare, is the most common inherited blood disorder and affects over 100,000 people in the United States, more than 90% of whom are Black according to the Centers for Disease Control and Prevention. Although a medication called hydroxyurea can alleviate pain and lower the number of hospital visits, not all adults respond well to this treatment. Researchers at Boston Medical Center (BMC) discovered a new small molecule that could lead to less sickled red blood cells and improved symptoms. The findings, published in Science Advances on July 31, 2024, provide proof of principle for developing more effective therapeutics.


						
"We've uncovered a promising approach that can offer hope to patients with sickle cell disease who have not responded to traditional treatments," says Shuaiying Cui, PhD, senior author on the paper and researcher at BMC's Center of Excellence in Sickle Cell Disease.

In sickle cell disease, red blood cells become "sickle" or crescent-shaped due to a genetic mutation affecting hemoglobin -- a protein that carries oxygen from the lungs to other tissues. The mutation makes hemoglobin molecules stick together, blocking blood flow and leading to episodes of severe pain in patients. However fetal hemoglobin, which people usually stop making after birth, can reduce the number of sickled red blood cells. Hydroxyurea works by boosting fetal hemoglobin but can cause toxicity and does not help everyone.

The researchers in this study tested the effects of a small molecule targeting the peroxisome proliferator-activated receptor gamma coactivator 1- a (PGC-1 a), a protein found in fat tissue that plays a role in the maturation and survival of red blood cells, on fetal hemoglobin production and sickled cells.

The team found that the molecule, SR-18292, increases fetal hemoglobin production in human blood stem cells and leads to fewer misshapen red blood cells in mice with sickle cell disease. This suggests that SR-18292 can improve sickle cell disease pathology on its own. When combined with hydroxyurea, though, SR-18292 had an even larger effect on fetal hemoglobin production. "Our research shows that combining a small molecule with hydroxyurea enhances the production of fetal hemoglobin through different mechanisms. This could provide a vital new treatment option for sickle cell disease patients who don't respond well to hydroxyurea alone," says Cui, an associate professor of hematology and medical oncology at Boston University Chobanian & Avedisian School of Medicine.

To determine if SR-18292 affects genes that control the production of fetal hemoglobin, the researchers did single-cell RNA-sequencing in human blood stem cells treated with the molecule. The team discovered many genes with differing expressions after treatment with SR-18292, including downregulation of BCL11A, which normally represses the production of fetal hemoglobin and is the gene targeted by the first CRISPR editing therapy for sickle cell disease.

Therapies approved by the FDA recently for sickle cell disease and being offered to patients at BMC are costly and cannot yet be scaled to treat patients across the globe due to the complexity of the procedures. Cui hopes that this study is the first step towards developing a therapy that can treat patients in under-resourced communities.

"This breakthrough represents a significant step forward in BMC's quest for more effective therapies to treat sickle cell disease for all patients. Someday we hope that our drug can be applied to patients across the globe who might not have access to existing gene therapies for the condition," says Cui.
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Mass extinction 66 million years ago triggered rapid evolution of bird genomes | ScienceDaily
Shortly after an asteroid slammed into Earth 66 million years ago, life for non-avian dinosaurs ended, but the evolutionary story for the early ancestors of birds began.


						
The fossil record tells us that the early ancestors of living birds began their evolutionary journey just after the mass extinction event caused by the asteroid, but researchers weren't sure how they would see that story reflected in bird genomes. Now, a University of Michigan study has identified important changes in birds' genomes sparked by the mass extinction, called the end-Cretaceous mass extinction event, ultimately contributing to the incredible diversity of living birds.

The study examined the evolutionary trajectory of all major bird groups and found evidence of "genomic fossils" in birds' DNA that mark critical evolutionary steps as birds evolved into more than 10,000 living species. The research is published as an open-access article in the journal Science Advances.

"By studying the DNA of living birds, we can try to detect patterns of genetic sequences that changed just after one of the most important events in Earth's history," said lead author Jake Berv, who completed the study as a Michigan Life Sciences Fellow in the U-M Department of Ecology and Evolutionary Biology. "The signature of those events seems to have imprinted into the genomes of the survivors in a way that we can detect tens of millions of years later."

A living organism's genome comprises four nucleotide molecules, referred to by the letters A, T, G and C. The order of these nucleotides in a genome defines the "blueprint" of life. The DNA code can sometimes evolve in a way that shifts the overall composition of DNA nucleotides across the whole genome. These compositional changes are crucial in determining what kind of genetic variation is possible, contributing to an organism's evolutionary potential, or its ability to evolve.

The researchers found that the mass extinction event sparked shifts in nucleotide composition. They also found that these shifts seem to be connected to the way birds develop as babies, their adult size and their metabolism.

For example, within approximately 3 million to 5 million years of the mass extinction, surviving bird lineages tended to develop smaller body sizes. They also changed how they developed as hatchlings, with more species becoming "altricial." This means they are still very embryonic when they hatch, need their parents to feed them, and can take weeks to fledge, Berv says. Birds that hatch ready to fend for themselves, like chickens and turkeys, are called "precocial."

"We found that adult body size and patterns of pre-hatching development are two important features of bird biology we can link to the genetic changes we're detecting," said Berv, now a Schmidt AI in Science postdoctoral fellow with U-M's Michigan Institute for Data & AI in Society.




Berv says one of the most significant challenges in evolutionary biology and ornithology is teasing out the relationships between major bird groups -- it's difficult to determine the structure of the tree of life for living birds. Over the past 15 years, researchers have been applying increasingly large genomic data sets to try to solve the problem.

Previously, researchers used genomic data to study the evolution of birds' genomes using statistical models that make strong assumptions. These "traditional" models allow researchers to reconstruct the history of genetic changes, but they typically assume that the composition of DNA, its proportion of A, T, G and C nucleotides, does not change across evolutionary history.

In late 2019, Berv began working with Stephen Smith, U-M professor of ecology and evolutionary biology, who was developing a software tool to more closely track DNA composition over time and across different branches of the tree of life. With this tool, the researchers were able to relax the assumption that the composition of DNA remains constant. Smith said that this allowed the "model" of DNA evolution to vary across the evolutionary tree and identify places where there was likely a shift in DNA composition.

For this new research, these shifts were concentrated in time, within about 5 million years of the end-Cretaceous mass extinction, Berv says. Their approach also allowed them to estimate which bird traits were most closely associated with these shifts in DNA composition.

"This is an important type of genetic change that we think we can link to the mass extinction event," he said. "As far as we know, changes in DNA composition have not been previously associated with the end-Cretaceous mass extinction in such a clear way."

Daniel Field, professor of vertebrate paleontology at the University of Cambridge and co-author of the study, has been interested in understanding how the end-Cretaceous mass extinction affected the evolution of birds. He provided guidance related to early bird evolution following the mass extinction.




"We know that mass extinction events can dramatically affect biodiversity, ecology and organismal form. Our study emphasizes that these extinction events can actually influence organismal biology even more profoundly -- by altering important aspects of how genomes evolve," Field said. "This work furthers our understanding of the dramatic biological impacts of mass extinction events and highlights that the mass extinction that wiped out the giant dinosaurs was one of the most biologically impactful events in the entire history of our planet."

The researchers say that by relaxing the typical assumptions used in evolutionary biology, they are building more nuanced insight into the sequence of events that occurred in the early history of birds.

"We have typically not looked at the change in DNA composition and model across the tree of life as a change that something interesting has happened at a particular point of time and place," Smith said. "This study illustrates that we have probably been missing something."

U-M co-authors include Benjamin Winger, assistant professor of ecology and evolutionary biology and curator of birds at the U-M Museum of Zoology, and Matt Friedman, professor of earth and environmental sciences and director of the U-M Museum of Paleontology.

Other study co-authors include Sonal Singhal, California State University; Nathanael Walker-Hale, University of Cambridge; Sean McHugh, Washington University; J. Ryan Shipley, Swiss Federal Institute for Forest, Snow and Landscape Research; Eliot Miller, Cornell Lab of Ornithology; Rebecca Kimball and Edward Braun, University of Florida; Alex Dornburg, University of North Carolina; C. Tomomi Parins-Fukuchi, University of Toronto; and Richard Prum, Yale University.
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The next generation of RNA chips | ScienceDaily
An international research team led by the University of Vienna has succeeded in developing a new version of RNA building blocks with higher chemical reactivity and photosensitivity. This can significantly reduce the production time of RNA chips used in biotechnological and medical research. The chemical synthesis of these chips is now twice as fast and seven times more efficient. The results of the research were recently published in the journal Science Advances.


						
The emergence and approval of RNA-based medical products, such as mRNA vaccines during the COVID-19 pandemic, has brought the RNA molecule into the public eye. RNA (ribonucleic acid) is an information-carrying polymer -- a chemical compound made up of similar subunits -- but with far greater structural and functional diversity than DNA. About 40 years ago, a method was developed for the chemical synthesis of DNA and RNA, in which any sequence can be assembled from DNA or RNA building blocks using phosphoramidite chemistry. The assembly of a nucleic acid chain is carried out step by step using these special chemical building blocks (phosphoramidites). Each building block carries chemical 'protecting groups' that prevent unwanted reactions and ensure the formation of a natural link in the nucleic acid chain.

Overcoming challenges

This chemical method is also used in the production of microchips (microarrays), where millions of unique sequences can be synthesised and analysed simultaneously on a solid surface the size of a fingernail. While DNA microarrays are already widely used, adapting the technology to RNA microarrays has proved difficult due to the lower stability of RNA.

In 2018, the University of Vienna demonstrated how high-density RNA chips can be produced through photolithography: by precisely positioning a beam of light, areas on the surface can be prepared for the attachment of the next building block through a photochemical reaction. Although this first report was a world first and remains unrivalled, the method suffered from long production times, low yields and poor stability. This approach has now been greatly improved.

Development of a new generation of RNA building blocks

A team from the Institute of Inorganic Chemistry at the University of Vienna, in collaboration with the Max Mousseron Institute for Biomolecules at the University of Montpellier (France), has now developed a new version of RNA building blocks with higher chemical reactivity and photosensitivity. This advance significantly reduces the production time of RNA chips, making synthesis twice as fast and seven times more efficient. The innovative RNA chips can be used to screen millions of candidate RNAs for valuable sequences for a wide range of applications.




"Making RNA microarrays containing functional RNA molecules was simply out of reach with our earlier setup, but it is now a reality with this improved process using the propionyloxymethyl (PrOM) protecting group," says Jory Lietard, Assistant Professor at the Institute of Inorganic Chemistry.

As a direct application of these improved RNA chips, the publication features a study of RNA aptamers, small oligonucleotides that specifically bind to a target molecule. Two "light-up" aptamers that produce fluorescence upon binding to a dye were chosen and thousands of variants of these aptamers were synthesized on the chip. A single binding experiment is sufficient to obtain data on all variants simultaneously, which opens the way for the identification of improved aptamers with better diagnostic properties.

"High-quality RNA chips could be especially valuable in the rapidly growing field of non-invasive molecular diagnostics. New and improved RNA aptamers are critically sought after, such as those that can track hormone levels in real-time or monitor other biological markers directly from sweat or saliva," says Tadija Keki?, PhD candidate in the group of Jory Lietard.

This work was financially supported by a joint grant of the Agence Nationale pour la Recherche/Austrian Science Fund (FWF International Program I4923).
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3D models provide unprecedented look at corals' response to bleaching events | ScienceDaily
In a new study, marine biologists from Scripps Institution of Oceanography at UC San Diego and Arizona State University are providing a first-of-its-kind glimpse into coral "bleaching" responses to stress, using imaging technology to pinpoint coral survival rates following multiple bleaching events off the island of Maui. Their findings were published July 31 in the journal PLOS ONE.


						
Using a time series of coral reef 3D models from Maui, a team of researchers led by Scripps Oceanography's Smith Lab tracked the bleaching response of 1,832 coral colonies from 2014 to 2021. The seven-year data set provided detailed imagery of the reefs year-by-year, allowing the team to identify patterns of coral growth and survivorship through sequential bleaching events that occurred in 2015 and 2019.

The researchers aimed to distinguish between two different processes: natural selection, where only the hardiest corals in a population survive, and acclimatization, where an individual coral becomes more heat tolerant over time as it is exposed to heat stress.

While some corals bleached and died during the study, the corals that survived both bleaching events showed hopeful signs of resilience. Among these survivors, the researchers found little evidence that bleaching impacted coral growth over time. This unexpected finding has the potential to inform approaches to coral reef conservation and restoration.

"This is one of the first studies to use this type of time series to look at multiple coral bleaching events and how the processes of acclimatization and selection play out," said lead author Orion McCarthy, a recent graduate of Scripps Oceanography who conducted the research as a PhD student. "We found that older corals, which are more likely to have survived multiple bleaching events, could be a good source of outplants for coral restoration."

As the oceans warm due to climate change, coral reefs are threatened by bleaching events. These prolonged warming events stress corals and may ultimately lead to their deaths, yet some corals have managed to survive. Researchers around the globe are trying to understand what makes certain corals more resilient than others in an effort that can inform coral restoration projects.

During prolonged ocean warming events, stressed corals expel beneficial algae that live inside their tissue. This causes corals to turn white and "bleach." Bleaching doesn't cause corals to immediately die, but it does deprive them of their main source of food. If water temperatures remain elevated for too long, bleaching can cause widespread coral mortality. However, low- to moderate-strength bleaching events are most likely to leave behind some surviving coral colonies. These survivors reshape the makeup of the reef and its response to future bleaching events.




The two bleaching events measured in this study were both moderate-strength, with a sustained increase in sea-surface temperatures of more than 1 degree Celsius (1.8 degrees Fahrenheit) for several months. Despite facing similar heat stress in 2015 and 2019, corals did not always respond in the same way. Some corals bleached and died after the first event, some didn't bleach in either event, some bleached both times but still survived, and some that bleached the first time didn't bleach the second time. Moreover, hardy survivors were often located right next to more sensitive corals that perished, even though both were the same species and experienced the same environmental conditions.

Several species of coral showed signs of acclimatization to bleaching, notably Porites lobata. Populations of Pocillopora corals fared the worst, with the lowest levels of survivorship.

"Based on our observations, we recommend that restoration practitioners in Hawaii should focus on colonies of Porites and Montipora with a proven track-record of growth and survival," said McCarthy, who now works as a science lead for Sustainable Surf, a nonprofit organization that supports restoration projects focused on coral reefs and other marine ecosystems.

The researchers credited innovative 3D technology with enabling them to detect signs of acclimatization and selection that would have been difficult to track and quantify using traditional in-water surveys. The time series was launched in 2014 by Scripps Oceanography marine biologist Jennifer Smith, a co-author on the study, and her former PhD student Emily Kelly, who now works at the World Economic Forum.

For the past decade, Smith and other members of her lab, including McCarthy, have used large-area imaging, or photogrammetry, to capture a 3D snapshot of coral reefs at fixed sites off Maui. The scuba diving scientists use specialized underwater cameras to capture thousands of overlapping images of the reef, repeating this process year after year. In the lab, these images are processed using advanced software that seamlessly stitches together thousands of 2D pictures into a detailed 3D model of the underwater landscape. Their work in Maui is part of a broader coral reef monitoring initiative called the 100 Island Challenge, which aims to describe global patterns of coral reef change over time using large-area imagery.

"This approach has revolutionized our ability to study long-term changes in coral reef communities at very fine scales," said Smith, a professor of marine biology at Scripps Oceanography. "We can literally watch these systems change in 3D; we can watch corals grow and shrink and visualize how they respond to global stressors. We can use the knowledge gained from using this approach for education and outreach and our results can help to inform management and conservation action."

McCarthy compared the process of tracking coral fates through multiple bleaching events to studying human health outcomes following numerous pandemic-like events. By following the responses of individuals during a single event -- for example, the COVID-19 pandemic -- researchers can infer whether certain traits or qualities are aligned with better or worse health outcomes. If a second pandemic event occurred a short time later, researchers could then look at those data to better understand who survived the first event, and how those survivors fared during the second event. The same logic holds true for corals and bleaching events.




The authors noted that efforts to address climate change -- the primary driver of ocean warming -- are crucial for securing better outcomes for coral reefs. Severe bleaching events have the potential to cause widespread coral mortality, highlighting the urgency to prevent such dire outcomes through global action to address climate change.

"Coral reefs are dynamic and bleaching isn't necessarily going to kill every coral -- at least not in the short term -- so there is still cause for hope for these reefs and a need for active conservation," said McCarthy. "Tools like 3D modeling are allowing us to get a more specific understanding of which corals are living and which ones aren't, and we can use that information to help guide coral restoration efforts."

In addition to McCarthy and Smith, the study was co-authored by PhD student Morgan Winston from the University of Arizona.

McCarthy's graduate research at Scripps Oceanography was supported by the National Science Foundation's Graduate Research Fellowship Program award, though funding was generalized and not awarded for this study specifically.
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Underwater mapping reveals new insights into melting of Antarctica's ice shelves | ScienceDaily
Clues to future sea level rise have been revealed by the first detailed maps of the underside of a floating ice shelf in Antarctica.


						
An international research team -- including scientists from the University of East Anglia (UEA) -- deployed an unmanned submersible beneath the Dotson Ice Shelf in West Antarctica.

The underwater vehicle, 'Ran', was programmed to dive into the cavity of the 350metre-thick ice shelf and scan the ice above it with an advanced sonar. Over 27 days, the submarine travelled more than 1000 kilometres back and forth under the shelf, reaching 17 kilometres into the cavity.

An ice shelf is a mass of glacial ice, fed from land by tributary glaciers, that floats in the sea above an ice shelf cavity. Dotson Ice Shelf is part of the West Antarctic ice sheet -- and next to Thwaites Glacier -- which is considered to have a potentially large impact on future sea level rise due to its size and location.

The researchers report their findings of this unique survey in a new paper published today in the journal Science Advances.

They found some things as expected, for example the glacier melts faster where strong underwater currents erode its base. Using the submersible, they were able to measure the currents below the glacier for the first time and prove why the western part of Dotson Ice Shelf melts so fast. They also found evidence of very high melt at vertical fractures that extend through the glacier.

However, the team also saw new patterns on the glacier base that raise questions. The mapping showed that the base is not smooth, but there is a peak and valley ice-scape with plateaus and formations resembling sand dunes. The researchers hypothesize that these may have been formed by flowing water under the influence of Earth's rotation.




Lead author Anna Wahlin, Professor of Oceanography at the University of Gothenburg in Sweden, said: "We have previously used satellite data and ice cores to observe how ice shelves change over time. By navigating the submersible into the cavity, we were able to get high resolution maps of the ice underside. It's a bit like seeing the back of the moon for the first time."

The expedition was carried out in regions of drifting ice in West Antarctica in 2022 during a research cruise for the TARSAN project, a joint US-UK funded initiative that is part of the International Thwaites Glacier Collaboration. The project is studying how atmospheric and oceanic processes are influencing the behaviour of the Thwaites and Dotson Ice Shelves -- neighbouring ice shelves which are behaving differently.

Co-author Dr Rob Hall, from UEA's School of Environmental Sciences, co-led the cruise on the RV Nathaniel B Palmer, on which the observations were made in January to March 2022. He said: "Anna and her team successfully piloted their autonomous underwater vehicle 'Ran' over 1000 km under Dotson Ice Shelf collecting a huge range of data and samples, which will take several years to process and analyse.

"The incredible high-resolution images of the underside of the ice shelf are the icing on the cake and will open up a whole new avenue of scientific research."

Prof Karen Heywood, also from UEA and a co-author, is UK lead scientist on the TARSAN project. She said: "This has been such an exciting project to work on. When Anna sent round the first images of the underside of the Dotson ice shelf we were thrilled -- nobody had ever seen this before. But we were also baffled -- there were cracks and swirls in the ice that we weren't expecting. It looked more like art!

"We wondered what could be causing these. All of the glaciologists and the oceanographers in the TARSAN project got together to brainstorm ideas. It's been like detective work -- using fundamental ocean physics to test theories against the shape and size of the patterns under the ice. We've been able to show for the first time some of the processes that melt the underside of ice shelves.




Prof Heywood added: "These ice shelves are already floating on the sea, so their melting doesn't directly affect sea level. However ultimately the melting of ice shelves causes the glaciers on land further upstream to flow faster and destabilise, which does lead to sea level rise, so these new observations will help the community of ice modellers to reduce the large uncertainties in future sea level."

Scientists now realise there is a wealth of processes left to discover in future research missions under the glaciers.

"The mapping has given us new data that we need to look at more closely. It is clear that many previous assumptions about melting of glacier undersides are falling short. Current models cannot explain the complex patterns we see. But with this method, we have a better chance of finding the answers," said Prof Wahlin.

"Better models are needed to predict how fast the ice shelves will melt in the future. It is exciting when oceanographers and glaciologists work together, combining remote sensing with oceanographic field data. This is needed to understand the glaciological changes taking place -- the driving force is in the ocean."

In January 2024, the group returned with Ran to Dotson Ice Shelf to repeat the surveys, hoping to document changes. However, they were only able to complete one dive before Ran disappeared under the ice.

"Although we got valuable data back, we did not get all we had hoped for," said Prof Wahlin. "These scientific advances were made possible thanks to the unique submersible that Ran was. This research is needed to understand the future of Antarctica's ice sheet, and we hope to be able to replace Ran and continue this important work."
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Can this device prevent a stroke during a heart valve operation? New research shows potential benefit | ScienceDaily
Recently published research shows a medical device may be beneficial for patients who have previously had a stroke and are planning to undergo a transcatheter aortic valve replacement, a type of heart valve operation.


						
Neel Butala, MD, an assistant professor in the Division of Cardiology at the University of Colorado Department of Medicine, is the first author of the article, which was presented as a late-breaking clinical trial at the New York Valves 2024 conference and simultaneously published in Circulation: Cardiovascular Interventions, an American Heart Association journal.

The study aimed to gather more information on how beneficial a cerebral embolic protection device was at mitigating the risk of a stroke during a transcatheter aortic valve replacement.

"This device had been approved, but we didn't really know if it was useful or not," Butala says. "By using a large dataset, we tried to find answers, and we ultimately found that patients who have had a prior stroke are the most likely to benefit from the device."

What is TAVR?

A transcatheter aortic valve replacement -- also referred to as TAVR -- is a less invasive procedure for patients with severe aortic stenosis.

"Aortic stenosis is a narrowing of the aortic valve which allows blood to flow out of your heart to your body, and narrowing of this valve causes your heart to work more," Butala says. "The valve does narrow over time as people get older, but some people have severe narrowing. When this happens and a person experiences symptoms, we need to act and replace the valve."

For many years, the traditional way of addressing severe aortic stenosis was open heart surgery. However, because many people with severe aortic stenosis are in their 70s and 80s, they are often not good surgical candidates.




"TAVR was developed as a minimally invasive approach. We go in through an artery in the leg and basically put a long, thin tube across the aortic valve. Then, through that tube, we deliver a scrunched up aortic valve," he says. "We can blow up a balloon on the inside of the aortic valve to allow the new transcatheter valve to expand to its normal height, or we can use a self-expanding transcatheter valve.

"This puts a new valve inside of your existing aortic valve, and that allows blood to flow and leave the heart without any narrowing," he adds.

Trying to mitigate the risk of stroke

Nowadays, transcatheter valve replacement has become streamlined and there generally are low risks of complications, Butala explains.

"However, one complication that remains is a stroke. When you expand the new valve inside the existing valve, flecks of calcium can go to the brain, which may lead to blockages of blood vessels in the brain and a stroke," he says. "In roughly 1.5% to 2% of all cases, there is a stroke as a byproduct of the procedure. It's a persistent complication that we haven't really solved yet, and thus far, there have not been good predictors of who gets a stroke."

To address this, a device -- called an embolic protection device -- was developed to prevent a stroke by putting filters in the blood vessels that go to the brain.




"There is only one device available on the market currently in the U.S.," Butala says. "It essentially has little baskets that protect three of the four blood vessels that go to the brain from the heart. The thinking is, if there are chunks of calcium, they will be captured in these baskets that will then be removed and a stroke will be prevented."

Despite the intuitive nature of these devices, the data supporting them was lacking. There have been several studies on whether embolic protection devices reduce stroke during a transcatheter aortic valve replacement, and a lot of them had mixed results.

"Previously, we did a large observational study using a dataset that includes all transcatheter aortic valve replacements in the U.S. From our analysis, we found that there was no difference in stroke after the procedure regardless of whether you used the device or not," he says.

In a randomized trial, called the PROTECTED-TAVR trial, data showed the device did not reduce the incidence of strokes happening within 72 hours of the procedure. However, the data suggested the device did lead to a 62% reduction in "disabling stroke," meaning a stroke that is of greater severity and leads to more disabling symptoms.

"With the mixed results, there was still controversy as to the utility of this device. The medical field was still confused -- should we use this device or not?" Butala says.

Investigating whether the device reduces disabling stroke

Given the mixed results of the PROTECTED-TAVR trial, Butala's research article focused on the efficacy of the device in reducing disabling stroke.

The investigators decided to use discharge location information from a data registry as a marker of how severe a patient's stroke was.

"The thinking is, if you get discharged from the hospital and go to a care facility, such as a nursing home or rehabilitation facility, then your stroke was probably more disabling than if you were discharged home," he says. "Ultimately, we developed a novel method for identifying a disabling stroke."

The study population consisted of 414,649 patients. Of those, 53,398 patients received an embolic protection device. This is the largest study to date among patients undergoing a transcatheter aortic valve replacement.

Overall, the data showed the use of the device was associated with a small, borderline significant reduction in disabling stroke -- a much smaller reduction than what the PROTECTED-TAVR trial found, Butala explains. The device was not associated with a reduction in non-disabling stroke.

"A theory for why there was not a reduction in non-disabling stroke is that there may be tiny calcium particles that are able to float by the baskets, or maybe the baskets themselves, as they are placed in the body, can damage the blood vessels and cause a tiny stroke," he says.

The investigators also found that the benefit of the device was greater among those who had previously had a stroke compared to those who had never had a stroke before.

"The data shows that for this subgroup of people with a prior stroke, there was a significant benefit of a decent magnitude. This is the first time anyone has ever found a subgroup that would benefit from this device," he says. "A potential recommendation may be that this device should be used more routinely for patients who have had a prior stroke. For other patients, it's unclear if the device will benefit them.

"I don't think it's going to cause harm, but there is a cost to the device in terms of time and money," he adds.

Looking ahead, Butala hopes to see more innovators developing devices that can do an even better job at protecting patients.

"There's obviously a need for innovation here to really find something that can protect against stroke for patients undergoing a transcatheter aortic valve replacement, because this procedure is becoming more and more popular, even among younger patients," he says.

"The overall efficacy of this device is still an unsolved problem," he adds. "We added more information through our findings that the device can reduce disabling stroke in some patients, although the magnitude is small. But as these devices are being used on even younger patients, we need to get a better sense of what we can do to prevent strokes."
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Are cardiovascular risk factors linked to migraine? | ScienceDaily
Having high blood pressure, specifically high diastolic blood pressure, was linked to a slightly higher odds of ever having migraine in female participants, according to a new study published in the July 31, 2024, online issue of Neurology(r), the medical journal of the American Academy of Neurology. Diastolic pressure is when the heart is resting between beats. However, the study did not find an increased risk between other cardiovascular risk factors and migraine.


						
"Previous research shows that migraine is linked to a higher risk of cardiovascular events such as stroke, heart disease and heart attack, but less is known about how risk factors for cardiovascular events relate to having migraine," said study author Antoinette Maassen van den Brink, PhD, of Erasmus MC University Medical Center in Rotterdam, the Netherlands. "Our study looked at well-known risk factors for cardiovascular disease, such as diabetes, smoking, obesity and high cholesterol and found an increased odds of having migraine only in female participants with higher diastolic blood pressure."

The study involved 7,266 people, male and female, with a median age of 67 years, of whom 15% had previous or current migraine.

All participants had physical exams and provided blood samples. They were also asked questions about migraine, including if they had ever experienced a headache with severe pain that affected their daily activities.

After adjusting for multiple cardiovascular risk factors such as physical activity, as well as education level, researchers found female participants with higher diastolic blood pressure had 16% increased odds of having migraine per standard deviation increase in diastolic blood pressure. An increase per standard deviation is a measure to compare the diastolic blood pressure with other cardiovascular risk factors. No associations were found for systolic blood pressure. Maasen van den Brink said this contributes to the theory that migraine is associated with a slightly reduced function of the small blood vessels rather than a reduced function of the large blood vessels.

There were no associations for female participants with high cholesterol or obesity, and current smoking was associated with 28% lower odds of having migraine and diabetes with 26% lower odds of having migraine. Maassen van den Brink said, "These results should be interpreted with caution, as they do not prove that smoking causes a lower risk of migraine. Instead, smoking might trigger migraine attacks and therefore, people who choose to smoke are less likely to be people who have migraine."

In male participants, researchers found no associations between cardiovascular risk factors and migraine.

"Our study suggests that overall, migraine is not directly related to traditional risk factors for cardiovascular disease," said Maassen van den Brink. "Because we looked at people who were middle-age and older, future studies are needed in younger groups of people who are followed for longer periods of time."

A limitation of the study was the small number of male participants with migraine. Maassen van den Brink said this could help explain why they found no associations for male participants between cardiovascular risk factors and migraine.

The study was funded by the Dutch Research Council.
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Scientists devise method to secure Earth's biodiversity on the moon | ScienceDaily
New research led by scientists at the Smithsonian proposes a plan to safeguard Earth's imperiled biodiversity by cryogenically preserving biological material on the moon. The moon's permanently shadowed craters are cold enough for cryogenic preservation without the need for electricity or liquid nitrogen, according to the researchers.


						
The paper, published today in BioScience and written in collaboration with researchers from the Smithsonian's National Zoo and Conservation Biology Institute (NZCBI), Smithsonian's National Museum of Natural History, Smithsonian's National Air and Space Museum and others, outlines a roadmap to create a lunar biorepository, including ideas for governance, the types of biological material to be stored and a plan for experiments to understand and address challenges such as radiation and microgravity. The study also demonstrates the successful cryopreservation of skin samples from a fish, which are now stored at the National Museum of Natural History.

"Initially, a lunar biorepository would target the most at-risk species on Earth today, but our ultimate goal would be to cryopreserve most species on Earth," said Mary Hagedorn, a research cryobiologist at NZCBI and lead author of the paper. "We hope that by sharing our vision, our group can find additional partners to expand the conversation, discuss threats and opportunities and conduct the necessary research and testing to make this biorepository a reality."

The proposal takes inspiration from the Global Seed Vault in Svalbard, Norway, which contains more than 1 million frozen seed varieties and functions as a backup for the world's crop biodiversity in case of global disaster. By virtue of its location in the Arctic nearly 400 feet underground, the vault was intended to be capable of keeping its seed collection frozen without electricity. However, in 2017, thawing permafrost threatened the collection with a flood of meltwater. The seed vault has since been waterproofed, but the incident showed that even an Arctic, subterranean bunker could be vulnerable to climate change.

Unlike seeds, animal cells require much lower storage temperatures for preservation (-320 degrees Fahrenheit or -196 degrees Celsius). On Earth, cryopreservation of animal cells requires a supply of liquid nitrogen, electricity and human staff. Each of these three elements are potentially vulnerable to disruptions that could destroy an entire collection, Hagedorn said.

To reduce these vulnerabilities, scientists needed a way to passively maintain cryopreservation storage temperatures. Since such cold temperatures do not naturally exist on Earth, Hagedorn and her co-authors looked to the moon.

The moon's polar regions feature numerous craters that never receive sunlight due to their orientation and depth. These so-called permanently shadowed regions can be [?]410 degrees Fahrenheit ([?]246 degrees Celsius) -- more than cold enough for passive cryopreservation storage. To block out the DNA-damaging radiation present in space, samples could be stored underground or inside a structure with thick walls made of moon rocks.




At the Hawai?i Institute of Marine Biology, the research team cryopreserved skin samples from a reef fish called the starry goby. The fins contain a type of skin cell called fibroblasts, the primary material to be stored in the National Museum of Natural History's biorepository. When it comes to cryopreservation, fibroblasts have several advantages over other types of commonly cryopreserved cells such as sperm, eggs and embryos. Science cannot yet reliably preserve the sperm, eggs and embryos of most wildlife species. However, for many species, fibroblasts can be cryopreserved easily. In addition, fibroblasts can be collected from an animal's skin, which is simpler than harvesting eggs or sperm. For species that do not have skin per se, such as invertebrates, Hagedorn said the team may use a diversity of types of samples depending on the species, including larvae and other reproductive materials.

The next steps are to begin a series of radiation exposure tests for the cryopreserved fibroblasts on Earth to help design packaging that could safely deliver samples to the moon. The team is actively seeking partners and support to conduct additional experiments on Earth and aboard the International Space Station. Such experiments would provide robust testing for the prototype packaging's ability to withstand the radiation and microgravity associated with space travel and storage on the moon.

If their idea becomes a reality, the researchers envision the lunar biorepository as a public entity to include public and private funders, scientific partners, countries and public representatives with mechanisms for cooperative governance akin to the Svalbard Global Seed Bank.

"We aren't saying what if the Earth fails -- if the Earth is biologically destroyed this biorepository won't matter," Hagedorn said. "This is meant to help offset natural disasters and, potentially, to augment space travel. Life is precious and, as far as we know, rare in the universe. This biorepository provides another, parallel approach to conserving Earth's precious biodiversity."

The study was co-authored by Hagedorn and Pierre Comizzoli of NZCBI, Lynne Parenti of the National Museum of Natural History and Robert Craddock of the National Air and Space Museum. Collaborators from other institutions include Paula Mabee of the U.S. National Science Foundation's National Ecological Observatory Network (Battelle); Bonnie Meinke of the University Corporation for Atmospheric Research; Susan Wolf and John Bischof of the University of Minnesota; and Rebecca Sandlin, Shannon Tessier and Mehmet Toner of Harvard Medical School.
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Cannabinoid CBG reduces anxiety and stress in first human clinical trial | ScienceDaily
A lesser-known cannabinoid that is gaining in popularity Cannabigerol (CBG) effectively reduced anxiety in a clinical trial without the intoxication typically associated with whole plant cannabis. It may even have some memory enhancing effects, according to a new study in Scientific Reports.


						
For the study, Carrie Cuttler, an associate professor of psychology at Washington State University, and colleagues conducted the first human clinical trial investigating the acute effects of CBG on anxiety, stress and mood.

The research revealed that 20 mg of hemp-derived CBG significantly reduced feelings of anxiety at 20, 45 and 60 minutes after ingestion compared to a placebo. Stress ratings also decreased at the first time point compared to the placebo. The findings align with survey data from a previous study led by Cuttler that indicated 51% of CBG users consume it to decrease anxiety, with 78% asserting its superiority over conventional anxiety medications.

"CBG is becoming increasingly popular, with more producers making bold, unsubstantiated claims about its effects," Cuttler said. "Our study is one of the first to provide evidence supporting some of these claims, helping to inform both consumers and the scientific community."

For the study, Cuttler's team at WSU and colleagues at the University of California, Los Angeles, conducted a double-blind, placebo-controlled, experimental trial with 34 healthy cannabis users. The participants completed two sessions over Zoom during which they provided baseline ratings of their anxiety, stress and mood.

They then ingested either 20 mg of hemp-derived CBG or a placebo tincture mailed to them ahead of time. The participants then rerated their mood, stress, anxiety and other variables such as feelings of intoxication and whether they liked how the drug made them feel at three different time points post-ingestion. Additionally, they reported on potential side effects like dry eyes and mouth, increased appetite, heart palpitations and sleepiness.

The sessions were repeated a week later with the participants taking the alternate product prior to completing the same assessments. The design ensured that neither the participants nor the research assistants knew which product was administered.




One of the most surprising outcomes was CBG's effect on memory. Contrary to expectations based on THC's known effects on memory, CBG significantly enhanced the ability to recall lists of words. Participants were able to recall more words after taking 20 mg of CBG than after taking a placebo.

"We triple-checked to ensure accuracy, and the enhancement was statistically significant," Cuttler said.

Furthermore, the study found that CBG did not produce cognitive or motor impairments, or other adverse effects commonly associated with THC, the psychoactive ingredient in cannabis. Participants in the experimental group reported low intoxication ratings and minimal changes in symptoms like dry mouth, sleepiness and appetite. Contrary to previous self-report surveys where users touted CBG's antidepressant effects, the participants in the current study did not report significant mood enhancement after taking CBG.

While the research is promising, Cuttler cautions the results should be interpreted carefully due to the study's limitations. The use of experienced cannabis users, the modest dose of CBG and the timing of assessments might have influenced the findings. Additionally, the study's remote nature, conducted via Zoom, and lack of physiological measurements further constrain the conclusions.

"We need to avoid claims that CBG is a miracle drug. It's new and exciting, but replication and further research are crucial," Cuttler said. "Ongoing and future studies will help build a comprehensive understanding of CBG's benefits and safety, potentially offering a new avenue for reducing feelings of anxiety and stress without the intoxicating effects of THC."

Moving forward, Cuttler and her team are designing a new clinical trial to replicate their findings and include physiological measures such as heart rate, blood pressure and cortisol levels. They also plan to extend the research to non-cannabis users. Additionally, Cuttler is planning a study on CBG's effects on menopause symptoms in women.
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Researchers explore cancer susceptibility in birds | ScienceDaily
In one of the largest studies of cancer susceptibility across bird species, researchers at Arizona State University describe an intriguing relationship between reproductive rates and cancer susceptibility.


						
The research, conducted by an international team of scientists, analyzed data from more than 5,700 bird necropsies across 108 species. They discovered birds that lay more eggs per clutch tend to have higher rates of cancer. The findings shed new light on evolutionary trade-offs between reproduction and survival in birds and have implications for health and disease across the tree of life.

By examining how different energy allocation strategies affect cancer development in birds, researchers gain insights into relevant mechanisms for studying human cancers. This understanding could lead to new strategies for preventing and treating cancer, highlighting the interconnectedness of biological research across species.

"Birds are exceptional for many reasons but one of them is the fact that birds get less cancer than mammals, and we don't know why," says Carlo Maley, corresponding author of the new study. "We'd like to understand how birds avoid getting cancer and see if we can use that to help prevent cancer in humans."

Maley directs the Arizona Cancer and Evolution Center, is a researcher with the Biodesign Center for Biocomputing, Security and Society, and is a professor with the School of Life Sciences at ASU.

The group's findings appear in the Oxford Academic journal Evolution, Medicine, and Public Health.

The study was conducted by an interdisciplinary team of researchers from Arizona State University, the University of California Santa Barbara, North Carolina State University and several European universities. The team brought together expertise in evolutionary biology, veterinary medicine and cancer research.




Cooperation and cancer

While cancer is an ever-present hazard for nearly all multicellular organisms, the susceptibility and risk factors for cancer in birds have not been as extensively studied as it has in mammals. Birds, and all other organisms, have limited energy resources that they can allocate to various functions. When more energy is devoted to reproduction, less is available for maintaining the health of the body, potentially leading to a higher risk of diseases, including cancer.

Life history theory is a part of evolutionary ecology that examines how evolutionary pressures shape the trade-offs between different life functions. In birds, species that have high reproductive rates and invest heavily in raising offspring have less energy available for DNA repair, making them more susceptible to cancer. The same may be true in mammals, as the authors have previously shown.

Such studies also help to explain why some long-lived species, which tend to have fewer offspring and invest more in maintenance and longevity, might have lower cancer rates. In contrast, species with high reproductive rates and shorter lifespans may prioritize reproduction over longevity and maintenance, increasing their vulnerability to cancer.

"It is interesting that depending on the reproductive trait that we focus on, the trade-off between reproduction and bodily maintenance is not always clear," says co-first author Stefania Kapsetaki. "For example, investing in a trait linked to increased reproduction does not always mean less investment in a trait linked with bodily maintenance. It is important to bear in mind that patterns of avian cancer prevalence are affected by multiple interacting components, some known and others yet to be discovered."

The study found no significant correlation between body size or lifespan and cancer risk in birds, contrary to what might be expected. These results highlight a phenomenon in biology called "Peto's paradox," in which larger, longer-lived animals sometimes display lower cancer rates despite having more cells that could potentially become cancerous.




In earlier research, Maley and his colleagues explored how large mammals, including whales and elephants, have developed sophisticated strategies of cancer suppression, which may hold clues in the battle against human cancers.

The current study finds that birds with larger clutch sizes (more eggs per brood) had significantly higher rates of malignant cancers. This suggests a potential trade-off between reproduction and cancer defense mechanisms. Other factors like incubation length, physical differences between males and females, and the bird's sex were not significantly associated with cancer prevalence.

Costs of reproduction

The findings add to a growing body of evidence linking reproductive investment to the risk of disease in animals. The researchers used advanced statistical techniques to account for the evolutionary relationships between different bird species, allowing them to identify patterns that likely arose from natural selection rather than chance. This suggests there may be optimal levels of cancer defense for different ecological niches, which can occasionally shift due to environmental changes.

Data on cancer susceptibility came from necropsies performed at 25 different zoological institutions over 25 years, and the life history information was compiled from existing scientific databases on bird biology. The researchers emphasized their findings are based on birds living under human care, which may differ from wild populations in some respects.

Avenues for future research

The study opens new questions for future investigation: What are the molecular mechanisms underlying the relationship between clutch size and cancer risk? How do ecological factors influence cancer susceptibility in wild bird populations? And for the bird species that have extremely low cancer rates, how are they preventing cancer?

The findings could have implications for the care and conservation of bird species.

Zoos and wildlife centers may need to consider cancer screening more carefully for species with larger clutch sizes. Further, conservation efforts for endangered bird species may benefit from considering cancer risk as part of overall population health management.

The research demonstrates the value of applying evolutionary thinking to cancer biology. By studying how different species manage the risk of cancer, researchers may uncover new strategies for prevention and treatment that could benefit both human and veterinary medicine.
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Serotonin-producing neurons regulate malignancy in ependymoma brain tumors | ScienceDaily

"Ependymomas are the third most common type of pediatric brain tumors," said co-corresponding author, Dr. Benjamin Deneen professor and Dr. Russell J. and Marian K. Blattner Chair in the Department of Neurosurgery, director of the Center for Cancer Neuroscience and a member of the Dan L Duncan Comprehensive Cancer Center at Baylor. "These tumors are aggressive, resistant to chemotherapy and lack tumor-specific therapies, leading to poor survival."

"We have not made an impact on patient survival in the last three decades. A major factor has been a poor understanding of the disease. The motivation of our collaborative work with the Deneen lab is to dissect the biology of these tumors as a basis for developing new therapies," said co-corresponding author Dr. Stephen Mack, associate member at St. Jude Children's Research Hospital and member of the Department of Neurobiology, Neurobiology and Brain Tumor Program and Center of Excellence in Neuro-Oncology Sciences.

Previous studies have shown in other types of brain tumors that brain activity surrounding the tumor can influence its growth. "In the current study, we investigated whether brain activity played a role in ependymoma growth, specifically in a very aggressive type driven by a protein called ZFTA-RELA," said first author Hsiao-Chi Chen, a graduate student in the Deneen lab. "In collaboration with the Mack lab, we developed an animal model to study this rare pediatric brain tumor and validated these findings in human tumor samples."

The researchers discovered evidence of abnormal neuronal activity in ependymoma's environment and investigated whether it affected ependymoma growth. They found that while hyperactivity of some neural circuits promoted tumor growth, hyperactivity of other neural circuits surprisingly reduced tumor growth, which had not been described before. Their study revealed a novel chain of events at play that regulates tumor growth, which may hold therapeutic applications.

"First, we found that normal neurons located in the brain region called dorsa raphe nucleus (dRN) project towards the cortex, where ependymoma grows. These neurons secrete serotonin, a brain chemical that carries messages between nerve cells, which surprisingly slows tumor growth," Chen said.

Interestingly, ependymoma cells carry a serotonin transporter, a molecule that imports serotonin within the cell. "We were surprised to discover that serotonin enters ependymoma cells and binds to histone H3, a protein that is tightly associated with DNA," Chen said. "Histone serotonylation, the addition of serotonin to histone, regulated tumor growth. Promoting it enhanced tumor growth while preventing it slowed down ependymoma growth in animal models."

"Discovering histone serotonylation in ependymoma piqued our interest because a previous study from our lab had revealed that adding serotonin to histones affects which genes the cell turns on," Deneen said.




The team discovered that histone serotonylation in ependymoma increases the expression of transcription factors, genes that regulate the expression of other genes," Chen said. "We focused on transcription factor ETV5 whose overexpression accelerated tumor growth. But how does it do it?"

The next experiments showed that ETV5 expression triggers changes in the 3D structure of chromatin, the combination of DNA and proteins that forms chromosomes. The 3D changes prevent the activation of genes encoding neurotransmitters, molecules that mediate neural activity. The team focused on a neurotransmitter called neuropeptide Y (NPY) and found that growing tumors have little NPY. Restoring the levels of NPY in tumors slowed down tumor progression and tumor-associated neural hyperactivity through the remodeling of surrounding synapses or neuron-to-neuron communication.

"We knew that brain tumors release factors that remodel synapses towards hyperactivity. Here we found the opposite also can happen, that ependymoma tumors can release factors that suppress excitatory synaptic remodeling and that repressing this mechanism is essential for tumor progression," Deneen said.

"I am excited that this work has redefined our understanding of how brain tumor cells grow, and how they take advantage of factors in their surrounding environment to initiate tumors," Mack said. "I am equally excited that this work has revealed many new avenues for research that may in the future lead to new therapies, which is desperately needed for this devastating disease."

Other contributors to this work include Peihao He, Malcolm McDonald, Michael R. Williamson, Srinidhi Varadharajan, Brittney Lozzi, Junsung Woo, Dong-Joo Choi, Debosmita Sardar, Emmet Huang-Hobbs, Hua Sun, Siri Ippagunta, Antrix Jain, Ganesh Rao, Thomas E. Merchant, David W. Ellison, Jeffrey L. Noebels and Kelsey C. Bertrand. The authors are affiliated with Baylor College of Medicine or St. Jude Children's Research Hospital.

This work was supported by U.S. National Institutes of Health grants R35-NS132230, R01-NS124093, R01-CA284455, R01-CA223388, R01-NS116361, R01-CA280203 and U01-CA281823; the National Cancer Institute Cancer Target Discovery and Development grant U01-CA217842; an Alex's Lemonade Stand 'A' Award; St Jude Children's Research Hospital Transcription Collaborative; the ALSAC Foundation and the Cancer Prevention Research Institute of Texas (CPRIT) grants (RP210027, F31-CA243382, T32-5T32HL092332-19, 1K99-DC019668 and AHA-23POST1019413). Further support was provided by the David and Eula Wintermann Foundation and the Adrienne Helis Malvin Medical Research Foundation, a Dan L. Duncan Comprehensive Cancer Center NIH award (P30 CA125123), a CPRIT Core Facility Award (RP210227), the Eunice Kennedy Shriver National Institute of Child Health and Human Development of the National Institutes of Health under award number P50HD103555.
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Body appreciation varies across cultures | ScienceDaily
People from different cultures show both similarities and differences in how body appreciation, sociocultural pressure, and internalization of thin ideals vary, according to a study published July 31, 2024 in the open-access journal PLOS ONE by Louise Hanson from Durham University, UK, and colleagues.


						
Body image is a multifaceted and complex phenomenon encapsulating how we think, behave, and feel about our body. To date, most body image research has focused on young, White, Western women, and has focused on negative rather than positive body image.

By contrast, Hanson and colleagues examined body appreciation, encapsulating positive thoughts and feelings regarding one's own body. They also included participants not only from Western countries (i.e., Australia, Canada, United Kingdom, United States of America), but also China and Nigeria. A final sample of 1186 women completed the questionnaires and were included in the analysis.

The results did not reveal significant difference in body satisfaction between women of different ages, but there was significant variation between cultures. Black Nigerian women had the highest body appreciation, followed by Eastern Asian Chinese women, with White Western women reporting lowest body appreciation. The findings suggest that ethnicity and culture are important influences on body appreciation and might act as protective factors that promote positive body image.

High internalization of the thin ideal, and high perceived pressure about appearance from family, peers, and the media, were associated with lower body appreciation. Internalization varied by age in some cultures: older White Western and Black Nigerian women reported lower thin-ideal internalization than younger women, but Chinese women experienced the same thin-ideal internalization across the lifespan.

For women from all cultures, older women reported lower perceived sociocultural pressure than younger women. White Western women experienced more perceived pressure from the media than Black Nigerian and Chinese women, but Chinese women reported the most pressure from peers. The results also showed that Black Nigerian women reported the lowest sociocultural pressure overall, and that Chinese women reported the most pressure.

The authors suggest that future studies should include more women in older age groups to obtain a fully representative picture of women's body appreciation across the lifespan. In addition, further development of measurement tools is necessary for future research in cross-cultural contexts. According to the authors, the results of the current study could be used to target positive body image interventions to each culture. Further research may be required to develop effective interventions for each group.

The authors add: "We found that body appreciation was relatively stable across all ages and sociocultural pressure was evident in all cultures. However, the extent to which this pressure was experienced and where it came from differed across cultures."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240731141148.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Barriers designed to prevent saltwater intrusion may worsen inland flooding | ScienceDaily
As Earth continues to warm, sea levels have risen at an accelerating rate -- from 1.4 millimeters a year to 3.6 millimeters a year between 2000 and 2015. Flooding will inevitably worsen, particularly in low-lying coastal regions, where more than a billion people are estimated to live. Solutions are needed to protect homes, property and groundwater from flooding and the intrusion of saltwater.


						
Seawalls and similar infrastructure are obvious options to protect against flooding. In fact, cities such as New York and San Franciso have already thrashed out potential plans with the Army Corps of Engineers that will heavily rely on seawalls. But these plans come with a hefty price tag, estimated at tens of billions of dollars.

Further complicating planning, a new paper has found that seawalls and other shoreline barriers, which extend below the surface, might actually lead to more groundwater flooding, result in less protection against saltwater intrusion into groundwater, and end up with a lot of water to deal with inside of the area that seawalls were supposed to protect.

The paper, "Shoreline barriers may amplify coast groundwater hazards with sea-level rise," was published in Scientific Reports, which is part of the Nature portfolio. The paper was written by Xin Su, a research assistant professor at the University of Memphis; Kevin Befus, an assistant professor at the U of A; and Michelle Hummel, an assistant professor at the University of Texas at Arlington. Su was previously a post-doctoral researcher working with Befus in the U of A's Geosciences Department before assuming her current position.

The paper provides an overview of how sea-level rise causes salty groundwater to move inland and replace the fresh groundwater that was there, a process known as saltwater intrusion. At the same time, the fresh and salty groundwater both rise toward the ground surface because of the higher sea level. This can cause flooding from below, also known as groundwater emergence.

Walls can be built underground to reduce saltwater intrusion, but this can lead to groundwater getting stuck behind the walls, which act like an underground dam. This can cause even more groundwater to move up to the ground surface, which can in turn infiltrate sewer systems and water mains.

"These barriers can backfire if they don't take into account the potential for inland flooding caused by rising groundwater levels," Su explained. "Excessive groundwater could potentially reduce sewer capacity, increase the risk of corrosion and contaminate the drinking water supply by weakening the pipes."

The researchers noted that studies prior to this one did not include the groundwater flooding effects, which led those studies to anticipate more benefits from underground walls than this latest paper now suggests.




"The standard plan for protecting against flooding is to build seawalls," Befus added. "Our simulations show that just building seawalls will lead to water seeping in under the wall from the ocean as well as filling up from the landward side. Ultimately, this means if we want to build seawalls, we need to be ready to pump a lot of water for as long as we want to keep that area dry -- this is what the Dutch have had to do for centuries with first windmills and now large pumps."

Su concluded: "We found that building these protection barriers without accounting for potential inland flooding risks from groundwater can eventually worsen the very issues they aim to solve."

She added that "these risks highlight the need for careful planning when building barriers, especially in densely populated coastal communities. By addressing these potential issues, coastal communities can be better protected from rising sea levels."

When building flood-related or underground walls, there appears to be no perfect solution that prevents saltwater intrusion or groundwater flooding. As such, the researchers recommend that any underground barriers have additional plans to deal with the extra water that would pond up inland of the barrier, such as using pumps or French drains, which utilize perforated pipes embedded in gravel or loose rock that direct water away from foundations.

City planners in New York, San Francisco and coastal cities globally would do well to take heed of this as they develop plans to combat rising sea levels.
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Cracking the carb code: Researchers create new glycemic index database to improve dietary awareness | ScienceDaily
Karen Della Corte, BYU nutrition and dietetics professor, recently authored a new study, published in The American Journal of Clinical Nutrition, that developed a national glycemic index (GI) and glycemic load (GL) database to offer insights into the evolving quality of carbohydrates consumed in the United States, something that hadn't been done previously.


						
The GI is a scale used by public health researchers to categorize the quality of the carbohydrates. High-GI foods like white flour and sugar cereals cause a "sugar rush" that can negatively impact metabolic health. Additionally, GL factors in the quantity of carbohydrates consumed.

"Large-scale studies have shown that both high GI and GL diets are associated with an increased risk of Type 2 diabetes, cardiovascular disease, and some cancers," said Della Corte. "In addition, high-GI foods lead to quicker hunger and increased caloric intake and contribute to weight gain."

To conduct the study Della Corte and her husband, Dennis Della Corte, a BYU professor of physics and astronomy, developed an AI-enabled model that analyzes foods based on their GI and GL. They used the National Health and Nutrition Examination Survey (NHANES) which provided sample list of foods Americans eat daily. The AI matched the foods from the NHANES, based on the food descriptions, with their correlated GI/GL values. This created the first national GI database.

"Using open AI for the [creation] of the GI database was a novel application of ours and marks an advancement in nutritional research methodology," said Della Corte. "Looking forward, many new and important questions can now be investigated using this database relating to the role GI and GL play for chronic disease risk in the U.S."

This dietary database allowed Della Corte to analyze the carbohydrate intake from the data they collected from nearly 10,000 foods. A process which could have taken months was sped up and made possible using AI.

In addition to developing the methodology needed for the creation of the first national GI database in the U.S., their work includes the analysis of carbohydrate quality intake trends spanning over two decades. It reports on the top GL-contributing foods to the American diet such as soft drinks, white bread, rice and fruit juice.




"One key takeaway from this study is the importance of prioritizing low-glycemic carbohydrates in the diet. This means focusing on whole, minimally processed foods that release glucose slowly into the bloodstream and prevent spikes in blood sugar levels," said Della Corte. "Making swaps from refined grains to whole grains can help improve the healthfulness of the diet and lower the overall dietary GI."

Della Corte notes that having a simple understanding of what foods are low on the glycemic index can help people make more informed food choices. Think of it as turning your pantry into a "GI-friendly zone." She suggests adding the following items to your grocery list or including some of them in weekly meal prep:
    	Whole grains
    	Beans
    	Lentils
    	Chickpeas
    	Brown or wild rice
    	Quinoa
    	Barley
    	Steel-cut or rolled oats
    	Non-starchy vegetables
    	Fruits
    	Nuts

Additionally, the study found dietary patterns within GI and GL based on sex, race, ethnicity, education, and income levels. Not surprising, as individuals aged, they tended to make healthier carbohydrate choices. Those with a higher education and income were more likely to eat foods with lower GI. Black adults have the highest GI/GL and women have higher GI/GL than men.

The Della Cortes say they've enjoyed collaborating in this research and hope their database leads to increased public awareness of the importance of carbohydrate quality, which along with other important lifestyle factors could help prevent disease and extend an individual's health span.

"We hope that future studies derived from this database will add to the body of evidence needed to advocate for the incorporation of GI into public health guidelines and dietary recommendations."

In addition to the Della Cortes, BYU undergraduate student Sean Titensor and Dr. Simin Liu from Brown University also contributed to this research.
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Human cells for cardiovascular research | ScienceDaily
The innermost layer of blood vessels is formed by endothelial cells, which in turn play a role in the development of diseases of the cardiovascular system. Human endothelial cells are therefore required for the "in vitro" investigation of the causes of these diseases. Researchers at the University Hospital Bonn (UKB) and the University of Bonn have now established a highly efficient, cost-effective and reproducible way to generate functional endothelial cells from human induced pluripotent stem cells (hiPSCs) for tests in cell culture dishes. The results of the study have now been published in the journal Cardiovascular Research.


						
Endothelial cells line the inside of blood vessels. They perform a number of tasks in the human body, such as regulating blood pressure and blood clotting. They also play a role in the development of diseases of the cardiovascular system. Human endothelial cells are needed to study the basis of these diseases "in vitro," i.e. outside the human body. "Human induced pluripotent stem cells (hiPSCs) are a promising approach for this. Since they are not yet committed to a specific tissue type, they have the potential to differentiate into many different cell types -- including endothelial cells," says co-corresponding and senior author Prof. Bernd K. Fleischmann, Director of the Institute of Physiology I at the UKB and member of the Cluster of Excellence ImmunoSensation2 and the Transdisciplinary Research Area (TRA) "Life & Health" at the University of Bonn.

Various differentiation strategies for hiPSCs into endothelial cells have already been developed in the past. One of the most efficient approaches to date is based on the use of different growth factors in combination with a purification step to enrich the successfully generated endothelial cells. In another approach, so-called transcription factors are specifically activated to control the conversion of hiPSCs into endothelial cells. Recently, an international research team led by George Church from Harvard Medical School in Boston (USA) and Volker Busskamp from the UKB identified the transcription factor "ETS variant transcription factor 2," abbreviated ETV2, as an important driver in this process. Furthermore, the team has developed a hiPSC line in which the transcription factor ETV2 can be specifically activated by the addition of the antibiotic doxycycline. This particular stem cell type is called "PGP1 ETV2 iso2."

Fast, cost-effective and reproducible route to human endothelial cells

Dr. Sarah Rieck's research group from the Institute of Physiology I, together with Kritika Sharma from Prof. Volker Busskamp's team at the UKB Ophthalmology clinic has improved the differentiation protocol for the PGP1-ETV2-iso2 line (ETV2 protocol) and compared it with the strategy using growth factors. "We were able to show that the ETV2 protocol we improved is more efficient and cost-effective than the protocol with growth factors," says co-corresponding and first author Dr. Sarah Rieck, who also conducts research at the University of Bonn. This is because it delivers endothelial cells more quickly, requires fewer additives for the culture medium and does not require an additional purification step. Furthermore, the process is highly reproducible and can be easily transferred to other hiPSC lines. The resulting cells are not contaminated with other cell types and are also stable over longer cultivation periods. They produce proteins characteristic of endothelial cells and also show typical functional properties of endothelial cells. By modifying the differentiation protocol, it is also possible to preferentially obtain endothelial cells with arterial or venous characteristics.

Although they are similar to the endothelial cells differentiated with the growth factor protocol, there is evidence that the endothelial cells of the ETV2 protocol have a slightly higher degree of maturity. "Compared to human endothelial cells from the umbilical vein, however, both types of hiPSC-derived endothelial cells are not fully developed, which is probably due to a lack of external influences such as the absence of blood flow," says co-author Prof. Busskamp, head of the "Neurodegenerative Retinal Diseases" research group at the UKB and member of the Cluster of Excellence ImmunoSensation 2 and the Transdisciplinary Research Area (TRA) "Life & Health" at the University of Bonn.

For the future, the Bonn researchers assume that the PGP1 ETV2 iso2 line and the endothelial cells generated from it will be used to model and study diseases of the human vasculature in which the endothelium is involved in the cell culture dish. This scientific question is being researched by Dr. Rieck and Prof. Fleischmann in project C01 in the DFG Collaborative Research Center Transregio (TRR) 259 "Aortic Diseases." The endothelial cells can also be used in organoid research to develop organoids with a vascular system. "Apart from this, we are also interested in which cultivation methods increase the 'degree of maturity' of the endothelial cells following differentiation, so that their profile corresponds more closely to that of adult endothelial cells," says Dr. Rieck.
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Cash and conservation: A worldwide analysis of wildlife represented on money | ScienceDaily
If you were asked what images were depicted on each side of any of your country's banknotes, would you be able to confidently answer?


						
It's a question a team of Griffith researchers has posed as a way to explore just what flora and fauna that nations around the globe choose to represent on their currency, and the opportunities they present for conservation awareness and efforts.

In the new study published in People and Nature, lead author Beaudee Newbery and his supervisors Associate Professor Guy Castley and Dr Clare Morrison, investigated the representation of native fauna on 4,541 banknotes from 207 countries between 1980 and 2017, to identify geographic hotspots and taxonomic patterns, and determine whether threatened and endemic species were more readily represented.

They found:
"For many of us around the world using banknotes and coins is part of the everyday, despite the increasing trend towards digital transactions," Associate Professor Castley said.

"But in making these transactions, do we pay any notice to the currency itself and the images and artwork that are used in these designs?

"To get a sense of the 'value' that countries around the world might place on their native wildlife, our paper explored how wildlife imagery was used on banknotes.

"We were interested in finding out how often wildlife, specifically native animals, were depicted, but also which species were depicted."

The team recommended several avenues for further investigation to explore the relationships between perceived value and wildlife representation.




These included longitudinal studies of how representation changes over time; the inclusion of flora and/or coin imagery; identifying species-specific traits for selected wildlife; and examining the decision-making processes governing wildlife imagery on banknotes.

"Given the global biodiversity crisis, perhaps there may be a trend to showcase threatened species to highlight their plight and raise national awareness for these species," Associate Professor Castley said.

"This study underscores the role that wildlife imagery on banknotes can play in shaping national identity and public perception of a country's biodiversity."

"By highlighting both the celebrated and threatened species, currencies around the world serve as a unique platform for promoting conservation awareness."
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Climate change means that tropical cyclones in Southeast Asia are developing faster, lasting longer | ScienceDaily
A study co-led by researchers at Rowan University in the US, Nanyang Technological University, Singapore (NTU Singapore) and the University of Pennsylvania, US, reveals that tropical cyclones in Southeast Asia are now forming closer to coastlines, intensifying more rapidly, and lingering longer over land.


						
These changes, driven by climate change, heighten risks for tens of millions in coastal areas, with cities like Hai Phong, Yangon, and Bangkok facing unprecedented threats from longer lasting and more intense storms.

A tropical cyclone is a powerful, rotating storm that forms over warm ocean waters and brings strong winds and heavy rain. Tropical cyclones typically form in the tropical zone near the equator, characterised by warm ocean waters and consistent temperatures, providing the necessary heat and moisture for these cyclones to develop and intensify.

Based on the analysis of more than 64,000 modelled historic and future storms from the 19th century through the end of the 21st century, the study, published in the peer-reviewed Nature partner journal Climate and Atmospheric Science, highlights significant changes in tropical cyclone behaviours in Southeast Asia, such as increased formation near coastlines and slower movement over land, which could pose new risks to the region.

The study found that climate change alters tropical cyclones' paths in Southeast Asia. This research is the first to use data from various climate models to examine cyclones over the 19th, 20th, and 21st centuries.

The group of researchers explains that around the world, tropical cyclones are affected by warming ocean waters, and the warmer they get, the more energy storms can draw from them.

Lead author Assistant Professor Andra Garner, at Rowan University's School of Earth & Environment, said: "Southeast Asia has very densely populated coastlines, currently home to more than 70 per cent of the global population that's exposed to future sea level rise. When you're looking at that densely populated coastline, and it's a region affected by tropical cyclones, there's a real risk, especially when those storms become more damaging, and populations continue to grow."

Co-author of the study Professor Benjamin Horton, Director of NTU's Earth Observatory of Singapore,said: "Tropical cyclones have caused torrential rains and severe flooding across Southeast Asia, prompting mass evacuations, destroying infrastructure, and affecting the lives and livelihoods of thousands of people. Our study shows that as the cyclones travel across warmer oceans from climate change, they pull in more water vapour and heat. That means stronger wind, heavier rainfall, and more flooding when the typhoons hit land." Prof Horton is also a Professor in Earth Science at NTU's Asian School of the Environment.




The study is part of NTU's S$50 million interdisciplinary climate research programme, the Climate Transformation Programme (CTP). Hosted by its Earth Observatory of Singapore and funded by Singapore's Ministry of Education, the CTP aims to investigate climate change, develop, inspire, and accelerate knowledge-based solutions, and educate future leaders to establish the stable climate and environment necessary for a resilient and sustainable Southeast Asia.

Counting on advanced climate models to uncover new cyclone risks

Unlike traditional studies of historical weather patterns and storms, the researchers tailored computer simulations to manipulate various factors, such as projected increases in human-caused emissions and their impact on a warming planet.

The simulations show changes in where cyclones form, strengthen, slow down, and eventually dissipate, providing important insights into the impact of a warming climate on these storms.

Study co-author Dr Dhrubajyoti Samanta, Senior Research Fellow at NTU's Earth Observatory of Singapore, said: "By examining storms over an extended period, our study delivers insights that can help governments prepare for future storms and guide community development planning. Leveraging nine global climate models, this study significantly reduces the uncertainty in predicting tropical cyclone changes, which has been a challenge in past studies using just a single model."

Study co-author Mackenzie Weaver, from the Department of Earth and Environmental Science at the University of Pennsylvania, said: "Conducting a long-term analysis allows for better understanding of both past and future changes to tropical cyclone tracks, which can inform coastal resilience strategies in both the near-term and more distant future.

Asst Prof Garner added: "There were two takeaways: First, we should be acting to reduce emissions, so we can curb the impacts of future storms. Second, we should be acting now to protect those coastlines for the future, which will likely see some worsened tropical cyclone impacts regardless of future emissions."

The team of researchers will conduct more detailed studies to better understand extreme weather conditions in the region and further determine how they could impact vulnerable populations.
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Skin may hold key to neurodevelopmental disorder diagnosis | ScienceDaily
A genetic diagnostic method using a small sample of skin from the upper arm could identify rare neurodevelopmental disorders in a non-invasive way, according to researchers at the University of Adelaide.


						
Currently, conditions caused by a significant disruption during brain development, like Rett Syndrome, epilepsy and Down Syndrome, affect one in 50 Australian children.

But there are around 6000 rare disorders, many of which don't have names as they are defined more by symptoms or the genetic variations which cause them.

A team at the Robinson Research Institute led by Dr Lachlan Jolly, Head of the University of Adelaide's School of Biomedicine's Neurobiology Research Group, and Professor Jozef Gecz, Head of the School of Medicine's Neurogenetics program, have developed a way to transcribe genetic variations into RNA to help determine if they are disease causing and therefore improve genetic diagnosis.

These findings, as part of the PERSYST Study, have been published in the American Journal of Human Genetics.

"A genetic diagnosis is a prerequisite to appropriate care, therapies, clinical trials, family planning and importantly, a community of belonging and support," said Dr Jolly.

"What we've been able to do is activate the expression of brain disease genes in cells derived from a patient skin biopsy grown in the laboratory to obtain the genes RNA transcript; previously this would have only been possible through a sample of patient brain tissue, which is rarely available or advisable.




"Activating the disease genes in skin cells enables a functional RNA based study to resolve the pathology of the genetic variant. Such individuals would otherwise often never receive a genetic diagnosis because the genes RNA is unobtainable without highly invasive procedures.

"Variants in these genes account for 22.2 per cent of all variants of uncertain pathology, which currently equates to hundreds of thousands of people world-wide living without a diagnosis, and that number continues to rise."

This breakthrough approach underpins the PERSYST study, a national collaboration between scientists, clinicians, diagnostic laboratories and rare disease community groups across Australia. The PERSYST study, which currently runs until 2027, utilises this new skin-based diagnostic technology and has a national recruitment program for a subset of individuals living with a genetically undiagnosed rare disease.

"PERSYST is providing the critical evidence to support the genetic diagnosis of Australian individuals and their families, ending the burden of their diagnostic odysseys and providing opportunities for better care, support, and access to precision treatments," said Dr Jolly.
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AI 'hallucinations' tackled | ScienceDaily
Significant strides in addressing the issue of AI 'hallucinations' and improving the reliability of anomaly detection algorithms in Critical National Infrastructures (CNI) have been made by scientists based in Bristol's School of Computer Science.


						
Recent advances in Artificial Intelligence (AI) have highlighted the technology's potential in anomaly detection, particularly within sensor and actuator data for CNIs. However, these AI algorithms often require extensive training times and struggle to pinpoint specific components in an anomalous state. Furthermore, AI's decision-making processes are frequently opaque, leading to concerns about trust and accountability.

To help combat this, the team brought in a number of measures to boost efficiency including:
    	Enhanced Anomaly Detection: Researchers employed two cutting-edge anomaly detection algorithms with significantly shorter training times and faster detection capabilities, while maintaining comparable efficiency rates. These algorithms were tested using a dataset from the operational water treatment testbed, SWaT, at the Singapore University of Technology and Design.
    	Explainable AI (XAI) Integration: To enhance transparency and trust, the team integrated eXplainable AI (XAI) models with the anomaly detectors. This approach allows for better interpretation of AI decisions, enabling human operators to understand and verify AI recommendations before making critical decisions. The effectiveness of various XAI models was also evaluated, providing insights into which models best aid human understanding.
    	Human-Centric Decision Making: The research emphasizes the importance of human oversight in AI-driven decision-making processes. By explaining AI recommendations to human operators, the team aims to ensure that AI acts as a decision-support tool rather than an unquestioned oracle. This methodology introduces accountability, as human operators make the final decisions based on AI insights, policy, rules, and regulations.
    	Scoring System Development: A meaningful scoring system is being developed to measure the perceived correctness and confidence of the AI's explanations. This score aims to assist human operators in gauging the reliability of AI-driven insights.

These advancements not only improve the efficiency and reliability of AI systems in CNIs but also ensure that human operators remain integral to the decision-making process, enhancing overall accountability and trust.

Dr Sarad Venugopalan, co-author of the study, explained: "Humans learn by repetition over a longer period of time and work for shorter hours without being error prone. This is why, in some cases, we use machines that can carry out the same tasks in a fraction of the time and at a reduced error rate.

"However, this automation, involving cyber and physical components, and subsequent use of AI to solve some of the issues brought by the automation, is treated as a black box. This is detrimental because it is the personnel using the AI recommendation that is held accountable for the decisions made by them, and not the AI itself.

"In our work, we use explainable AI, to increase transparency and trust, so the personnel using the AI is informed why the AI made the recommendation (for our domain use case) before a decision is made."

This research is part of the MSc thesis of Mathuros Kornkamon, under the supervision of Dr Sridhar Adepu.

Dr Adepu added: "This work discovers how WaXAI is revolutionizing anomaly detection in industrial systems with explainable AI. By integrating XAI, human operators gain clear insights and enhanced confidence to handle security incidents in critical infrastructure."
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The rotation of a nearby star stuns astronomers | ScienceDaily
Astronomers from the University of Helsinki have found that the rotational profile of a nearby star, V889 Herculis, differs considerably from that of the Sun. The observation provides insights into the fundamental stellar strophysics and helps understanding the activity of the Sun, its spot structures and eruptions.


						
The Sun rotates the fastest at the equator, whereas the rotation rate slows down at higher latitudes and is the slowest as the polar regions. But a nearby Sun-like star V889 Herculis, some 115 light years away in the constellation of Hercules, rotates the fastest at a latitude of about 40 degrees, while both the equator and polar regions rotate more slowly.

Similar rotational profile has not been observed for any other star. The result is stunning because stellar rotation has been considered a well-understood fundamental physical parameter but such a rotational profile has not been predicted even in computer simulations.

"We applied a newly developed statistical technique to the data of a familiar star that has been studied in the University of Helsinki for years. We did not expect to see such anomalies in stellar rotation. The anomalies in the rotational profile of V889 Herculis indicate that our understanding of stellar dynamics and magnetic dynamos are insufficient, "explains researcher Mikko Tuomi who coordinated the research

Dynamics of a ball of plasma

The target star V889 Herculis is much like a young Sun, telling a story about the history and evolution of the Sun. Tuomi emphasises that it is crucial to understand stellar astrophysics in order to, for instance, predict activity-induced phenomena on the Solar surface, such as spots and eruptions.

Stars are spherical structures where matter is in the state of plasma, consisting of charged particles. They are dynamical objects that hang in a balance between the pressure generated in nuclear reactions in their cores and their own gravity. They have no solid surfaces unlike many planets.




The stellar rotation is not constant for all latitudes -- an effect known as differential rotation. It is caused by the fact that hot plasma rises to the star's surface via a phenomenon called convection, which in turn has an effect on the local rotation rate. This is because angular momentum must be conserved and the convection occurs perpendicular to the rotational axis near equator whereas it is parallel to the axis near the poles.

However, many factors such as stellar mass, age, chemical composition, rotation period, and magnetic field have effects on the rotation and give rise to variations in the differential rotation profiles.

A statistical method for determining rotational profile

Thomas Hackman, docent of astronomy, who participated in the research, explains that the Sun has been the only star for which studying the rotational profile has been possible.

"Stellar differential rotation is a very crucial factor that has an effect on the magnetic activity of stars. The method we have developed opens a new window into the inner workings of other stars.

"The astronomers at the Department of Particle Physics and Astrophysics of the Helsinki University have determined the rotational profile of two nearby young stars by applying a new statistical modelling to long-baseline brightness observations. They modelled the periodic variations in the observations by accounting for the differences in the apparent spot movement at different latitudes. The spot movement then enabled estimating the rotational profile of the stars.




"The second one of the targets stars, LQ Hydrae in the constellation of Hydra, was found to be rotating much like a rigid body -- the rotation appeared unchanged from the equator to the poles, which indicates that the differences are very small."

Observations from the Fairborne Observatory

The researchers base their results on the observations of the target stars from the Fairborn observatory. The brightnesses of the stars have been monitored with robotic telescopes for around 30 years, which provides insights into the behaviour of the stars over a long period of time.

Tuomi appreciates the work of senior astronomer Gregory Henry, of Tennessee University, United States, who leads the Fairborne observational campaign.

"For many years, Greg's project has been extremely valuable in understanding the behaviour of nearby stars. Whether the motivation is to study the rotation and properties of young, active stars or to understand the nature of stars with planets, the observations from Fairborn Observatory have been absolutely crucial. It is amazing that even in the era of great space-based observatories we can obtain fundamental information on the stellar astrophysics with small 40cm ground-based telescopes.

The target stars V889 Herculis and LQ Hydrae are both roughly 50 million yeara old stars that in many respects resemble the young Sun. They both rotate very rapidly, with rotation periods of only about one and half days. For this reason, the long-baseline brightness observations contain many rotational cycles. The stars were selected as targets because they have been observed for decades and because they have both been studied actively at the University of Helsinki.
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Surprising finding in glioblastomas | ScienceDaily
Glioblastomas are highly aggressive, usually incurable brain tumors. If all therapeutic options are exhausted, patients have an average life expectancy of less than two years. Now researchers from the German Cancer Consortium (DKTK) at the West German Tumor Center Essen have made a surprising discovery: in the vicinity of glioblastomas, they found islands of highly potent immune cells in the neighboring bone marrow of the skull, which play a central role in defending against cancer. The new data may open up prospects for innovative therapies. On the other hand, they cast a shadow over conventional strategies.


						
"What we have found is surprising and fundamentally new," says Bjorn Scheffler, DKTK researcher at the Essen site. Until now, the body's own defenses have always been thought of as a holistic system that sends its troops to different parts of the body as required. "However," says Scheffler, "our data show that highly potent immune cells gather in regional bone marrow niches close to the tumor and organize the defence from there. At least this is the case with glioblastomas."

Immune system on site

Based on new findings from animal experiments, the Essen team took tissue samples from the bone marrow near the tumor in the skull from untreated patients with glioblastoma. "However, the methods for this first had to be established," reports first author Celia Dobersalske, emphasizing the fact that the new research results were obtained from human tissue samples.

The researchers hit the bull's eye in their search: Bone marrow niches in close proximity to the glioblastoma appear to be the reservoir from which the anti-tumor defense is recruited. Apart from active lymphoid stem cells that develop into immune cells, the researchers also found mature cytotoxic T lymphocytes (CD8 cells) in the bone marrow close to the tumor. "These are highly effective immune cells that play a central role in the defense against cancer," adds Celia Dobersalske. They can recognize and destroy malignant cells.

The CD8 cells in the bone marrow near the tumor had an increased number of receptors on their surface, which control the proliferation of mature T lymphocytes. In line with this, descendants of the same cell clones -- one clone originates from one and the same cell -- were detected both in the bone marrow and in the tumor tissue. This is clear evidence that the immune cells gathered on site are fighting the glioblastoma. "And they are successful -- at least for a while," says Bjorn Scheffler. "We were able to show that the course of the disease correlates with the activity of the local CD8 cells."

Valuable immune cells destroyed?

This finding not only turns conventional ideas about how the immune system works on their head. The treatment concepts for glioblastoma must also be reconsidered in light of the new data. "Until now, we hadn't even considered the skullcap in our considerations. How could we, since there was no evidence that highly potent immune cells could be hiding there," says senior author Scheffler.




"When we opened the skull, we may have destroyed important immune cells in the process," confirms Ulrich Sure, Director of the Department of Neurosurgery and member of the Essen research team. "In view of the new findings, we find ourselves in a dilemma: we have to gain access to the tumor in order to remove it and also to be able to confirm the diagnosis. There is currently no other way than through the skull. But we are thinking about how we can minimize damage to the local bone marrow in the future."

On the other hand, the discovery of the local immune system opens up opportunities for innovative therapies. In particular, so-called checkpoint inhibitors are coming back into play. These are immunotherapeutic agents that aim to boost the body's own cancer defenses. However, checkpoint inhibitors tested to date have shown little effect on glioblastomas.

"Various explanations have been suggested as an explanation, but perhaps we also need to rethink things in this respect," says Bjorn Scheffler. "We now know that highly potent immune cells are indeed present on site. We were able to prove that they are fit to fight tumors, but they are not capable of destroying the tumor on their own. This is where we can start. One challenge will be to deliver drugs in sufficient concentration to the regional bone marrow niches at the right time. If we succeed, we may have a chance of controlling the growth of glioblastomas and improving our patients' chances of survival."

This work was funded by the Wilhelm Sander Foundation and the DKTK Joint Funding Program 'HematoTrac'.
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AI opens door to safe, effective new antibiotics to combat resistant bacteria | ScienceDaily
In a hopeful sign for demand for more safe, effective antibiotics for humans, researchers at The University of Texas at Austin have leveraged artificial intelligence to develop a new drug that already is showing promise in animal trials.


						
Publishing their results in Nature Biomedical Engineering, the scientists describe using a large language model -- an AI tool like the one that powers ChatGPT -- to engineer a version of a bacteria-killing drug that was previously toxic in humans, so that it would be safe to use.

The prognosis for patients with dangerous bacterial infections has worsened in recent years as antibiotic-resistant bacterial strains spread and the development of new treatment options has stalled. However, UT researchers say AI tools are game-changing.

"We have found that large language models are a major step forward for machine learning applications in protein and peptide engineering," said Claus Wilke, professor of integrative biology and statistics and data sciences, and co-senior author of the new paper. "Many use cases that weren't feasible with prior approaches are now starting to work. I foresee that these and similar approaches are going to be used widely for developing therapeutics or drugs going forward."

Large language models, or LLMs, were originally designed to generate and explore sequences of text, but scientists are finding creative ways to apply these models to other domains. For example, just as sentences are made up of sequences of words, proteins are made up of sequences of amino acids. LLMs cluster together words that share common attributes (such as cat, dog and hamster) in what's known as an "embedding space" with thousands of dimensions. Similarly, proteins with similar functions, like the ability to fight off dangerous bacteria without hurting the people who host said bacteria, may cluster together in their own version of an AI embedding space.

"The space containing all molecules is enormous," said Davies, co-senior author of the new paper. "Machine learning allows us to find the areas of chemical space that have the properties we're interested in, and it can do it so much more quickly and thoroughly than standard one-at-a-time lab approaches."

For this project, the researchers employed AI to identify ways to reengineer an existing antibiotic called Protegrin-1 that is great at killing bacteria, but toxic to people. Protegrin-1, which is naturally produced by pigs to combat infections, is part of a subtype of antibiotics called antimicrobial peptides (AMPs). AMPs generally kill bacteria directly by disrupting cell membranes, but many target both bacterial and human cell membranes.




First, the researchers used a high-throughput method they had previously developed to create more than 7,000 variations of Protegrin-1 and quickly identify areas of the AMP which could be modified without losing its antibiotic activity.

Next, they trained a protein LLM on these results so that the model could evaluate millions of possible variations for three features: selectively targeting bacterial membranes, potently killing bacteria and not harming human red blood cells to find those that fell in the sweet spot of all three. The model then helped guide the team to a safer, more effective version of Protegrin-1, which they dubbed bacterially selective Protegrin-1.2 (bsPG-1.2).

Mice infected with multidrug-resistant bacteria and treated with bsPG-1.2 were much less likely to have detectable bacteria in their organs six hours after infection, compared to untreated mice. If further testing offers similarly positive results, the researchers hope eventually to take a version of the AI-informed antibiotic drug into human trials.

"Machine learning's impact is twofold," Davies said. "It's going to point out new molecules that could have potential to help people, and it's going to show us how we can take those existing antibiotic molecules and make them better and focus our work to more quickly get those to clinical practice."

This project highlights how academic researchers are advancing artificial intelligence to meet societal needs, a key theme this year at UT Austin, which has declared 2024 the Year of AI.

The study's other authors are research associate Justin Randall and graduate student Luiz Vieira, both at UT Austin.

Funding for this research was provided by the National Institutes of Health, The Welch Foundation, the Defense Threat Reduction Agency and Tito's Handmade Vodka.
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What's the weather like in the deep sea? | ScienceDaily
A new study has revealed how even the deepest seafloors are affected by  the daily back-and-forth of the tides, and the change of the seasons,  and that currents at the bottom of the ocean are far more complicated  than previously thought. These findings are helping to idenitify the  deep-sea pathways of nutrients that support important deep-sea  ecosystems, assessing where microplastics and other pollutants  accumulate in the ocean, and helping with the reconstruction of past climate change.  The study by the international research team, in which Prof. Dr. Elda  Miramontes from MARUM - Center for Marine Environmental Sciences and the  Faculty of Geosciences at the University of Bremen is also involved,  has now been published in the scientific journal Nature Geoscience.


						
The seafloor is the final destination for all sorts of particles, like sand, mud, organic carbon that provides food for seafloor organisms, and even pollutants. Accumulations of these particles in the deep sea are used to reconstruct past climates, natural hazards and ocean conditions; providing valuable archives of past change that extend far beyond historical records. The lead scientist on the project, Dr Mike Clare of National Oceanography Centre (NOC) explains: "It is important to understand the behavior and pathways of currents that operate in the deep sea, in order to determine pathways of natural and human-made particles and make sense of those records preserved in deposits."

He adds: "However, there have been very few direct measurements made of currents that flow across the seafloor in deep waters. Most are made high above the seafloor, over short timescales, and only at individual locations. Until now we have not understood how dynamic seafloor currents can be in the deep sea."

A new study that involved researchers from the UK, Canada, Germany and Italy analyzed data from the most extensive array of sensors yet deployed in the deep sea to determine the variability in seafloor currents over four years. Thirty-four deep sea moorings were deployed in up to 2.5 km water depths, equipped with high-frequency Acoustic Doppler Current Profilers -- like an underwater speed camera to measure seafloor currents. Previous models suggested that these currents would be continuous and steady, but the new results provided big surprises. Currents sped up and slowed down, sometimes reversed direction completely, and were steered in different directions locally by the irregular seafloor relief.

"These are the first measurements of deep-sea currents across such a large area, long duration and so close to the seafloor. This makes them extremely valuable as they will help improve our models for reconstructing past changes related to climate change in the ocean" said Professor Elda Miramontes of MARUM -- Center for Marine Environmental Sciences and Faculty of Geosciences at the University of Bremen, co-author of the study.

The study's lead author, Dr Lewis Bailey (formerly of NOC and now at University of Calgary) said "The ocean bottom currents offshore Mozambique are far more variable than we expected. Just like currents in the upper ocean, their intensity changes between seasons and can even flip backwards and forwards over the course of several hours." 

Dr Ian Kane of University of Manchester, and a co-author of the study commented "Seeing how these currents behave is a bit like observing the weather in Manchester -- always changing and often surprising. But observing change in the deep sea is really challenging and, until now, we have had a poor understanding of what background conditions are like in the deep-sea."

The lead scientist on the project, Dr Mike Clare of NOC, added: "The deep sea can be extremely dynamic and this study underlines the importance of sustained observations, which provide critical information on understanding the ocean. More detailed observations are critical for understanding the important role bottom currents play in transporting sediment, carbon and pollutants across our planet." 
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Researchers explore the potential of clean energy markets as a hedging tool | ScienceDaily
Clean energy investments offer potential stability and growth, especially during volatile market conditions. A recent study by researchers from Korea explored the relationship between clean energy markets and global stock markets. Significant spillovers were observed from major indices like the SP500 to markets such as Japan's Nikkei225 and Global Clean Energy Index. These interactions suggest opportunities for optimizing investment portfolios and leveraging clean energy assets as hedging tools in volatile market environments.


						
Climate change has significantly impacted lives worldwide and prompted governments to adopt policies promoting sustainability and use of clean energy sources. This shift to clean energy has triggered increased investments in renewable energy and technologies. Clean energy assets possess a unique advantage -- they are not affected by parameters influencing their traditional stock market counterparts. However, the interactions between the clean energy and traditional stock markets are not well understood.

To fill this gap, a group of researchers led by Professor Sang Hoon Kang from Pusan National University explored the relationship between clean energy indices and major international stock markets. The researchers investigated if clean energy investments could provide stability when traditional stock markets experience turbulence. Their findings were published online on 10 July 2024 in the journal of Energy Economics. 

The researchers used a method called tail quantile connectedness regression to study how different financial assets interacted, especially during extreme market conditions. This method let them examine how shocks from major stock indices like the SP500 and the FTSE100, as well as the Renewable Energy and Clean Technology Index (RECTI), affect other indices such as Japan's Nikkei225 and the Global Clean Energy Index (GCEI).

Prof. Kang explains, "Investors seek to protect their portfolios from volatility by diversifying with assets that don't follow the same trends as traditional stocks. Clean energy assets are promising for this purpose because they are influenced by different factors, such as government policies and technological advancements in renewable energy."

The study found that financial shocks often start in major markets like the US, the EU, and the UK, and from indices such as the RECTI, then flow to markets in Japan and the GCEI. During normal and bull market (when stock prices are increasing) phases short-term effects dominated, whereas during declining or busting market states, the impacts ranged from intermediate to long-term ones. This shows that different clean energy indices play unique roles in the global financial system, affecting how information and risks are spread across markets, and highlights their resilience and lasting influence, even in challenging economic climates.

Furthermore, the study identified specific roles played by different clean energy indices in information transmission. For instance, the RECTI tends to act actively, while the Green Bond Index remains relatively isolated. The GCEI, on the other hand, tends to receive information passively.




These findings suggest that clean energy investments can act as hedges or buffers during fluctuating market conditions, promoting financial stability and resilience against economic turbulence.

Prof. Kang elaborates, "Our findings suggest that clean energy assets paired with other financial assets such as WTI and CSI300, should form a significant portion of a diversified investment portfolio to mitigate risks during different market conditions."

He concludes with the long-term impact of their study, "Heightened awareness and better understanding of the spillover effects between these markets can drive policy decisions that support sustainable economic growth and environmental protection, ultimately fostering a more resilient global financial system."

In summary, the expanding clean energy sector holds great potential to promote financial stability amidst fluctuating markets.
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Most blood thinner dosing problems happen after initial prescription | ScienceDaily
Millions of Americans take anticoagulants, commonly known as blood thinners. These medications work to prevent blood clots that cause heart attack and stroke.


						
More than two-thirds of those people take a type of blood thinner called a direct oral anticoagulant. DOACs, such as rivaroxaban (brand name Xarelto) and apixaban (brand name Eliquis), are under- or over-prescribed in up to one in eight patents.

These prescribing issues can have life threatening consequences, and they most often occur after a provider writes the initial prescription, according to a study led by Michigan Medicine.

"Direct oral anticoagulants may be viewed as simpler to manage than traditional blood thinners, like warfarin, but our results highlight why providers need to be consistently monitoring anticoagulant medications before a patient experiences thrombotic or bleeding harms," said Geoffrey Barnes, M.D., M.Sc., senior author and associate professor of cardiology-internal medicine at U-M Medical School.

At hospitals across Michigan, off-label dosing of DOACs was relatively common among patients being treated for atrial fibrillation and venous thromboembolism, when blood clots form in the veins.

Researchers evaluated five years of prescribing data from 2018-2022 through the Michigan Anticoagulant Improvement Initiative, a statewide quality improvement collaborative funded by Blue Cross Blue Shield and Blue Care Network of Michigan.

Nearly 70% of the alerts to off-label dosing occurred during a follow up visit compared to the time of the initial prescription, according to results published in Thrombosis and Haemostasis.




When prescribers were contacted about the dosing issue, they made changes three-quarters of the time.

However, only 18% of dosing alerts resulted in contact to a prescriber.

"While many clinical decision support tools are designed to ensure accurate medication dosing at the time of an initial prescription, few address the need for ongoing monitoring," said first author Grace C. Herron, a fourth-year student at U-M Medical School.

"Any health system that aims to improve safe and effective DOAC prescribing must address the ongoing prescribing period which can last months to years."

Direct oral anticoagulants became available in 2010 and quickly gained popularity because, unlike conventional blood thinners, they do not require routine monitoring to test their effectiveness.

However, these medications have their own complicated dosing schemes that can vary based on factors such as kidney function and select interactions between drugs.

"The hospital systems in the Michigan Anticoagulation Quality Improvement Initiative are leading national efforts to develop, implement and test anticoagulation stewardship teams that ensure patients are always receiving the safest and most appropriate blood thinner possible," Barnes said.

"The nurses and pharmacists on these teams play a critical role in helping to monitor for any prescription issue that might develop, even months or years after a patient starts on a blood thinner medication."
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AI boosts the power of EEGs, enabling neurologists to quickly, precisely pinpoint signs of dementia | ScienceDaily
Mayo Clinic scientists are using artificial intelligence (AI) and machine learning to analyze electroencephalogram (EEG) tests more quickly and precisely, enabling neurologists to find early signs of dementia among data that typically go unexamined.


						
The century-old EEG, during which a dozen or more electrodes are stuck to the scalp to monitor brain activity, is often used to detect epilepsy. Its results are interpreted by neurologists and other experts trained to spot patterns among the test's squiggly waves.

In new research published in Brain Communications, scientists at the Mayo Clinic Neurology AI Program (NAIP) demonstrate how AI can not only speed up analysis, but also alert experts reviewing the test results to abnormal patterns too subtle for humans to detect. The technology shows the potential to one day help doctors distinguish among causes of cognitive problems, such as Alzheimer's disease and Lewy body dementia. The research suggests that EEGs, which are more widely available, less expensive and less invasive than other tests to capture brain health, could be a more accessible tool to help doctors catch cognitive issues in patients early.

"There's a lot of medical information in these brain waves about the health of the brain in the EEG," says senior author David T. Jones, M.D., a neurologist and director of NAIP. "It's well known that you can see these waves slow down and look a bit different in people who have cognitive problems. In our study, we wanted to know if we could accurately measure and quantify that type of slowing with the aid of AI."

To develop the tool, researchers assembled data from more than 11,000 patients who received EEGs at Mayo Clinic over the course of a decade. They used machine learning and AI to simplify complex brain wave patterns into six specific features, teaching the model to automatically discard certain elements, such as data that should be ignored, in order to zero in on patterns characteristic of cognitive problems like Alzheimer's disease.

"It was remarkable the way the technology helped quickly extract EEG patterns compared to traditional measures of dementia like bedside cognitive testing, fluid biomarkers and brain imaging," says Wentao Li, M.D., a co-first author of the paper who conducted the research with NAIP while a Mayo Clinic clinical behavioral neurology fellow.

"Right now, one common way that we quantify patterns in medical data is by expert opinion. And how do we know that the patterns are present? Because that expert tells you they're present," Dr. Jones says. "But now with AI and machine learning, not only do we see things that the expert can't see, but the things they can see, we can put a precise number on."

Using EEG to spot cognitive issues would not necessarily replace other types of exams, such as MRIs or PET scans. But with the power of AI, EEG could one day provide healthcare professionals a more economical and accessible tool for early diagnosis in communities without easy access to specialty clinics or specialty equipment, such as in rural settings, according to Dr. Jones.




"It's really important to catch memory problems early, even before they're obvious," Dr. Jones says. "Having the right diagnosis early helps us give patients the right outlook and best treatment. The methods we're looking at could be a cheaper way to identify people with early memory loss or dementia compared to the current tests we have, like spinal fluid tests, brain glucose scans or memory tests."

Continuing to test and validate the tools will take several years of additional research, according to Dr. Jones. However, he says the research demonstrates that there are ways to use clinical data to incorporate new tools into clinical workflow to achieve the researchers' goal to bring new models and innovation into clinical practice, enhance the capabilities of existing assessments and scale this knowledge outside of Mayo Clinic.

"This work exemplifies multidisciplinary teamwork to advance translational technology-based healthcare research," says Yoga Varatharajah, Ph.D., co-first author of the paper who was a NAIP research collaborator when the work was completed.

Funding for the research includes support from the Edson Family Fund, the Epilepsy Foundation of America, the Benjamin A. Miller Family Fellowship in Aging and Related Diseases, the Mayo Clinic Neurology Artificial Intelligence Program and the National Science Foundation (Award No. IIS-2105233), and the National Institutes of Health, including grant UG3 NS123066.
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New principle for treating tuberculosis | ScienceDaily
Researchers from Heinrich Heine University Dusseldorf (HHU) and the University of Duisburg-Essen (UDE) have together succeeded in identifying and synthesising a group of molecules that can act against the cause of tuberculosis in a new way. In the scientific journal Cell Chemical Biology, they describe that the so-called callyaerins act against the infectious disease by employing a fundamentally different mechanism compared to antibiotic agents used to date.


						
The infectious disease tuberculosis is caused by the bacterium Mycobacterium tuberculosis (for short: M. tuberculosis). More than ten million people contract the disease worldwide every year. According to the World Health Organisation (WHO), 1.6 million people died of tuberculosis in 2021 alone. This makes it one of the most significant infectious diseases and, in particular in countries with inadequate healthcare systems, it represents a serious threat to the population.

Over time, M. tuberculosis has developed resistance to many antibiotics, making treatment increasingly difficult. There are currently only a few drugs available that are effective against resistant strains. Researchers are therefore seeking new antibacterial compounds and mechanisms of action as a basis for the development of completely new drugs.

A research team headed by Professor Dr Rainer Kalscheuer from the Institute of Pharmaceutical Biology and Biotechnology at HHU and Professor Dr Markus Kaiser from the Center of Medical Biotechnology at UDE has identified one such fundamentally new approach involving callyaerins. Chemically, these natural substances of marine origin are classed as so-called cyclopeptides.

"We have succeeded in chemically synthesising the substance that occurs naturally in marine sponges in order to test its effect on tuberculosis bacteria in cell cultures. This has enabled us to produce new, more potent derivatives that do not exist in nature. Such chemical synthesis needs to be successful before a potential active agent can be used as a drug on a large scale," explains Dr David Podlesainski from UDE, one of the two lead authors of the study that has now been published in Cell Chemical Biology.

The tuberculosis bacterium primarily infects human phagocytes, the so-called macrophages, in which the bacteria then multiply. The researchers have now discovered that callyaerins can inhibit the growth of the bacterium in human cells.

Emmanuel Tola Adeniyi, doctoral researcher at HHU and co-lead author of the study: "The callyaerins attack a specific membrane protein of M. tuberculosis called Rv2113, which is not essential for the viability of the bacterium. This comprehensively disrupts the metabolism of the bacterium, hindering its growth. By contrast, human cells remain unaffected by the callyaerins."

Professor Kalscheuer, corresponding author of the study: "With the callyaerins, we have discovered a new mechanism of action. Unlike other antibiotics, these substances do not block vital metabolic pathways in the bacterial cell. Instead, they directly attack a non-essential membrane protein of the bacterium, which has not been considered as a potential target before."

Professor Kaiser, the second corresponding author, focuses on a further perspective: "In further research work, we now need to clarify precisely how callyaerins interact with Rv2113 and how this interaction disrupts various cellular processes in such a way that M. tuberculosis can no longer grow. However, we have been able to show that non-essential proteins can also represent valuable target structures for the development of novel antibiotics."
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Improving Alzheimer's disease imaging -- with fluorescent sensors | ScienceDaily
Neurotransmitter levels in the brain can indicate brain health and neurodegenerative diseases like Alzheimer's. However, the protective blood-brain barrier (BBB) makes delivering fluorescent sensors that can detect these small molecules to the brain difficult. Now, researchers in ACS Central Science demonstrate a way of packaging these sensors for easy passage across the BBB in mice, allowing for improved brain imaging. With further development, the technology could help advance Alzheimer's disease diagnosis and treatment.


						
It is common for neurotransmitter levels to decrease with age, but low levels of the neurotransmitter adenosine triphosphate (ATP) can be an indication of Alzheimer's disease. To measure the location and amount of ATP in the brain, researchers have developed fluorescent sensors from pieces of DNA called aptamers that light up when they bind to a target molecule. Methods for delivering these sensors from the bloodstream to the brain have been developed, but most contain synthetic components that can't easily cross the BBB. To develop sensors for live brain imaging, Yi Lu and colleagues encapsulated an ATP aptamer sensor in brain-cell derived microscopic vesicles called exosomes. They tested the new sensor delivery system in lab models of the BBB and in mouse models of Alzheimer's disease.

The BBB laboratory model consisted of a layer of endothelial cells on top of a solution containing brain cells. The researchers' sensor-loaded exosomes were nearly four times more efficient than conventional sensor delivery systems at passing through the endothelial barrier and releasing the fluorescent sensor into the brain cells. This was confirmed by measuring the observed level of ATP-binding-induced fluorescence. Next, Lu's team injected mouse models of Alzheimer's disease with either the sensor-loaded exosomes or free-floating unloaded sensors. By measuring fluorescence signals in the mice, the researchers found that the free-floating sensors stayed mainly in the blood, liver, kidneys and lungs, while sensors delivered via exosomes accumulated in the brain.

In mouse models of Alzheimer's disease, the exosome-delivered sensors identified the location and concentration of ATP in different regions of the brain. Specifically, they observed low levels of ATP in the hippocampus, cortex and subiculum regions of the brain, which are indicative of the disease. The researchers say that their exosome-loaded ATP-reactive sensors show promise for non-invasive live brain imaging and could be developed further to create sensors for a range of clinically relevant neurotransmitters.

The authors acknowledge funding from the U.S. National Institutes of Health (NIH), Welch Foundation, NIH Chemistry-Biology Interface Training Program at the University of Illinois Urbana-Champaign and a National Science Foundation Graduate Research Fellowship.
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More electricity from the sun | ScienceDaily
A coating of solar cells with special organic molecules could pave the way for a new generation of solar panels. As a research team reports in the journal Angewandte Chemie, this coating can increase the efficiency of monolithic tandem cells made of silicon and perovskite while lowering their cost -- because they are produced from industrial, microstructured, standard silicon wafers.


						
In solar cells, light "knocks" electrons out of a semiconductor, leaving behind positively charged "holes." These two charge carriers are separated from each other and can be collected as current. Tandem cells were developed to better exploit the entire spectrum of sunlight and increase solar cell efficiency. Tandem cells are made of two different semiconductors that absorb different wavelengths of light. Primary contenders for use in this technology are a combination of silicon, which absorbs mostly red and near-infrared light, and perovskite, which very efficiently uses visible light. Monolithic tandem cells are made by coating a support with the two types of semiconductor, one on top of the other. 

For a perovskite/silicon system, this is usually achieved by using silicon wafers that are produced by the zone melting process and have a polished or nanostructured surface. However, these are very expensive. Silicon wafers produced by the Czochralski process with micrometer-scale pyramidal structural elements on their surfaces are significantly cheaper. These microtextures result in better light capture because they are less reflective than a smooth surface. However, the process of coating these wafers with perovskite results in many defects in the crystal lattice, which affect the electronic properties. Transfer of the released electrons is impeded, and electron-hole recombination increasingly occurs through processes that do not emit light. Both the efficiency and the stability of the perovskite layer are decreased.

Headed by Prof. Kai Yao, a Chinese team at Nanchang University, Suzhou Maxwell Technologies, the CNPC Tubular Goods Research Institute (Shaanxi), the Hong Kong Polytechnic University, the Wuhan University of Technology, and Fudan University (Shanghai) has now developed a strategy for surface passivation that allows the surface defects of the perovskite layer to be smoothed out. A thiophenethylammonium compound with a trifluoromethyl group (CF3-TEA) is applied by a dynamic spray coating process. This forms a very uniform coat -- even on microtextured surfaces.

Due to its high polarity and binding energy, the CF3-TEA coating very effectively weakens the effects of the surface defects. Nonradiative recombination is suppressed, and the electronic levels are adjusted so that the electrons at the interface can be more easily transferred to the electron-capturing layer of the solar cell. Surface modification with CF3-TEA allows perovskite/silicon tandem solar cells based on common textured wafers made of Czochralski silicon to attain a very high efficiency of nearly 31% and maintain long-term stability.
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Strong El Nino makes European winters easier to forecast | ScienceDaily
Heavy rain and flooding in Brazil in November could tell forecasters whether December, January and February in Britain will be cold and dry or mild and wet.


						
This is because forecasting European winter weather patterns months in advance is made simpler during years of strong El Nino or La Nina events in the tropical Pacific Ocean, a new study has found.

A strong El Nino or La Nina in the Pacific Ocean can bring big changes in temperatures, wind patterns and rainfall patterns to South America. When this occurs, forecasters can more easily tell if Europe will have a mild winter or a cold one. In contrast, when tropical Pacific temperatures were close to average, it was more difficult for forecasters to predict what sort of weather Europe would have in December, January and February.

Dr Laura Baker, lead author of the research at the University of Reading and National Centre for Atmospheric Science, said: "Understanding when seasonal forecasts are likely to be more or less reliable could help everyone from energy companies planning for winter demand to government agencies preparing for potential weather-related emergencies. Our findings could help to improve long-range winter forecasts in other parts of the world, as well as Europe.

"As climate change continues to alter global weather patterns, research like this plays a crucial role in improving our ability to anticipate and prepare for future winter conditions."

Decades of data 

The study, published today (Wed, 31 July) in Geophysical Research Letters, examined the skill of seasonal forecast systems in predicting two key atmospheric patterns that shape winter weather in Europe: the North Atlantic Oscillation (NAO) and East Atlantic Pattern (EA).

The research team analysed 30 years of winter forecasts from seven different prediction systems used across Europe and North America and archived by the ECMWF Copernicus Climate Change Service. By looking at which winters were predicted well or poorly across multiple systems, they were able to identify common factors influencing predictability.

The researchers found that the ability to predict these patterns varies greatly from year to year. Some winters are much more predictable than others, depending on conditions in other parts of the world. The study shows that when strong El Nino or La Nina events are occurring, weather forecasters can place more confidence in long-range predictions for the coming winter. However, in other years, such forecasts should be viewed with more caution.

The study also revealed that unusual conditions in the upper atmosphere over the Arctic can make European winters harder to predict. When sudden changes occur in these high-altitude wind patterns, forecast systems often struggled to anticipate the impacts on weather at ground level.
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Physicists use light to probe deeper into the 'invisible' energy states of molecules | ScienceDaily
A new optical phenomenon has been demonstrated by an international team of scientists led by physicists at the University of Bath, with significant potential impact in pharmaceutical science, security, forensics, environmental science, art conservation and medicine.


						
Molecules rotate and vibrate in very specific ways. When light shines on them it bounces and scatters. For every million light particles (photons), a single one changes colour. This change is the Raman effect. Collecting many of these colour-changing photons paints a picture of the energy states of molecules and identifies them.

Yet some molecular features (energy states) are invisible to the Raman effect. To reveal them and paint a more complete picture, 'hyper-Raman' is needed.

Hyper-Raman

The hyper-Raman effect is a more advanced phenomenon than simple Raman. It occurs when two photons impact the molecule simultaneously and then combine to create a single scattered photon that exhibits a Raman colour change.

Hyper-Raman can penetrate deeper into living tissue, it is less likely to damage molecules and it yields images with better contrast (less noise from autofluorescence). Importantly, while the hyper-Raman photons are even fewer than those in the case of Raman, their number can be greatly increased by the presence of tiny metal pieces (nanoparticles) close to the molecule.

Despite its significant advantages, so far hyper-Raman has not been able to study a key enabling property of life -- chirality.




Optical activity

In molecules, chirality refers to their sense of twist -- in many ways similar to the helical structure of DNA. Many bio-molecules exhibit chirality, including proteins, RNA, sugars, amino acids, some vitamins, some steroids and several alkaloids.

Light too can be chiral and in 1979, the researchers David L. Andrews and Thiruiappah Thirunamachandran theorised that chiral light used for the hyper-Raman effect could deliver three-dimensional information about the molecules, to reveal their chirality.

However, this new effect -- known as hyper-Raman optical activity -- was expected to be very subtle, perhaps even impossible to measure. Experimentalists who failed to observe it struggled with the purity of their chiral light. Moreover, as the effect is very subtle, they tried using large laser powers, but this ended up damaging the molecules being studied.

Explaining, Professor Ventsislav Valev who led both the Bath team and the study, said: "While previous attempts aimed to measure the effect directly from chiral molecules, we took an indirect approach.

"We employed molecules that are not chiral by themselves, but we made them chiral by assembling them on a chiral scaffold. Specifically, we deposited molecules on tiny gold nanohelices that effectively conferred their twist (chirality) to the molecules.




"The gold nanohelices have another very significant benefit -- they serve as tiny antennas and focus light onto the molecules. This process augments the hyper-Raman signal and helped us to detect it.

"Such nanohelices were not featured on the 1979 theory paper and in order to account for them we turned to none other than one of the original authors and pioneer of this research field."

Confirming a 45-year-old theory

Emeritus Professor Andrews from the University of East Anglia and co-author of the paper said: "It is very gratifying to see this work the experimental finally confirm our theoretical prediction, after all these years. The team from Bath have performed an outstanding experiment."

This new effect could serve to analyse the composition of pharmaceuticals and to control their quality. It can help identify the authenticity of products and reveal fakes. It could also serve to identify illegal drugs and explosives at customs or crime scenes.

It will aid detecting pollutants in environmental samples from air, water and soil. It could reveal the composition of pigments in art for conservation and restoration purposes, and it will likely find clinical applications for medical diagnosis by detecting disease-induced molecular changes.

Professor Valev said: "This research work has been a collaboration between chemical theory and experimental physics across many decades and across academics of all stages -- from PhD student to Emeritus Professor.

"We hope it will inspire other scientists and that it will raise awareness that scientific progress often takes many decades."

Looking ahead he added: "Ours is the very first observation of a fundamental physical mechanism. There is a long way ahead until the effect can be implemented as a standard analytical tool that other scientist can adopt.

he research was funded by The Royal Society, the Leverhulme Trust, and the Engineering and Physical Science Research Council (EPSRC).
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Unique mechanism protects pancreatic cells from inflammation in mice | ScienceDaily
Researchers from the University of Cologne have revealed a mechanism protecting pancreatic b-cells, which are crucial for insulin production from inflammatory cell death. The study investigated the role of receptor-interacting protein kinase 1 (RIPK1) in regulating b-cell survival. Typically, this protein controls cell fate by balancing survival and death signals in response to inflammatory cytokines like tumour necrosis factor (TNF). However, the team of Dr Nieves Peltzer at the Center for Molecular Medicine Cologne (CMMC) found out that RIPK1 is not essential for b-cell survival under both normal and diabetic conditions. The authors suggest that the exceptionally high levels of the protective molecule cFLIP expressed by b-cells might be responsible for protecting them from the RIPK1 checkpoint. The study 'RIPK1 is dispensable for cell death regulation in b-cells during hyperglycemia' was published in Molecular Metabolism.


						
Using a mouse model, the researchers discovered that b-cells exhibit high levels of the anti-apoptotic protein cFLIP, which prevents cell death, and low levels of apoptotic (caspase-8) and necroptotic (RIPK3) proteins, which promote cell death, providing a protective shield against inflammatory TNF-induced cell death. Treatment with the antibiotic cycloheximide, which reduces cFLIP levels, made the pancreatic islets sensitive to TNF-induced cell death, underscoring the central role of protein expression and cFLIP levels in this protective mechanism.

"Our findings suggest that pancreatic b-cells possess a distinct protective mechanism against TNF-induced cytotoxicity, reliant on cFLIP but not on RIPK1. This could lead to novel strategies for preserving b-cell function in diabetic patients," said Peltzer.

These results challenge the dominant paradigm that RIPK1 is universally required for cell death regulation across all cell types. Instead, pancreatic b-cells appear to be uniquely able to resist inflammatory death signalling -- a discovery that breaks new grounds for diabetes research. Onay Veli, first author of the study, added: "We were amazed by the remarkable resistance of b-cells to TNF-induced cell death. We found that b-cells express elevated levels of pro-survival proteins compared to pro-death proteins, which helps us to better understand their resistance mechanism."

In the future, it would be important to explore in details the mechanism by which cFLIP regulate b-cell survival during diabetes, with a focus on therapeutic options to protect b-cells from immune attack or glucotoxicity. In addition, future research may lead to the discovery of strategies to improve b-cell viability during transplantation.
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New AI tool predicts risk for chronic pain in cancer patients | ScienceDaily
A third of cancer patients face chronic pain -- a debilitating condition that can dramatically reduce a person's quality of life, even if their cancer goes into remission.


						
Although doctors have some tools for addressing chronic pain, figuring out who is most at risk for developing it is no easy feat. But a new study, conducted by researchers at the University of Florida and other institutions, uses artificial intelligence to predict which breast cancer patients are most at risk for developing chronic pain. The predictive model could help doctors address underlying conditions that contribute to making pain chronic and ultimately lead to more effective treatments.

"We want to understand the factors that lead someone from having cancer to having chronic pain and how can we better manage these factors," said Lisiane Pruinelli, Ph.D., M.S., R.N., FAMIA, the senior author of the new study and a professor of family, community, and health systems science in the UF College of Nursing. "Our goal is to link this information to some profile of patients so we can identify early on what patients are at risk for developing chronic pain."

The findings of the study were published on July 26 in the Journal of Nursing Scholarship. The authors included Pruinelli, Jung In Park, Ph.D., R.N., FAMIA, of the University of California, Irvine, and Steven Johnson, Ph.D., of the University of Minnesota.

The results showed that, when built with detailed data on more than 1,000 breast cancer patients, the AI model could correctly predict which patients would develop chronic pain more than 80% of the time. The leading factors that were associated with chronic pain included anxiety and depression, previous cancer diagnoses, and certain infections.

Implementing a model like this in doctors' offices would require integrating it into the electronic healthcare records systems that are now ubiquitous in clinics, which would take more research. The researchers said the rise of AI has the potential to help doctors tailor their treatments to a patient's unique disease characteristics.

"Now with the amount of data we have, and with the use of artificial intelligence, we can actually personalize treatments based on patient needs and how they would respond to that treatment," Pruinelli said.

The study was based on the large amount of data made available by the All of Us Research Program, a nationwide research campaign from the National Institutes of Health that seeks to collect anonymized healthcare records from 1 million Americans.

"This wouldn't be possible if we didn't have people contributing their data," Pruinelli said.
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Green hydrogen: 'Artificial leaf' becomes better under pressure | ScienceDaily
Hydrogen can be produced via the electrolytic splitting of water. One option here is the use of photoelectrodes that convert sunlight into voltage for electrolysis in so called photoelectrochemical cells (PEC cells). A research team at HZB has now shown that the efficiency of PEC cells can be significantly increased under pressure.


						
Some call it an 'artificial leaf': instead of the natural Photosystem II complex that green leaves in nature use to split water with sunlight, photoelectrochemical cells, or PEC cells for short, use artificial, inorganic photoelectrodes to generate the voltage required for the electrolytic splitting of water from sunlight.

Minimising losses

The best performing devices already achieve impressive energy conversion efficiencies of up to 19 per cent. At such high efficiencies, losses due to bubble formation start to play an important role. This is because bubbles scatter light, preventing optimal illumination of the electrode. Moreover, bubbles may block the electrolyte from contacting the electrode surface and thus cause electrochemical deactivation. To minimize these losses, it would help to reduce the bubble sizes by operating the device at higher pressure. However, all PEC devices reported thus far have been operating at atmospheric pressure (1 bar).

Enhancing the pressure

A team from the Institute for Solar Fuels at HZB has now investigated water splitting at elevated pressure under PEC-relevant conditions. They used gas to pressurise PEC flow cells to between 1 and 10 bar and recorded a number of different parameters during electrolysis. They also developed a multiphysics model of the PEC process and compared it with experimental data at normal and elevated pressure.

This model now allows to play with the parameters and identify the key levers. "For example, we investigated how the operating pressure affects the size of the gas bubbles and their behaviour at the electrodes," says Dr Feng Liang, first author of the paper now published in Nature Communications.

Energy losses halved

The analysis shows that increasing the operating pressure to 8 bar halves the total energy loss, which could lead to a relative increase of 5-10 percent in the overall efficiency. "The optical scattering losses can be almost completely avoided at this pressure," explains Liang. "We also saw a significant reduction in product cross-over, especially the transfer of oxygen to the counter electrode."

At higher pressures, however, there is no advantage, so the team suggests 6-8 bar as the optimum operating pressure range for PEC electrolysers. "These findings, and in particular the multiphysics model, can be extended to other systems and will help us to increase the efficiencies of both electrochemical and photocatalytic devices," says Prof. Dr. Roel van de Krol, who heads the Institute for Solar Fuels at HZB.
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Key challenges and promising avenues in obesity genetics | ScienceDaily
Research on the genetics of obesity dates to the early 1920s, with many of the initial findings indicating the complexity and multifaceted nature of obesity perfectly resonating with more modern discoveries. Researchers at Pennington Biomedical have collected nearly a century's worth of considerations and advancements to frame their perspectives on modern research into the genetics of obesity.


						
The paper, "Considerations on efforts needed to improve our understanding of the genetics of obesity," was published in the International Journal of Obesity as part of a special issue commemorating 100 years of obesity research. It highlights topic areas in obesity genetics that deserve attention due to theirpotential for enhancing the quality and power of future studies on the subject. In addition to the many signature advances in the field so far, Drs. Sujoy Ghosh and Claude Bouchard of Pennington Biomedical in Baton Rouge also outline a number of current challenges and obstacles that can hinder research and limit discoveries into the genetics of obesity.

"The history of genetic obesity research dates back to the early 20th century, but the subsequent decades, powered by extraordinary technological advances and vastly improved computing capabilities, have brought to light many new discoveries, resulting in a much better understanding of the genetic underpinnings of obesity," said Dr. Ghosh, Professor of Functional Genomics. "Acknowledging this comprehensive history provides us with a backdrop as we enter a new and exciting era of obesity research, straddling the line between opportunity and obstacle."

The publication explores the evolving landscape of genetics research into obesity, emphasizing both new discoveries and challenges. It begins by revisiting the historical context of genetic studies in obesity, highlighting the complexity and multifactorial nature of body weight regulation. It then underscores some limitations of using BMI as the sole indicator of obesity in the genetic studies, and advocates for more precise phenotyping methods targeting more relevant and refined phenotypes related to adiposity.

The paper further explores how an individual's genes can result in obesity or thinness, suggesting that both traits are hereditary. Other complex factors of obesity are examined, including the interaction between genes and environment, how weight control varies from person to person, and how certain modifications of gene function can affect a person's weight. The paper also covers recent examinations of obesity, including the role of acquired mutations, the potential for large-scale discoveries through bioinformatics, the link between biological and genetic findings, and the successes of genetic medicine in special types of genetic obesity.

"For the researchers who are pursuing solutions from all corners, the purpose of this paper was to emphasize the wide range of variables, considerations and opportunities as they continue their research," said Dr. Claude Bouchard, Emeritus Professor of Human Genomics.

The paper's comprehensive evaluation of the rich history and future challenges to investigations into the genetics obesity taps into the bedrock of Pennington Biomedical's mission to discover the triggers of obesity and diet-related diseases and improve health for all people. Obesity genetics is currently positioned at an exciting inflection point. While technological advances and the feasibility of big data analytics portend immense promise for advances in genetic studies, the complexity of genetic interactions, small variant effect sizes and the need for precision in phenotyping poses significant hurdles. Such hurdles further emphasize the paper's recommendation to embrace an integrative approach that incorporates diverse scientific fields.

"This publication advances the broader understanding of the genetic basis of obesity and the link between genes and the environment, and I'm proud that our researchers are planting such a guidepost at this fascinating period in obesity research," said Pennington Biomedical Executive Director Dr. John Kirwan. "Drs. Ghosh and Bouchard have clearly and comprehensively highlighted the signature advances of obesity genetics while also drawing our attention to underserved areas that will be critical for future success in this very exciting field."
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Scientists capture immune cells hidden in nasal passages | ScienceDaily
Scientists at La Jolla Institute for Immunology (LJI) have published the first-ever, in-depth analysis of immune cell memory in the upper airways of adult volunteers. Among these immune cells, the researcher spotted "tissue resident" memory cells, which stand ready to defend the airway from SARS-CoV-2 and other respiratory diseases.


						
"We were finally able to take a closer look at the anatomy of infection -- what happens when a virus infects tissues of the upper airway," says LJI Instructor Sydney Ramirez, M.D., Ph.D., who served as first author of the new Nature study.

The researchers also captured a first look at how immune cells that reside in the nasal passages work alongside immune cells that circulate in the bloodstream. Both kinds of immune cells appear essential for fighting upper airway infections and building long-term immunity against specific pathogens.

"We have discovered that there is actually a lot of immune memory physically present in your upper airway. That means you do not necessarily have to wait for immune cells elsewhere in the body to find their way into your upper airway to fight an infection," says LJI Professor and Chief Scientific Officer Shane Crotty, Ph.D., senior author of the new study.

The scientists say these findings may lead to better vaccines to boost immune protection. "This discovery helps us understand immunity to pathogens and will hopefully help us develop new vaccines against viruses that infect the airway," Crotty says.

Hidden in the airway

The researchers found that immune cells such as T cells and B cells leap into action in response to SARS-CoV-2 vaccination or infection. They measured a large variety of T cells and B cells, which have diverse functions in immunity and inflammation.




The researchers also discovered that the airway is home to virus-specific memory immune cell populations including tissue-resident memory T cells, memory B cells and antibody-producing cells. Memory B cells can activate to make potent antiviral and antibacterial antibodies to protect the nose and throat from infections.

Ramirez calls the discovery of these long-lived immune cells "really striking." These specialized "tissue resident" immune cells were adapted to surviving in the upper airway, and they stayed in the airway for at least six months.

Adenoids in action

The scientists also found that the adenoids became more active in response to infection. Adenoids are unique sentinel immune system tissue that sit at the back of the nasal passages, just above the top of the throat. They sample the air we breathe and are home to germinal centers, which produce disease-fighting B cells that make antibodies.

Adenoids are known to shrink in adulthood. "Many medical researchers assumed that you hit a certain age and your tonsils disappear and your adenoids disappear," says Ramirez.

But the new study shows even older study participants had pathogen-fighting cells in their adenoid tissue. These "germinal center" B cells were specially trained to fight specific viruses, such as SARS-CoV-2. The researchers also found immune cells called T follicular helper cells, which send important signals to B cells in the germinal centers.




"These cells are very important, and they have not been easy to sample in the past," says study co-author Paul Lopez, Ph.D., a Research Technician in the Crotty Lab who worked closely with Farhoud Faraji, M.D., Ph.D., of the Crotty Lab and L. Benjamin Hills, M.D., Ph.D., at UC San Diego.

A promising new technique

Many diseases get a foothold in the body by first infecting the upper airway. Until now, however, it has been surprisingly tough to collect these cells, and researchers who do sample these cells often find the cells too degraded for analysis.

For the new study, the researchers worked closely with LJI Clinical Director Gina Levi, R.N., and clinical coordinators in LJI's John and Susan Major Center for Clinical Investigation to develop a new swabbing technique to sample these elusive immune cells.

Levi's team met monthly with study participants and used swabs to collect immune cells from their nasal passages. To make sure the swabs were reaching the correct tissues and properly sampling the adenoids, the LJI team worked with UC San Diego surgical experts Carol H. Yan, MD, and Adam S. DeConde, MD, whose endoscopy skills allowed swabs to be collected while using a camera (endoscope) to document the sample collection site within the nasal cavity.

Speed was also key to success. The researchers found that they could avoid cell loss and degradation if they processed the samples the same day and didn't freeze the cells.

"My coordinators and I were able to get study participants swabbed before 1 p.m. each day," says Levi, who co-authored the new study. "We'd have things ready to process the cells right away, and then Sydney would stay late to analyze the samples."

Next steps for measuring immunity

Going forward, the LJI researchers are interested in studying how immune cell populations in the airway shift in response to intranasal vaccines, such as the influenza vaccine FluMist, which is sprayed into the nose. They are also continuing to sample some study volunteers to track how long their immune cell populations, including those helpful memory B and T cells, remain stable.

Lopez says the swabbing technique and analysis method may also prove important for immunologists investigating other aspects of the immune system, such as immune cells involved in chronic rhinosinusitis from allergies.

"It would be very interesting to measure immune cells during different disease states and maybe use this information as a possible diagnostic tool in the future," Lopez says.

Additional authors of the study, "Immunological memory diversity in the human upper airway," included Benjamin Goodwin, Hannah D. Stacey, Henry J. Sutton, Kathryn M. Hastie, Erica Ollmann Saphire, Hyun Jik Kim, and Sara Mashoof.

This study was supported by National Institutes of Health (NIH, T32 AI007036), the NIH National Institute of Allergy and Infectious Diseases (NIAID, AI142742), and an A.P. Giannini Foundation fellowship award.
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Recent volcanic 'fires' in Iceland triggered by storage and melting in crust | ScienceDaily
Scientists from UC San Diego's Scripps Institution of Oceanography have detected geochemical signatures of magma pooling and melting beneath the subsurface during the "Fagradalsfjall Fires," that began on Iceland's Reykjanes peninsula in 2021.


						
Continuous sampling of the erupted lavas from the Fagradalsfjall volcano enabled a detailed time-series analysis of geochemical signals. These show that the start of the eruption began with massive pooling of magma, contrasting initial hypothesis for magma ascent straight from the mantle.

Scripps Oceanography geologist James Day and his colleagues report on the analyses July 31 in the journal Nature.

"By collecting lavas in regular intervals, and then measuring their compositions in the laboratory, we can tell what's feeding the volcano at depth," said study lead Day. "It's a bit like taking regular measurements of someone's blood. In this case, the volcano's 'blood' are the molten lavas that emanate so spectacularly from it."

Day, students at Scripps Oceanography, and international colleagues have been studying basaltic lavas from other recent volcanic eruptions in addition to Iceland. These include the 2021 eruption of the Tajogaite volcano on the island of La Palma in the Canary Islands and the 2022 eruption of Mauna Loa in Hawai'i. They have found evidence for similar magma pooling beneath La Palma.

"What makes the Iceland eruption so remarkable is the huge signal of crust within the earliest lavas," said Day. "Along with our studies from La Palma, it suggests crustal magma storage may be a common process involved in the run up to larger basaltic eruptions like those in Iceland or the Canary Islands. This information will be important for understanding volcanic hazard in the future," he added, "as it may help to forecast volcanic activity."

Previous studies had suggested that the Fagradalsfjall Fires erupted from the surface without interaction with the crust. Day's team, including UC San Diego undergraduate student Savannah Kelly, used the isotopic composition of the element osmium to understand what was happening beneath the volcano.




"What's useful about using osmium," said Day, "is that one of its isotopes is produced by the radiogenic decay of another metal, rhenium. Because the elements behave differently during melting, one of the elements, rhenium, is enriched in Earth's crust." Day and colleagues took advantage of the distinct behaviors of rhenium and osmium to show that the early lavas from the Fagradalsfjall Fires were contaminated by crust.

Earth can be broken up into a series of layers. The deepest portion is the metallic core. The shallowest layers are the atmosphere, ocean, and the rocky crust. All human beings live on the crust, which is dominated by rock types such as granite or basalt like that found in Iceland's lavas. In between the core and crust is the vast mantle of the Earth. This mantle layer is where melting occurs to produce the magmas feeding volcanoes like those in Iceland.

Previous works published on the recent volcanic eruptions on the Reykjanes Ridge had used other geochemical fingerprints to study the lavas. These fingerprints suggested only mantle contributions to the lavas. Osmium isotopes are highly sensitive to crust and enabled the unambiguous identification of its addition into the early lavas.

"The work began as undergraduate research experience for Savannah (Kelly) and we fully expected to see mantle signatures in the lavas throughout the eruption," said Day. "You can imagine our astonishment when we were sitting in front of the mass spectrometer measuring the early samples and saw obvious signals of crust within them."

The team analyzed lavas erupting from the Fagradalsfjall volcano in 2021 and in 2022. The 2021 lavas were contaminated by crust, the 2022 lavas were not. They conclude that the earliest lavas pooled in the crust and interaction with the crust may have helped trigger the eruption.

"After that, it appears that the magma of later eruptions used pre-existing pathways to get to the surface," Day said.

Day and colleagues plan to continue their work on Iceland and other basaltic eruptions into the future. Previous eruptions on the Reykjanes peninsula have lasted for centuries.

"It seems that the volcanic 'fires' in Iceland will outlast me," Day said. "The eruptions that are likely to continue there will provide a treasure trove of important scientific information on how volcanoes work and their associated hazards. Our study shows that the beginning of the eruption was not just visually spectacular, but was also geochemically so."

Besides Day and Kelly, Geoffrey Cook of Scripps Oceanography, William Moreland and Thor Thordarsson from the University of Iceland, and Valentin Troll from Uppsala University in Sweden were involved in the research. The National Science Foundation (NSF) Petrology and Geochemistry program partly funded the research.
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A new use for propofol in treating epilepsy? | ScienceDaily
The general anesthetic propofol may hold the keys to developing new treatment strategies for epilepsy and other neurological disorders, according to a study led by researchers at Weill Cornell Medicine and Sweden's Linkoping University.


						
In their study, published July 31 in Nature, the researchers determined the high-resolution structural details of how propofol inhibits the activity of HCN1, an ion channel protein found on many types of neurons. Drug developers consider inhibiting HCN1 a promising strategy for treating neurologic disorders including epilepsy and chronic pain. The researchers also found, to their surprise, that when HCN1 contains either of two epilepsy-associated mutations, propofol binds to it in a way that restores its functionality.

"We might be able to exploit propofol's unique way of binding to HCN1 for the treatment of these drug-resistant epilepsies and other HCN1-linked disorders, either by directly repurposing propofol or by designing new, more selective drugs that have the same mechanism of action," said study co-senior author Dr. Crina Nimigean, professor of physiology and biophysics in anesthesiology at Weill Cornell Medicine.

The other co-senior author was Dr. Peter Larsson, a professor in the department of biomedical and clinical sciences at Linkoping University.

The study's first author was Dr. Elizabeth Kim, a postdoctoral research associate in the Nimigean laboratory in the Department of Anesthesiology at Weill Cornell Medicine. Dr. Xiaoan Wu, a postdoctoral research associate in the Larsson Laboratory, was co-first author. The laboratories of Dr. Alessio Accardi and Dr. Peter Goldstein from Weill Cornell Medicine also contributed to this work.

HCN ion channels in humans come in four basic forms, HCN1 to HCN4, and are found especially on cells in the heart and nervous system. They work as switches to control the electrical voltage across the cell membrane, opening to admit an inward flow of positively charged potassium and sodium ions -- thus "depolarizing" the cell -- when the voltage reaches a certain threshold. This function underpins much of the rhythmic activity of brain and heart muscle cells, which is why HCN channels are also called pacemaker channels.

In the study, the researchers used cryo-electron microscopy and other methods to determine, at near-atomic scale, how propofol reduces HCN1 activity -- which it does with selectivity for HCN1 over other HCNs. They found that the drug inhibits HCN1 by binding within a groove between two elements of the channel protein's central pore structure, making it harder for the pore to open.




As they investigated propofol's action on HCN1, the researchers examined how the drug affects different known mutants of the channel, including mutants that leave it excessively open and are associated with hard-to-treat epilepsy syndromes such as early infantile epileptic encephalopathy (EIEE). The researchers were surprised to find that for two different HCN1 mutations that cause EIEE, propofol restores the mutant channels to normal or near-normal function.

From their experiments, the researchers derived a model in which the mutations decouple HCN1's voltage-sensing and pore mechanisms, while propofol effectively recouples them, allowing membrane voltage to control ion flow again.

The results suggest at least two possibilities for translation to therapies. One is simply to use propofol, an existing, approved drug, to treat these HCN1-mutation epilepsies and potentially other HCN1-linked disorders. Propofol is a potent anesthetic that requires careful monitoring by anesthesiologists, but it might be able to restore HCN1 function at doses below those used for general anesthesia.

The other possibility, the researchers said, is to use the new structural data on propofol's binding to design modified, non-anesthetic versions of propofol, or even completely different compounds, that bind to HCN1 with a similar effect but much more selectively -- in other words, without binding to other channels, including other HCNs, in the body and thereby potentially causing unwanted side effects.

"For that we will need a better understanding of how propofol inhibits HCN1 better than other HCN channels," Dr. Kim said.

The work presented here was supported in part by the National Institute of General Medical Sciences and the National Institute of Neurological Disorders and Stroke, both part of the National Institutes of Health, through grant numbers GM124451, GM139164, GM128420, R42NS129370, NS137561 and GM145091. Additional support was provided by the Hartwell Foundation. 
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This protein does 'The Twist' | ScienceDaily
Proteins are constantly performing a kind of dance. They move and contort their bodies to fulfill specific functions inside our bodies. The NMDAR protein executes an especially hard dance routine in our brains. One wrong step can lead to a range of neurological disorders. NMDAR binds to the neurotransmitter, glutamate, and another compound, glycine. These bindings control NMDAR's dance steps. When their routine is over, the NMDAR opens. This open ion channel generates electrical signals critical for cognitive functions like memory.


						
The problem is that scientists couldn't figure out the last step in NMDAR's routine -- until now. Cold Spring Harbor Laboratory Professor Hiro Furukawa and his team have deciphered the critical dance move in which NMDAR rotates into an open formation. In other words, they've learned the NMDAR "Twist."

To capture this key step, Furukawa and his team used a technique called electron cryo-microscopy (cryo-EM), which freezes and visualizes proteins in action. First, the team had to find a way to keep a type of NMDAR called GluN1-2B in its open pose long enough to image it. So, Furukawa teamed up with Professors Stephen Traynelis and Dennis Liotta at Emory University. Together, they discovered a molecule that favors NMDAR in an open position.

"It's not the most stable conformation," Furukawa explains. "There are many pieces dancing independently in NMDAR. They have to coordinate with each other. Everything has to go perfectly to open the ion channel. We need a precise amount of electrical signals at the right time for proper behaviors and cognitions."

The cryo-EM images allow researchers to see precisely how the NMDAR's atoms move during its "Twist." This may one day lead to drug compounds that can teach the correct moves to NMDARs that have lost a step. Better drugs that target NMDARs might have applications for neurological disorders like Alzheimer's and depression.

"Compounds bind to pockets within proteins and are imperfect, initially. This will allow us and chemists to find a way to fill those pockets more perfectly. That would improve the potency of the drug. Also, the shape of the pocket is unique. But there could be something similarly shaped in other proteins. That would cause side effects. So, specificity is key," Furukawa explains.

Indeed, there are many types of NMDARs in the brain. Another recent study from Furukawa's lab offers the first view of the GluN1-3A NMDAR. Surprisingly, its dance moves are completely different. This routine results in unusual patterns of electrical signals.

In other words, we're mastering the Twist. Next up: the headspin.
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Gut microbes implicated in bladder cancer | ScienceDaily
At any given time, over 10 trillion microbes call our guts their home. From breaking down nutrients in our food to strengthening our immunity against pathogens, these microbes play an essential role in how we interact with the world. This includes -- as shown in a new study by EMBL researchers and collaborators at the University of Split, Croatia -- the way the body responds to carcinogens and develops cancer.


						
Carcinogens are chemicals that can cause ordinary cells to transform into cancer cells, giving rise to tumours and cancer. They can be found in a number of places, tobacco smoke being one of the most well-known sources. Researchers have previously found that if mice are exposed to the nitrosamine BBN, one of the chemicals found in tobacco smoke, they reliably develop an aggressive form of bladder cancer. This is therefore used as a common laboratory model of carcinogen-induced cancer.

Janos Terzi?'s lab at the University of Split, Croatia, was studying this model when they made a curious observation. If the mice were fed antibiotics, at a dose that kills 99.9% of their gut bacteria, at the same time as they were exposed to BBN the chances of them forming tumours were much lower.

"While 90% of mice exposed to BBN went on to develop bladder tumours, only 10% of those that also received antibiotics did so. This led us to hypothesise that the gut bacteria might be involved in regulating the way BBN is processed in the body," said Blanka Roje, co-first author of the study and PhD student at the Laboratory for Cancer Research, University of Split School of Medicine in Croatia. "I'll never forget seeing BBN and BCPN bands on thin layer chromatography plates following overnight incubation of bacteria and BBN."

"The decrease in tumour incidence was so dramatic that at first I doubted the results, thinking we must have made a mistake somewhere in the experiment. Consequently, we repeated the experiment five times before we finally became 'believers'," Terzi? said. "It was fantastic to realise that with a treatment -- in this case, antibiotics -- we were able to abolish cancer development."

While attending a conference at EMBL Heidelberg, Terzi? met with Michael Zimmermann, a group leader at EMBL Heidelberg. The Zimmermann group specialises in using high-throughput methods to study gut microbiome functions, focusing mainly on a process called biotransformation. Biotransformation is the ability microorganisms have to alter or break down chemicals in their environment.

The initial meeting gave rise to a fruitful collaboration. The two groups decided to combine their expertise to understand whether and how gut bacteria affected the way the mice responded to the carcinogen. Using a variety of microbiology and molecular biology methods, the researchers discovered that bacteria living in the mouse gut could convert BBN into BCPN. Like BBN, BCPN belongs to a class of compounds called nitrosamines. However, the team found that, unlike BBN, BCPN concentrates in the urinary bladder and triggers tumour formation in a microbiome-dependent manner.




The researchers next studied over 500 isolated and cultured bacteria to identify the specific bacterial species involved in converting BBN to BCPN. "We found 12 species that can carry out this carcinogen biotransformation," said Boyao Zhang, co-first author of the study and former PhD student in the Zimmermann group. "We sequenced them and were surprised to find that many of those species were skin-associated and found at relatively low abundance in the gut. We speculated that there might be some transient transfer of such bacteria from the skin to the gut as a consequence of the animals' grooming. But it was important to figure out whether these findings would also be true for humans."

Following these initial studies in mice, the scientists used human faecal samples to show that human gut bacteria can also convert BBN to BCPN. As a proof of concept, they showed that if human stool was transplanted into the intestine of a mouse that had no gut microbiome of its own, they could also convert BBN to BCPN.

However, the researchers also observed large individual differences in the ability of the human gut microbiome to metabolise BBN, as well as in the bacterial species involved in the biotransformation. "We think this lays the foundation for further research to see whether a person's gut microbiome represents a predisposition for chemically induced carcinogenesis and could hence be used to predict the individual risk and potentially prevent cancer development," said Zimmermann.

"This difference in interindividual microbiota could explain why some people, despite being exposed to potential carcinogens, do not develop cancers while others do," Terzi? added.

Do these findings mean antibiotics can universally prevent cancer? No, of course not, says Zimmermann. "This calls for more studies, including some that we are doing currently, to understand how the microbiome influences the metabolism of different types of carcinogens. It is also important to remember that cancer is a multifactorial disease -- there is rarely a single cause."

The study aligns with EMBL's Microbial Ecosystems and Human Ecosystems transversal themes, which were introduced in its 2022-26 Programme, 'Molecules to Ecosystems'. The Microbial Ecosystems theme aims to explore microorganisms and their interactions with each other and with their environments, while the Human Ecosystems theme plans to take advantage of rapidly expanding human datasets to explore the gene-environment interplay and its effects on human phenotypes. Learn more about these research plans here.
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Unraveling a key junction underlying muscle contraction | ScienceDaily
The connections between the nervous system and muscles develop differently across the kingdom of life. It takes newborn humans roughly a year to develop the proper muscular systems that support the ability to walk, while cows can walk mere minutes after birth and run not long after.


						
University of California San Diego researchers, using powerful new visualization technologies, now have a clear picture of why these two scenarios develop so differently. The results offer new insight into understanding muscle contraction in humans that may help in developing future treatments for muscular diseases.

"In this study we set out to understand the molecular details involved in muscle contraction at the point of contact between motor neurons and skeletal muscles, which are the muscles we consciously control," said School of Biological Sciences Professor Ryan Hibbs, of the new study published in Nature. "We have discovered how the muscle protein changes in its composition during development, which is important in the context of diseases that cause progressive muscle weakness."

The ability of skeletal muscles to contract allows for our bodies to move -- from walking and jumping to breathing and blinking our eyes. All skeletal muscle contractions originate at the junction between motor neurons, which originate in the spinal cord and brainstem, and muscle fibers. It's here that neurons release a transmitter chemical called acetylcholine. These molecules bind to a protein receptor on the cells of muscles, triggering an opening in the cell membrane. Electrical currents flow into the cell, which causes muscles to contract.

The way neurons release chemicals that communicate with muscles has been a model system studied for more than a century. But a missing piece of this system has been visual depictions of how the process works. What does the structure of the muscle receptor protein that opens up look like?

To find out, Hibbs, study first author Huanhuan Li, a postdoctoral scholar, and Jinfeng Teng, a research data analyst, tapped cryo-electron microscopy (cryo-EM) technology based at UC San Diego's new Goeddel Family Technology Sandbox, a hub for cutting-edge research instruments. Cryo-EM leverages ultra-powerful microscopes to capture images of molecules that are "frozen" in place.

The results featured the first visualizations of the 3-D structure of the muscle acetylcholine receptor. Since human tissue is difficult to obtain for such muscle contraction studies, the researchers accessed fetal tissue samples from cow skeletal muscles. In order to isolate the receptor in the samples, the researchers turned to an unlikely source: snake venom. A poisonous snake neurotoxin that paralyzes prey was used to latch onto the muscle receptors in the cow samples, allowing the researchers to isolate the receptors to study them. The cryo-EM visualizations then allowed the researchers to witness how the receptor development process unfolds.




Along with the new data came a serendipitous finding. The researchers discovered that they could see the structures of both fetal and adult receptors from the same fetal cow tissue samples.

"We hoped to see the structure of the receptor and we did see that, but we also saw that there were two different versions of it," said Hibbs. "That was a surprise."

In retrospect, the discovery of two receptor types makes sense, according to Hibbs. Since calves are developing in utero, the fetal receptors were expected. To walk like an adult shortly after birth, they start building adult nerve-muscle connections much earlier in development.

"This discovery explains how animals like cows that need to walk on the day they are born form mature neuromuscular junctions before birth, unlike humans, who have poor muscle coordination for months after birth," said Hibbs. "Being able to see the receptor details allows us to connect their differences to how one allows for nerve-muscle connection and the other allows for muscle contraction."

The findings of the study are already being applied to investigations of muscle-based disorders, such as congenital myasthenic syndromes (CMS) that result in muscle weakness. A common autoimmune disease known as myasthenia gravis involves antibodies that mistakenly attack the muscle acetylcholine receptor, causing weak skeletal muscles.

"This new level of insight into the muscle receptor will help researchers understand how mutations in its gene cause disease, and may facilitate personalized treatment for individual patients with different pathologies in the future," said lead author Li.
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For bigger muscles push close to failure, for strength, maybe not | ScienceDaily
When performing resistance training such as lifting weights, there's a lot of interest in how close you push yourself to failure - the point where you can't do another rep - and how it affects your results.


						
While research has looked at this concept in different ways, to date, no meta-analysis has explored the pattern (i.e., linear or non-linear) of how the distance from failure (measured by repetitions in reserve) affects changes in muscle strength and size.

As such, it's still unclear how close to failure one needs to go to maximize muscle growth and strength.

Researchers from Florida Atlantic University and collaborators analyzed how training close to failure or not impacts muscle growth and strength. The study primarily looked at how training close to failure affects muscle growth in the main muscles used in an exercise. For example, if an individual was doing leg presses, the focus was on how training close to failure affects the quadriceps.

Researchers estimated the number of repetitions in reserve, which means how many more reps you could have done before reaching failure. They collected data from 55 various studies and ran detailed statistical analyses to see how different reps in reserve levels affected strength and muscle growth.

Results of the study, published in the journal Sports Medicine, found that how close you train to failure doesn't have a clear impact on strength gains. Whether you stop far from failure or very close to it, your strength improvement appears to be similar. On the other hand, muscle size (hypertrophy) does seem to benefit from training closer to failure. The closer you are to failure when you stop your sets, the more muscle growth you tend to see.

"If you're aiming for muscle growth, training closer to failure might be more effective. In other words, it doesn't matter if you adjust training volume by changing sets or reps; the relationship between how close you train to failure and muscle growth remains the same," said Michael C. Zourdos, Ph.D., senior author and professor and chair of the Department of Exercise Science and Health Promotion within FAU's Charles E. Schmidt College of Science. "For strength, how close you push to failure doesn't seem to matter as much."

The researchers suggest that individuals who aim to build muscle should work within a desired range of 0-5 reps short of failure for optimized muscle growth or while minimizing injury risk. For strength training, they suggest individuals should work toward heavier loads instead of pushing their muscles to failure. As such, they recommend that to train to gain strength, individuals should stop about 3-5 reps short of failure without applying additional physical strain on the body.




"Training closer to failure enhances the accuracy of self-reported repetitions in reserve," said Zac P. Robinson, Ph.D., first author and a Ph.D. graduate of FAU's Department of Exercise Science and Health Promotion. "When people estimate how many reps they have left, this perception influences the weights they choose. If the estimation is off, they might use lighter weights than needed, which could limit strength gains. On the flip side, our meta-analysis shows that training closer to failure also leads to greater muscle growth. So, for the average individual, training close to failure may be the best option - as it seems to improve the accuracy of our perception of effort as well as gains in muscle size."

Findings help underscore the difficulties of training close to failure, which can be tough and harder to recover from, potentially impacting long-term performance negatively. In addition, the researchers say that training closer to failure might better simulate the conditions and experiences of a maximal strength test, commonly used in strength training programs, rehabilitation and athletic performance assessments to gauge an individual's strength capabilities and track progress over time. 

"As the load increases, motor patterns change, which means performing sets closer to failure can more closely mimic the demands of max strength assessments," said Zourdos. "This approach aligns with the principle of specificity by exposing you to similar motor patterns and psychological challenges. Moreover, training near failure may also improve psychological factors like visualization, which are important for achieving maximal strength."

Results from the study could help guide future research and provide valuable insights for trainers on how proximity to failure affects muscle growth and strength. However, researchers say the exact numerical relationship between training close to failure and strength gain remains unclear and future studies should be deliberately designed to explore the continuous nature of the effects in larger samples. 

Study co-authors are Joshua C. Pelland, a graduate student, and Jacob F. Remmert, a Ph.D. student, both within FAU's Department of Exercise Science and Health Promotion; Martin C. Refalo, a Ph.D. student at Deakin University in Australia; Ivan Jukic, Ph.D., a research fellow at Auckland University of Technology in New Zealand; and James Steele, Ph.D., an associate professor of sport and exercise science at Solent University in England.
- FAU -

About Florida Atlantic University: 
Florida Atlantic University, established in 1961, officially opened its doors in 1964 as the fifth public university in Florida. Today, the University serves more than 30,000 undergraduate and graduate students across six campuses located along the southeast Florida coast. In recent years, the University has doubled its research expenditures and outpaced its peers in student achievement rates. Through the coexistence of access and excellence, FAU embodies an innovative model where traditional achievement gaps vanish. FAU is designated a Hispanic-serving institution, ranked as a top public university by U.S. News & World Report and a High Research Activity institution by the Carnegie Foundation for the Advancement of Teaching. For more information, visit www.fau.edu. 
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A brain fingerprint: Study uncovers unique brain plasticity in people born blind | ScienceDaily
A study led by Georgetown University neuroscientists reveals that the part of the brain that receives and processes visual information in sighted people develops a unique connectivity pattern in people born blind. They say this pattern in the primary visual cortex is unique to each person -- akin to a fingerprint.


						
The findings, described July 30, 2024, in PNAS, have profound implications for understanding brain development and could help launch personalized rehabilitation and sight restoration strategies.

For decades, scientists have known that the visual cortex in people born blind responds to a myriad of stimuli, including touch, smell, sound localization, memory recall and response to language. However, the lack of a common thread linking the tasks that activate primary areas in the visual cortex has perplexed researchers. The new study, led by Lenia Amaral, PhD, a postdoctoral researcher; and Ella Striem-Amit, PhD, the Edwin H. Richard and Elisabeth Richard von Matsch Assistant Professor of Neuroscience at Georgetown University's School of Medicine, offers a compelling explanation: differences in how each individual's brain organizes itself.

"We don't see this level of variation in the visual cortex connectivity among individuals who can see -- the connectivity of the visual cortex is usually fairly consistent," said Striem-Amit, who leads the Sensory and Motor Plasticity Lab at Georgetown. "The connectivity pattern in people born blind is more different across people, like an individual fingerprint, and is stable over time -- so much so that the individual person can be identified from the connectivity pattern."

The study included a small sample of people born blind who underwent repeated functional MRI scans over two years. The researchers used a neuroimaging technique to analyze neural connectivity across the brain.

"The visual cortex in people born blind showed remarkable stability in its connectivity patterns over time," Amaral explained. "Our study found that these patterns did not change significantly based on the task at hand -- whether participants were localizing sounds, identifying shapes, or simply resting. Instead, the connectivity patterns were unique to each individual and remained stable over the two-year study period."

Striem-Amit said these findings tell us how the brain develops. "Our findings suggest that experiences after birth shape the diverse ways our brains can develop, especially if growing up without sight. Brain plasticity in these cases frees the brain to develop, possibly even for different possible uses for the visual cortex among different people born blind," Striem-Amit said.

The researchers posit that understanding each person's individual connectivity may be important to better tailor solutions for rehabilitation and sight restoration to individuals with blindness, each based on their own individual brain connectivity pattern.

The authors report having no personal financial interests related to the study.

This work was supported by a grant from National Institutes of Health NEI/OBSSR (R01EY034515) and funds from the Edwin H. Richard and Elisabeth Richard von Matsch Distinguished Professorship in Neurological Diseases.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240730202351.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Bright prospects for engineering quantum light | ScienceDaily
Computers benefit greatly from being connected to the internet, so we might ask: What good is a quantum computer without a quantum internet?


						
The secret to our modern internet is the ability for data to remain intact while traveling over long distances, and the best way to achieve that is by using photons. Photons are single units ("quanta") of light. Unlike other quantum particles, photons interact very weakly with their environment. That stability also makes them extremely appealing for carrying quantum information over long distances, a process that requires maintaining a delicate state of entanglement for an extended period of time. Such photons can be generated in a variety of ways. One possible method involves using atomic-scale imperfections (quantum defects) in crystals to generate single photons in a well-defined quantum state.

Decades of optimization have resulted in fiber-optic cables that can transmit photons with extremely low loss. However, this low-loss transmission works only for light in a narrow range of wavelengths, known as the "telecom wavelength band." Identifying quantum defects that produce photons at these wavelengths has proven difficult, but funding from the U.S. Department of Energy and the National Science Foundation (NSF) has enabled researchers in the UC Santa Barbara College of Engineering to understand why that is. They describe their findings in "Rational Design of Efficient Defect-Based Quantum Emitters," published in the journal APL Photonics.

"Atoms are constantly vibrating, and those vibrations can drain energy from a light emitter," says UCSB materials professor Chris Van de Walle. "As a result, rather than emitting a photon, a defect might instead cause the atoms to vibrate, reducing the light-emission efficiency." Van de Walle's group developed theoretical models to capture the role of atomic vibrations in the photon-emission process and studied the role of various defect properties in determining the degree of efficiency.

Their work explains why the efficiency of single-photon emission drastically decreases when the emission wavelength increases beyond the wavelengths of visible light (violet to red) to the infrared wavelengths in the telecom band. The model also allows the researchers to identify techniques for engineering emitters that are brighter and more efficient.

"Choosing the host material carefully, and conducting atomic-level engineering of the vibrational properties are two promising ways to overcome low efficiency," said Mark Turiansky, a postdoctoral researcher in the Van de Walle lab, a fellow at the NSF UC Santa Barbara Quantum Foundry, and the lead researcher on the project.

Another solution involves coupling to a photonic cavity, an approach that benefited from the expertise of two other Quantum Foundry affiliates: computer engineering professor Galan Moody and Kamyar Parto, a graduate student in the Moody lab.

The team hopes that their model and the insights it provides will prove useful in designing novel quantum emitters that will power the quantum networks of the future.
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New collaborative research generates lessons for more adaptive lake management | ScienceDaily

That was a key takeaway from new research conducted by Utah State University, published in the American Society of Civil Engineer's Journal of Water Resources Planning and Management. Using Google Sheets during video calls, 26 Colorado River Basin managers and experts took on water user roles to discuss consuming, banking and trading Colorado River water.

As Western states face aridity and reservoir levels depleting, more of the water available for consumption and conservation comes from reservoir inflow, not storage. Water banking gives users more flexibility to respond to variable inflow and declining storage. Banking contrasts with current river management that requires California, Arizona, Nevada and Mexico to reduce their consumption as Lake Mead levels decline.

"This immersive, online and collaborative approach was different from previous methods that relied on offline models or complex computing systems to predict water needs and set rules," said David Rosenberg, the study lead and professor in the Civil and Environmental Engineering Department. "This method allowed participants to directly interact and collaboratively improve reservoir operations."

Collaborators stated that the modeling project was fun, more holistic and encouraged them to think about equity issues. Several collaborators also shared that a Lake Powell-Lake Mead water bank would be "a huge leap from management today."

Feedback from those 26 managers and experts helped improve the collaborative process, increase flexibility, and generate new insights for management. Rosenberg's research identified 10 key takeaways.
    	Model to provoke discussion about new operations rather than propose a solution. This is a desirable prelude to more formal evaluation of solutions or quantifying tradeoffs.
    	Solicit feedback early to allow collaborators to improve a management alternative and the online environment in which the alternative was modeled.
    	Identify points of conflict to focus limited time during model sessions to provoke discussion on future operations rather than mediate or try to resolve conflicts.
    	Provide model options showing different ways to approach points of conflict. Options turn conflicts into choices. Collaborators can then think about and discuss the choices.
    	Prorate reservoir evaporation by water account balance. Parties with larger account balances shared more responsibility for reservoir evaporation.
    	Many options exist to prevent reservoir draw down below the protection volumes specified in federal regulations.
    	Allow trades to increase management flexibility. There was much active trading within the collaborative model environments.
    	Manage the combined storage in Lake Powell and Lake Mead to offer more flexibility.
    	Find common benefits such as ability to more adaptively manage one's available water more independently of other users.
    	Recognize the limits of a model's acceptability and potential adoption.

Rosenberg's research follows on previously published works in 2023 and 2022 that showed other ways to adapt Lake Powell and Lake Mead releases to variable inflow and declining storage.

"I am excited to use immersive, online and collaborative models in other river basins and at different spatial and temporal scales," said Rosenberg.

For more information, click here.
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Scientists discover entirely new wood type that could be highly efficient at carbon storage | ScienceDaily
Researchers undertaking an evolutionary survey of the microscopic structure of wood from some of the world's most iconic trees and shrubs have discovered an entirely new type of wood. 


						
This discovery may open new opportunities to improve carbon sequestration in plantation forests by planting a fast-growing tree more commonly seen in ornamental gardens.

The study found that Tulip Trees, which are related to magnolias and can grow well over 100 feet tall, have a unique type of wood that does not fit into either category of hardwood or softwood.

Scientists from Jagiellonian University and the University of Cambridge used a low temperature scanning electron microscope (cryo-SEM) to image the nanoscale architecture of secondary cell walls (wood) in their native hydrated state.

The researchers found the two surviving species of the ancient Liriodendron genus, commonly known as the Tulip Tree (Liriodendron tulipifera) and Chinese Tulip Tree (Liriodendron chinense) have much larger macrofibrils then their hardwood relatives (macrofibrils are long fibres aligned in layers in the secondary cell wall).

Lead author of the research published in New Phytologist, Dr Jan Lyczakowski from Jagiellonian University, said: "We show Liriodendrons have an intermediate macrofibril structure that is significantly different from the structure of either softwood or hardwood. Liriodendrons diverged from Magnolia Trees around 30-50 million years ago, which coincided with a rapid reduction in atmospheric CO2. This might help explain why Tulip Trees are highly effective at carbon storage."

The team suspect it is the larger macrofibrils in this "midwood" or "accumulator-wood" that is behind the Tulip Trees' rapid growth.




Lyczakowski added: "Both Tulip Tree species are known to be exceptionally efficient at locking in carbon, and their enlarged macrofibril structure could be an adaptation to help them more readily capture and store larger quantities of carbon when the availability of atmospheric carbon was being reduced. Tulip Trees may end up being useful for carbon capture plantations. Some east Asian countries are already using Liriodendron plantations to efficiently lock in carbon, and we now think this might be related to its novel wood structure." 

Liriodendron tulipifera are native to northern America and Liriodendron chinense is a native species of central and southern China and Vietnam.

The discovery was part of a survey of 33 tree species from the Cambridge University Botanic Garden's Living Collections exploring how wood ultrastructure evolved across softwoods (gymnosperms such as pines and conifers) and hardwoods (angiosperms including oak, ash, birch, and eucalypts). 

Lyczakowski said: "Despite its importance, we know little about how the structure of wood evolves and adapts to the external environment. We made some key new discoveries in this survey -- an entirely novel form of wood ultrastructure never observed before and a family of gymnosperms with angiosperm-like hardwood instead of the typical gymnosperm softwood. 

"The main building blocks of wood are the secondary cell walls, and it is the architecture of these cell walls that give wood its density and strength that we rely on for construction. Secondary cell walls are also the largest repository of carbon in the biosphere, which makes it even more important to understand their diversity to further our carbon capture programmes to help mitigate climate change."

Wood ultrastructure

Wood ultrastructure refers to the detailed microscopic architecture of wood, encompassing the arrangement and organisation of its material components. This survey of wood using a cryo-scanning electron microscope focused on:
    	The Secondary Cell Wall: This is composed of mainly cellulose plus other complex sugars and is impregnated with lignin to make the whole structure rigid. These components make up the macrofibril, forming long aligned fibres that are arranged in distinct layers within the secondary cell wall.

    	The Macrofibril: This is currently the smallest structure we can measure using the cryoSEM and is in the order of 10 -- 40 nanometres thick. It is composed of cellulose microfibrils (3-4 nanometres) plus other components.




Studying the wood ultrastructure is crucial for various applications, including wood processing, material science, and understanding the ecological and evolutionary aspects of trees. Understanding the biology behind tree growth and wood deposition is also valuable information when calculating carbon capture.

The Living Collections of the Cambridge University Botanic Garden

The wood samples were collected from trees in the Cambridge University Botanic Garden in coordination with the Garden's Collections Coordinator Margeaux Apple. Fresh samples of wood deposited in the previous spring growing season were collected from a selection of trees to reflect the evolutionary history of gymnosperm and angiosperm populations as they diverged and evolved. 

Microscopy Core Facility Manager at the Sainsbury Laboratory Cambridge University, Dr Raymond Wightman, said: "We analysed some of the world's most iconic trees like the giant sequoia, Wollemi pine and so-called "living fossils" such as Amborella trichopoda, which is the sole surviving species of a family of plants that was the earliest still existing group to evolve separately from all other flowering plants.

"Our survey data has given us new insights into the evolutionary relationships between wood nanostructure and the cell wall composition, which differs across the lineages of angiosperm and gymnosperm plants. Angiosperm cell walls possess characteristic narrower elementary units, called macrofibrils, compared to gymnosperms and this small macrofibril emerged after divergence from the Amborella trichopodaancestor." 

Lyczakowski and Wightman also analysed the cell wall macrofibrils of two gymnosperm plants in the Gnetophytes family -- Gnetum gnemon and Gnetum edule -- and confirmed both have a secondary cell wall ultrastructure synonymous with the hardwood cell wall structures of angiosperms.

This is an example of convergent evolution where the Gnetophytes have independently evolved a hardwood-type structure normally only seen in angiosperms.

The survey was undertaken while the UK was sweltering under the UK's 4th hottest ever recorded summer in 2022. 

"We think this could be the largest survey, using a cryo-electron microscope, of woody plants ever done," Wightman said. "It was only possible to do such a large survey of fresh hydrated wood because the Sainsbury Lab is located within the grounds of the Cambridge University Botanic Garden. We collected all the samples during the summer of 2022 -- collecting in the early morning, freezing the samples in ultra-cold slush nitrogen and then imaging the samples through to midnight. 

"This research illustrates the continued value and impact that botanic gardens have in contributing to modern day research. This study would not be possible without having such a diverse selection of plants represented through evolutionary time, all growing together in the same place in the Cambridge University Botanic Garden's Collections." 
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        Generation X and millennials in US have higher risk of developing 17 cancers compared to older generations
        A new large study suggests incidence rates continued to rise in successively younger generations in 17 of the 34 cancer types, including breast, pancreatic, and gastric cancers. Mortality trends also increased in conjunction with the incidence of liver (female only), uterine corpus, gallbladder, testicular, and colorectal cancers.

      

      
        Scientists devise method to secure Earth's biodiversity on the moon
        New research led proposes a plan to safeguard Earth's imperiled biodiversity by cryogenically preserving biological material on the moon. The moon's permanently shadowed craters are cold enough for cryogenic preservation without the need for electricity or liquid nitrogen.

      

      
        Cannabinoid CBG reduces anxiety and stress in first human clinical trial
        A lesser-known cannabinoid that is gaining in popularity Cannabigerol (CBG) effectively reduced anxiety in a clinical trial without the intoxication typically associated with whole plant cannabis. It may even have some memory enhancing effects, according to a new study. For the study, researchers conducted the first human clinical trial investigating the acute effects of CBG on anxiety, stress and mood. The research revealed that 20 mg of hemp-derived CBG significantly reduced feelings of anxiety...

      

      
        Barriers designed to prevent saltwater intrusion may worsen inland flooding
        Building protection barriers without accounting for potential inland flooding risks from groundwater can eventually worsen the very issues they aim to solve.

      

      
        The rotation of a nearby star stuns astronomers
        Astronomers have found that the rotational profile of a nearby star, V889 Herculis, differs considerably from that of the Sun. The observation provides insights into the fundamental stellar astrophysics and helps us understand the activity of the Sun, its spot structures and eruptions.

      

      
        Recent volcanic 'fires' in Iceland triggered by storage and melting in crust
        Scientists have detected geochemical signatures of magma pooling and melting beneath the subsurface during the 'Fagradalsfjall Fires', that began on Iceland's Reykjanes peninsula in 2021. Samples show that the start of the eruption began with massive pooling of magma, contrasting initial hypothesis for magma ascent straight from the mantle.

      

      
        Scientists discover entirely new wood type that could be highly efficient at carbon storage
        Researchers undertaking an evolutionary survey of the microscopic structure of wood from some of the world's most iconic trees and shrubs have discovered an entirely new type of wood.

      

      
        Super-black wood can improve telescopes, optical devices and consumer goods
        Thanks to an accidental discovery, researchers have created a new super-black material that absorbs almost all light, opening potential applications in fine jewelry, solar cells and precision optical devices.

      

      
        Common blood tests could improve cancer diagnosis for people with stomach pain or bloating
        A new study looked at data from more than 400,000 people aged 30 or older in the UK who had visited a GP due to stomach pain and more than 50,000 who had visited their GP due to bloating.

      

      
        What no one has seen before -- simulation of gravitational waves from failing warp drive
        Physicists have been exploring the theoretical possibility of spaceships driven by compressing the four-dimensional spacetime for decades. Although this so-called 'warp drive' originates from the realm of science fiction, it is based on concrete descriptions in general relativity. A new study takes things a step further -- simulating the gravitational waves such a drive might emit if it broke down.

      

      
        What shapes a virus's pandemic potential? SARS-CoV-2 relatives yield clues
        Two of the closest known relatives to SARS-CoV-2 -- a pair of bat coronaviruses discovered by researchers in Laos -- may transmit poorly in people despite being genetically similar to the COVID-19-causing virus, a new study reveals. The findings provide clues as to why some viruses have greater 'pandemic potential' than others and how researchers might go about identifying those that do before they become widespread.

      

      
        Breaking MAD: Generative AI could break the internet, researchers find
        Researchers have found that training successive generations of generative artificial intelligence models on synthetic data gives rise to self-consuming feedback loops.

      

      
        The corona is weirdly hot: Parker Solar Probe rules out one explanation
        By diving into the sun's corona, NASA's Parker Solar Probe has ruled out S-shaped bends in the sun's magnetic field as a cause of the corona's searing temperatures.

      

      
        NASA data shows July 22, 2024 was Earth's hottest day on record
        July 22, 2024, was the hottest day on record, according to a NASA analysis of global daily temperature data. July 21 and 23 of this year also exceeded the previous daily record, set in July 2023. These record-breaking temperatures are part of a long-term warming trend driven by human activities, primarily the emission of greenhouse gases.

      

      
        Winter breeding offers lifeline for monarch butterflies in Northern California
        Monarch butterflies in Northern California are adapting to a changing climate by embracing an unexpected strategy: breeding in the winter. The shift could be key to the survival of the iconic insect, according to a new study.

      

      
        Shape-shifting 'transformer bots' inspired by origami
        Inspired by the paper-folding art of origami, engineers have discovered a way to make a single plastic cubed structure transform into more than 1,000 configurations using only three active motors.

      

      
        Robotics: Self-powered 'bugs' can skim across water to detect environmental data
        Researchers have developed a self-powered 'bug' that can skim across the water, and they hope it will revolutionize aquatic robotics.

      

      
        Scientists untangle interactions between the Earth's early life forms and the environment over 500 million years
        The atmosphere, the ocean and life on Earth interacted over the past 500-plus million years in ways that improved conditions for early organisms to thrive. Now, an interdisciplinary team of scientists has produced a perspective article of this co-evolutionary history.

      

      
        Virus that causes COVID-19 is widespread in wildlife, scientists find
        SARS-CoV-2, the virus responsible for COVID-19, is widespread among wildlife species, according to new research. The virus was detected in six common backyard species, and antibodies indicating prior exposure to the virus were found in five species, with rates of exposure ranging from 40 to 60 percent depending on the species.

      

      
        'Dancing molecules' heal cartilage damage
        New therapy uses synthetic nanofibers to mimic the natural signaling of a protein that is crucial for cartilage formation and maintenance. Researchers found that intensifying the motion of molecules within the nanofibers led to more components needed for regeneration. After just four hours, the treatment activated the gene expression necessary to generate cartilage. Therapy could be used to treat osteoarthritis, which affects nearly 530 million people worldwide.

      

      
        New understanding of fly behavior has potential application in robotics, public safety
        Scientists have identified an automatic behavior in flies that helps them assess wind conditions -- its presence and direction -- before deploying a strategy to follow a scent to its source. The fact that they can do this is surprising -- can you tell if there's a gentle breeze if you stick your head out of a moving car? Flies aren't just reacting to an odor with a preprogrammed response: they are responding in context-appropriate manner. This knowledge potentially could be applied to train more ...

      

      
        Lampreys possess a 'jaw-dropping' evolutionary origin
        Lampreys are one of only two living jawless vertebrates Jaws are formed by a key stem cell population called the neural crest New research reveals the gene regulatory changes that may explain morphological differences between jawed and jawless vertebrates.

      

      
        Researchers develop state-of-the-art device to make artificial intelligence more energy efficient
        Engineering researchers have demonstrated a state-of-the-art hardware device that could reduce energy consumption for artificial intelligent (AI) computing applications by a factor of at least 1,000.

      

      
        New drug shows promise in clearing HIV from brain
        An experimental drug originally developed to treat cancer may help clear HIV from infected cells in the brain, according to a new study. By targeting infected cells in the brain, drug may clear virus from hidden areas that have been a major challenge in HIV treatment.

      

      
        NASA's Fermi finds new feature in brightest gamma-ray burst yet seen
        In October 2022, astronomers were stunned by what was quickly dubbed the BOAT -- the brightest-of-all-time gamma-ray burst (GRB). Now an international science team reports that data from NASA's Fermi Gamma-ray Space Telescope reveals a feature never seen before.

      

      
        Chemical analyses find hidden elements from renaissance astronomer Tycho Brahe's alchemy laboratory
        Danish Tycho Brahe was most famous for his contributions to astronomy. However, he also had a well-equipped alchemical laboratory where he produced secret medicines for Europe's elite.

      

      
        Nitrogen emissions have a net cooling effect: But researchers warn against a climate solution
        An international team of researchers has found that nitrogen emissions from fertilizers and fossil fuels have a net cooling effect on the climate. But they warn increasing atmospheric nitrogen has further damaging effects on the environment, calling for an urgent reduction in greenhouse gas emissions to halt global warming.

      

      
        New Zealand's flightless birds are retreating to moa refuges
        Researchers have found New Zealand's endangered flightless birds are seeking refuge in the locations where six species of moa last lived before going extinct.

      

      
        Ancient marine animal had inventive past despite being represented by few species
        Brachiopods were evolving in new directions but this did not turn into evolutionary success in terms of the numbers of species, researchers have found.

      

      
        Rock art and archaeological record reveal humans' complex relationship with Amazonian animals
        Rock art explored by archaeologists in the Colombian Amazon has provided an insight into the complex relationship between the earliest settlers on the continent and the animals they encountered.

      

      
        Warming has more impact than cooling on Greenland's 'firn'
        A new study finds disproportionate effects of temperature shifts on an icy glacier layer.

      

      
        A recipe for zero-emissions fuel: Soda cans, seawater, and caffeine
        Engineers discovered that when the aluminum in soda cans is purified and mixed with seawater, the solution produces hydrogen -- which can power an engine or fuel cell without generating carbon emissions. The reaction can be sped up by adding caffeine.

      

      
        New study shows at-home colon cancer screening test reduces risk of colorectal cancer death, as effective as screening colonoscopy
        A noninvasive colorectal cancer screening test that can be done at home could reduce the risk of colorectal cancer death by 33%, according to a new study.

      

      
        How evolution tamed a deadly virus and why we should still worry
        Over the last century, a once-deadly mosquito-borne virus has evolved so that it no longer sickens humans. New research shows that changes in the virus's ability to target human cells paralleled the decline in illness and death. The findings offer important lessons in virology that may help guide better preparedness for future outbreaks of other viral diseases.

      

      
        Spin qubits go trampolining
        Researchers have developed somersaulting spin qubits for universal quantum logic. This achievement may enable efficient control of large semiconductor qubit arrays. The research group recently published their demonstration of hopping spins and somersaulting spins.
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Generation X and millennials in US have higher risk of developing 17 cancers compared to older generations | ScienceDaily
A new large study led by researchers at the American Cancer Society (ACS) suggests incidence rates continued to rise in successively younger generations in 17 of the 34 cancer types, including breast, pancreatic, and gastric cancers. Mortality trends also increased in conjunction with the incidence of liver (female only), uterine corpus, gallbladder, testicular, and colorectal cancers. The report will be published today in the journal The Lancet Public Health.


						
"These findings add to growing evidence of increased cancer risk in post-Baby Boomer generations, expanding on previous findings of early-onset colorectal cancer and a few obesity-associated cancers to encompass a broader range of cancer types," said Dr. Hyuna Sung, lead author of the study and a senior principal scientist of surveillance and health equity science at the American Cancer Society. "Birth cohorts, groups of people classified by their birth year, share unique social, economic, political, and climate environments, which affect their exposure to cancer risk factors during their crucial developmental years. Although we have identified cancer trends associated with birth years, we don't yet have a clear explanation for why these rates are rising."

In this analysis, researchers obtained incidence data from 23,654,000 patients diagnosed with 34 types of cancer and mortality data from 7,348,137 deaths for 25 types of cancer for individuals aged 25-84 years for the period Jan 1, 2000, to Dec 31, 2019, from the North American Association of Central Cancer Registries and the U.S. National Center for Health Statistics, respectively. To compare cancer rates across generations, they calculated birth cohort-specific incidence rate ratios and mortality rate ratios, adjusted for age effect and period effect, by birth years, separated by five-year intervals, from 1920 to 1990.

Researchers found that incidence rates increased with each successive birth cohort born since approximately 1920 for eight of 34 cancers. In particular, the incidence rate was approximately two-to-three times higher in the 1990 birth cohort than in the 1955 birth cohort for pancreatic, Kidney, and small intestinal cancers in both male and female individuals; and for liver cancer in female individuals. Additionally, incidence rates increased in younger cohorts, after a decline in older birth cohorts, for nine of the remaining cancers including breast cancer (estrogen-receptor positive only), uterine corpus cancer, colorectal cancer, non-cardia gastric cancer, gallbladder cancer, ovarian cancer, testicular cancer, anal cancer in male individuals, and Kaposi sarcoma in male individuals. Across cancer types, the incidence rate in the 1990 birth cohort ranged from 12% for ovarian cancer to 169% for uterine corpus cancer higher than the rate in the birth cohort with the lowest incidence rate. Notably, mortality rates increased in successively younger birth cohorts alongside incidence rates for liver cancer (female only), uterine corpus, gallbladder, testicular, and colorectal cancers.

"The increase in cancer rates among this younger group of people indicate generational shifts in cancer risk and often serve as an early indicator of future cancer burden in the country. Without effective population-level interventions, and as the elevated risk in younger generations is carried over as individuals age, an overall increase in cancer burden could occur in the future, halting or reversing decades of progress against the disease," added Dr. Ahmedin Jemal, senior vice president, surveillance and health equity science at the American Cancer Society and senior author of the study. "The data highlights the critical need to identify and address underlying risk factors in Gen X and Millennial populations to inform prevention strategies."

"The increasing cancer burden among younger generations underscores the importance of ensuring people of all ages have access to affordable, comprehensive health insurance, a key factor in cancer outcomes," said Lisa Lacasse, president of the American Cancer Society Cancer Action Network (ACS CAN). "To that end, ACS CAN will continue our longstanding work to urge lawmakers to expand Medicaid in states that have yet to do so as well as continue to advocate for making permanent the enhanced Affordable Care Act tax subsidies that have opened the door to access to care for millions."
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Scientists devise method to secure Earth's biodiversity on the moon | ScienceDaily
New research led by scientists at the Smithsonian proposes a plan to safeguard Earth's imperiled biodiversity by cryogenically preserving biological material on the moon. The moon's permanently shadowed craters are cold enough for cryogenic preservation without the need for electricity or liquid nitrogen, according to the researchers.


						
The paper, published today in BioScience and written in collaboration with researchers from the Smithsonian's National Zoo and Conservation Biology Institute (NZCBI), Smithsonian's National Museum of Natural History, Smithsonian's National Air and Space Museum and others, outlines a roadmap to create a lunar biorepository, including ideas for governance, the types of biological material to be stored and a plan for experiments to understand and address challenges such as radiation and microgravity. The study also demonstrates the successful cryopreservation of skin samples from a fish, which are now stored at the National Museum of Natural History.

"Initially, a lunar biorepository would target the most at-risk species on Earth today, but our ultimate goal would be to cryopreserve most species on Earth," said Mary Hagedorn, a research cryobiologist at NZCBI and lead author of the paper. "We hope that by sharing our vision, our group can find additional partners to expand the conversation, discuss threats and opportunities and conduct the necessary research and testing to make this biorepository a reality."

The proposal takes inspiration from the Global Seed Vault in Svalbard, Norway, which contains more than 1 million frozen seed varieties and functions as a backup for the world's crop biodiversity in case of global disaster. By virtue of its location in the Arctic nearly 400 feet underground, the vault was intended to be capable of keeping its seed collection frozen without electricity. However, in 2017, thawing permafrost threatened the collection with a flood of meltwater. The seed vault has since been waterproofed, but the incident showed that even an Arctic, subterranean bunker could be vulnerable to climate change.

Unlike seeds, animal cells require much lower storage temperatures for preservation (-320 degrees Fahrenheit or -196 degrees Celsius). On Earth, cryopreservation of animal cells requires a supply of liquid nitrogen, electricity and human staff. Each of these three elements are potentially vulnerable to disruptions that could destroy an entire collection, Hagedorn said.

To reduce these vulnerabilities, scientists needed a way to passively maintain cryopreservation storage temperatures. Since such cold temperatures do not naturally exist on Earth, Hagedorn and her co-authors looked to the moon.

The moon's polar regions feature numerous craters that never receive sunlight due to their orientation and depth. These so-called permanently shadowed regions can be [?]410 degrees Fahrenheit ([?]246 degrees Celsius) -- more than cold enough for passive cryopreservation storage. To block out the DNA-damaging radiation present in space, samples could be stored underground or inside a structure with thick walls made of moon rocks.




At the Hawai?i Institute of Marine Biology, the research team cryopreserved skin samples from a reef fish called the starry goby. The fins contain a type of skin cell called fibroblasts, the primary material to be stored in the National Museum of Natural History's biorepository. When it comes to cryopreservation, fibroblasts have several advantages over other types of commonly cryopreserved cells such as sperm, eggs and embryos. Science cannot yet reliably preserve the sperm, eggs and embryos of most wildlife species. However, for many species, fibroblasts can be cryopreserved easily. In addition, fibroblasts can be collected from an animal's skin, which is simpler than harvesting eggs or sperm. For species that do not have skin per se, such as invertebrates, Hagedorn said the team may use a diversity of types of samples depending on the species, including larvae and other reproductive materials.

The next steps are to begin a series of radiation exposure tests for the cryopreserved fibroblasts on Earth to help design packaging that could safely deliver samples to the moon. The team is actively seeking partners and support to conduct additional experiments on Earth and aboard the International Space Station. Such experiments would provide robust testing for the prototype packaging's ability to withstand the radiation and microgravity associated with space travel and storage on the moon.

If their idea becomes a reality, the researchers envision the lunar biorepository as a public entity to include public and private funders, scientific partners, countries and public representatives with mechanisms for cooperative governance akin to the Svalbard Global Seed Bank.

"We aren't saying what if the Earth fails -- if the Earth is biologically destroyed this biorepository won't matter," Hagedorn said. "This is meant to help offset natural disasters and, potentially, to augment space travel. Life is precious and, as far as we know, rare in the universe. This biorepository provides another, parallel approach to conserving Earth's precious biodiversity."

The study was co-authored by Hagedorn and Pierre Comizzoli of NZCBI, Lynne Parenti of the National Museum of Natural History and Robert Craddock of the National Air and Space Museum. Collaborators from other institutions include Paula Mabee of the U.S. National Science Foundation's National Ecological Observatory Network (Battelle); Bonnie Meinke of the University Corporation for Atmospheric Research; Susan Wolf and John Bischof of the University of Minnesota; and Rebecca Sandlin, Shannon Tessier and Mehmet Toner of Harvard Medical School.
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Cannabinoid CBG reduces anxiety and stress in first human clinical trial | ScienceDaily
A lesser-known cannabinoid that is gaining in popularity Cannabigerol (CBG) effectively reduced anxiety in a clinical trial without the intoxication typically associated with whole plant cannabis. It may even have some memory enhancing effects, according to a new study in Scientific Reports.


						
For the study, Carrie Cuttler, an associate professor of psychology at Washington State University, and colleagues conducted the first human clinical trial investigating the acute effects of CBG on anxiety, stress and mood.

The research revealed that 20 mg of hemp-derived CBG significantly reduced feelings of anxiety at 20, 45 and 60 minutes after ingestion compared to a placebo. Stress ratings also decreased at the first time point compared to the placebo. The findings align with survey data from a previous study led by Cuttler that indicated 51% of CBG users consume it to decrease anxiety, with 78% asserting its superiority over conventional anxiety medications.

"CBG is becoming increasingly popular, with more producers making bold, unsubstantiated claims about its effects," Cuttler said. "Our study is one of the first to provide evidence supporting some of these claims, helping to inform both consumers and the scientific community."

For the study, Cuttler's team at WSU and colleagues at the University of California, Los Angeles, conducted a double-blind, placebo-controlled, experimental trial with 34 healthy cannabis users. The participants completed two sessions over Zoom during which they provided baseline ratings of their anxiety, stress and mood.

They then ingested either 20 mg of hemp-derived CBG or a placebo tincture mailed to them ahead of time. The participants then rerated their mood, stress, anxiety and other variables such as feelings of intoxication and whether they liked how the drug made them feel at three different time points post-ingestion. Additionally, they reported on potential side effects like dry eyes and mouth, increased appetite, heart palpitations and sleepiness.

The sessions were repeated a week later with the participants taking the alternate product prior to completing the same assessments. The design ensured that neither the participants nor the research assistants knew which product was administered.




One of the most surprising outcomes was CBG's effect on memory. Contrary to expectations based on THC's known effects on memory, CBG significantly enhanced the ability to recall lists of words. Participants were able to recall more words after taking 20 mg of CBG than after taking a placebo.

"We triple-checked to ensure accuracy, and the enhancement was statistically significant," Cuttler said.

Furthermore, the study found that CBG did not produce cognitive or motor impairments, or other adverse effects commonly associated with THC, the psychoactive ingredient in cannabis. Participants in the experimental group reported low intoxication ratings and minimal changes in symptoms like dry mouth, sleepiness and appetite. Contrary to previous self-report surveys where users touted CBG's antidepressant effects, the participants in the current study did not report significant mood enhancement after taking CBG.

While the research is promising, Cuttler cautions the results should be interpreted carefully due to the study's limitations. The use of experienced cannabis users, the modest dose of CBG and the timing of assessments might have influenced the findings. Additionally, the study's remote nature, conducted via Zoom, and lack of physiological measurements further constrain the conclusions.

"We need to avoid claims that CBG is a miracle drug. It's new and exciting, but replication and further research are crucial," Cuttler said. "Ongoing and future studies will help build a comprehensive understanding of CBG's benefits and safety, potentially offering a new avenue for reducing feelings of anxiety and stress without the intoxicating effects of THC."

Moving forward, Cuttler and her team are designing a new clinical trial to replicate their findings and include physiological measures such as heart rate, blood pressure and cortisol levels. They also plan to extend the research to non-cannabis users. Additionally, Cuttler is planning a study on CBG's effects on menopause symptoms in women.
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Barriers designed to prevent saltwater intrusion may worsen inland flooding | ScienceDaily
As Earth continues to warm, sea levels have risen at an accelerating rate -- from 1.4 millimeters a year to 3.6 millimeters a year between 2000 and 2015. Flooding will inevitably worsen, particularly in low-lying coastal regions, where more than a billion people are estimated to live. Solutions are needed to protect homes, property and groundwater from flooding and the intrusion of saltwater.


						
Seawalls and similar infrastructure are obvious options to protect against flooding. In fact, cities such as New York and San Franciso have already thrashed out potential plans with the Army Corps of Engineers that will heavily rely on seawalls. But these plans come with a hefty price tag, estimated at tens of billions of dollars.

Further complicating planning, a new paper has found that seawalls and other shoreline barriers, which extend below the surface, might actually lead to more groundwater flooding, result in less protection against saltwater intrusion into groundwater, and end up with a lot of water to deal with inside of the area that seawalls were supposed to protect.

The paper, "Shoreline barriers may amplify coast groundwater hazards with sea-level rise," was published in Scientific Reports, which is part of the Nature portfolio. The paper was written by Xin Su, a research assistant professor at the University of Memphis; Kevin Befus, an assistant professor at the U of A; and Michelle Hummel, an assistant professor at the University of Texas at Arlington. Su was previously a post-doctoral researcher working with Befus in the U of A's Geosciences Department before assuming her current position.

The paper provides an overview of how sea-level rise causes salty groundwater to move inland and replace the fresh groundwater that was there, a process known as saltwater intrusion. At the same time, the fresh and salty groundwater both rise toward the ground surface because of the higher sea level. This can cause flooding from below, also known as groundwater emergence.

Walls can be built underground to reduce saltwater intrusion, but this can lead to groundwater getting stuck behind the walls, which act like an underground dam. This can cause even more groundwater to move up to the ground surface, which can in turn infiltrate sewer systems and water mains.

"These barriers can backfire if they don't take into account the potential for inland flooding caused by rising groundwater levels," Su explained. "Excessive groundwater could potentially reduce sewer capacity, increase the risk of corrosion and contaminate the drinking water supply by weakening the pipes."

The researchers noted that studies prior to this one did not include the groundwater flooding effects, which led those studies to anticipate more benefits from underground walls than this latest paper now suggests.




"The standard plan for protecting against flooding is to build seawalls," Befus added. "Our simulations show that just building seawalls will lead to water seeping in under the wall from the ocean as well as filling up from the landward side. Ultimately, this means if we want to build seawalls, we need to be ready to pump a lot of water for as long as we want to keep that area dry -- this is what the Dutch have had to do for centuries with first windmills and now large pumps."

Su concluded: "We found that building these protection barriers without accounting for potential inland flooding risks from groundwater can eventually worsen the very issues they aim to solve."

She added that "these risks highlight the need for careful planning when building barriers, especially in densely populated coastal communities. By addressing these potential issues, coastal communities can be better protected from rising sea levels."

When building flood-related or underground walls, there appears to be no perfect solution that prevents saltwater intrusion or groundwater flooding. As such, the researchers recommend that any underground barriers have additional plans to deal with the extra water that would pond up inland of the barrier, such as using pumps or French drains, which utilize perforated pipes embedded in gravel or loose rock that direct water away from foundations.

City planners in New York, San Francisco and coastal cities globally would do well to take heed of this as they develop plans to combat rising sea levels.
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The rotation of a nearby star stuns astronomers | ScienceDaily
Astronomers from the University of Helsinki have found that the rotational profile of a nearby star, V889 Herculis, differs considerably from that of the Sun. The observation provides insights into the fundamental stellar strophysics and helps understanding the activity of the Sun, its spot structures and eruptions.


						
The Sun rotates the fastest at the equator, whereas the rotation rate slows down at higher latitudes and is the slowest as the polar regions. But a nearby Sun-like star V889 Herculis, some 115 light years away in the constellation of Hercules, rotates the fastest at a latitude of about 40 degrees, while both the equator and polar regions rotate more slowly.

Similar rotational profile has not been observed for any other star. The result is stunning because stellar rotation has been considered a well-understood fundamental physical parameter but such a rotational profile has not been predicted even in computer simulations.

"We applied a newly developed statistical technique to the data of a familiar star that has been studied in the University of Helsinki for years. We did not expect to see such anomalies in stellar rotation. The anomalies in the rotational profile of V889 Herculis indicate that our understanding of stellar dynamics and magnetic dynamos are insufficient, "explains researcher Mikko Tuomi who coordinated the research

Dynamics of a ball of plasma

The target star V889 Herculis is much like a young Sun, telling a story about the history and evolution of the Sun. Tuomi emphasises that it is crucial to understand stellar astrophysics in order to, for instance, predict activity-induced phenomena on the Solar surface, such as spots and eruptions.

Stars are spherical structures where matter is in the state of plasma, consisting of charged particles. They are dynamical objects that hang in a balance between the pressure generated in nuclear reactions in their cores and their own gravity. They have no solid surfaces unlike many planets.




The stellar rotation is not constant for all latitudes -- an effect known as differential rotation. It is caused by the fact that hot plasma rises to the star's surface via a phenomenon called convection, which in turn has an effect on the local rotation rate. This is because angular momentum must be conserved and the convection occurs perpendicular to the rotational axis near equator whereas it is parallel to the axis near the poles.

However, many factors such as stellar mass, age, chemical composition, rotation period, and magnetic field have effects on the rotation and give rise to variations in the differential rotation profiles.

A statistical method for determining rotational profile

Thomas Hackman, docent of astronomy, who participated in the research, explains that the Sun has been the only star for which studying the rotational profile has been possible.

"Stellar differential rotation is a very crucial factor that has an effect on the magnetic activity of stars. The method we have developed opens a new window into the inner workings of other stars.

"The astronomers at the Department of Particle Physics and Astrophysics of the Helsinki University have determined the rotational profile of two nearby young stars by applying a new statistical modelling to long-baseline brightness observations. They modelled the periodic variations in the observations by accounting for the differences in the apparent spot movement at different latitudes. The spot movement then enabled estimating the rotational profile of the stars.




"The second one of the targets stars, LQ Hydrae in the constellation of Hydra, was found to be rotating much like a rigid body -- the rotation appeared unchanged from the equator to the poles, which indicates that the differences are very small."

Observations from the Fairborne Observatory

The researchers base their results on the observations of the target stars from the Fairborn observatory. The brightnesses of the stars have been monitored with robotic telescopes for around 30 years, which provides insights into the behaviour of the stars over a long period of time.

Tuomi appreciates the work of senior astronomer Gregory Henry, of Tennessee University, United States, who leads the Fairborne observational campaign.

"For many years, Greg's project has been extremely valuable in understanding the behaviour of nearby stars. Whether the motivation is to study the rotation and properties of young, active stars or to understand the nature of stars with planets, the observations from Fairborn Observatory have been absolutely crucial. It is amazing that even in the era of great space-based observatories we can obtain fundamental information on the stellar astrophysics with small 40cm ground-based telescopes.

The target stars V889 Herculis and LQ Hydrae are both roughly 50 million yeara old stars that in many respects resemble the young Sun. They both rotate very rapidly, with rotation periods of only about one and half days. For this reason, the long-baseline brightness observations contain many rotational cycles. The stars were selected as targets because they have been observed for decades and because they have both been studied actively at the University of Helsinki.
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Recent volcanic 'fires' in Iceland triggered by storage and melting in crust | ScienceDaily
Scientists from UC San Diego's Scripps Institution of Oceanography have detected geochemical signatures of magma pooling and melting beneath the subsurface during the "Fagradalsfjall Fires," that began on Iceland's Reykjanes peninsula in 2021.


						
Continuous sampling of the erupted lavas from the Fagradalsfjall volcano enabled a detailed time-series analysis of geochemical signals. These show that the start of the eruption began with massive pooling of magma, contrasting initial hypothesis for magma ascent straight from the mantle.

Scripps Oceanography geologist James Day and his colleagues report on the analyses July 31 in the journal Nature.

"By collecting lavas in regular intervals, and then measuring their compositions in the laboratory, we can tell what's feeding the volcano at depth," said study lead Day. "It's a bit like taking regular measurements of someone's blood. In this case, the volcano's 'blood' are the molten lavas that emanate so spectacularly from it."

Day, students at Scripps Oceanography, and international colleagues have been studying basaltic lavas from other recent volcanic eruptions in addition to Iceland. These include the 2021 eruption of the Tajogaite volcano on the island of La Palma in the Canary Islands and the 2022 eruption of Mauna Loa in Hawai'i. They have found evidence for similar magma pooling beneath La Palma.

"What makes the Iceland eruption so remarkable is the huge signal of crust within the earliest lavas," said Day. "Along with our studies from La Palma, it suggests crustal magma storage may be a common process involved in the run up to larger basaltic eruptions like those in Iceland or the Canary Islands. This information will be important for understanding volcanic hazard in the future," he added, "as it may help to forecast volcanic activity."

Previous studies had suggested that the Fagradalsfjall Fires erupted from the surface without interaction with the crust. Day's team, including UC San Diego undergraduate student Savannah Kelly, used the isotopic composition of the element osmium to understand what was happening beneath the volcano.




"What's useful about using osmium," said Day, "is that one of its isotopes is produced by the radiogenic decay of another metal, rhenium. Because the elements behave differently during melting, one of the elements, rhenium, is enriched in Earth's crust." Day and colleagues took advantage of the distinct behaviors of rhenium and osmium to show that the early lavas from the Fagradalsfjall Fires were contaminated by crust.

Earth can be broken up into a series of layers. The deepest portion is the metallic core. The shallowest layers are the atmosphere, ocean, and the rocky crust. All human beings live on the crust, which is dominated by rock types such as granite or basalt like that found in Iceland's lavas. In between the core and crust is the vast mantle of the Earth. This mantle layer is where melting occurs to produce the magmas feeding volcanoes like those in Iceland.

Previous works published on the recent volcanic eruptions on the Reykjanes Ridge had used other geochemical fingerprints to study the lavas. These fingerprints suggested only mantle contributions to the lavas. Osmium isotopes are highly sensitive to crust and enabled the unambiguous identification of its addition into the early lavas.

"The work began as undergraduate research experience for Savannah (Kelly) and we fully expected to see mantle signatures in the lavas throughout the eruption," said Day. "You can imagine our astonishment when we were sitting in front of the mass spectrometer measuring the early samples and saw obvious signals of crust within them."

The team analyzed lavas erupting from the Fagradalsfjall volcano in 2021 and in 2022. The 2021 lavas were contaminated by crust, the 2022 lavas were not. They conclude that the earliest lavas pooled in the crust and interaction with the crust may have helped trigger the eruption.

"After that, it appears that the magma of later eruptions used pre-existing pathways to get to the surface," Day said.

Day and colleagues plan to continue their work on Iceland and other basaltic eruptions into the future. Previous eruptions on the Reykjanes peninsula have lasted for centuries.

"It seems that the volcanic 'fires' in Iceland will outlast me," Day said. "The eruptions that are likely to continue there will provide a treasure trove of important scientific information on how volcanoes work and their associated hazards. Our study shows that the beginning of the eruption was not just visually spectacular, but was also geochemically so."

Besides Day and Kelly, Geoffrey Cook of Scripps Oceanography, William Moreland and Thor Thordarsson from the University of Iceland, and Valentin Troll from Uppsala University in Sweden were involved in the research. The National Science Foundation (NSF) Petrology and Geochemistry program partly funded the research.
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Scientists discover entirely new wood type that could be highly efficient at carbon storage | ScienceDaily
Researchers undertaking an evolutionary survey of the microscopic structure of wood from some of the world's most iconic trees and shrubs have discovered an entirely new type of wood. 


						
This discovery may open new opportunities to improve carbon sequestration in plantation forests by planting a fast-growing tree more commonly seen in ornamental gardens.

The study found that Tulip Trees, which are related to magnolias and can grow well over 100 feet tall, have a unique type of wood that does not fit into either category of hardwood or softwood.

Scientists from Jagiellonian University and the University of Cambridge used a low temperature scanning electron microscope (cryo-SEM) to image the nanoscale architecture of secondary cell walls (wood) in their native hydrated state.

The researchers found the two surviving species of the ancient Liriodendron genus, commonly known as the Tulip Tree (Liriodendron tulipifera) and Chinese Tulip Tree (Liriodendron chinense) have much larger macrofibrils then their hardwood relatives (macrofibrils are long fibres aligned in layers in the secondary cell wall).

Lead author of the research published in New Phytologist, Dr Jan Lyczakowski from Jagiellonian University, said: "We show Liriodendrons have an intermediate macrofibril structure that is significantly different from the structure of either softwood or hardwood. Liriodendrons diverged from Magnolia Trees around 30-50 million years ago, which coincided with a rapid reduction in atmospheric CO2. This might help explain why Tulip Trees are highly effective at carbon storage."

The team suspect it is the larger macrofibrils in this "midwood" or "accumulator-wood" that is behind the Tulip Trees' rapid growth.




Lyczakowski added: "Both Tulip Tree species are known to be exceptionally efficient at locking in carbon, and their enlarged macrofibril structure could be an adaptation to help them more readily capture and store larger quantities of carbon when the availability of atmospheric carbon was being reduced. Tulip Trees may end up being useful for carbon capture plantations. Some east Asian countries are already using Liriodendron plantations to efficiently lock in carbon, and we now think this might be related to its novel wood structure." 

Liriodendron tulipifera are native to northern America and Liriodendron chinense is a native species of central and southern China and Vietnam.

The discovery was part of a survey of 33 tree species from the Cambridge University Botanic Garden's Living Collections exploring how wood ultrastructure evolved across softwoods (gymnosperms such as pines and conifers) and hardwoods (angiosperms including oak, ash, birch, and eucalypts). 

Lyczakowski said: "Despite its importance, we know little about how the structure of wood evolves and adapts to the external environment. We made some key new discoveries in this survey -- an entirely novel form of wood ultrastructure never observed before and a family of gymnosperms with angiosperm-like hardwood instead of the typical gymnosperm softwood. 

"The main building blocks of wood are the secondary cell walls, and it is the architecture of these cell walls that give wood its density and strength that we rely on for construction. Secondary cell walls are also the largest repository of carbon in the biosphere, which makes it even more important to understand their diversity to further our carbon capture programmes to help mitigate climate change."

Wood ultrastructure

Wood ultrastructure refers to the detailed microscopic architecture of wood, encompassing the arrangement and organisation of its material components. This survey of wood using a cryo-scanning electron microscope focused on:
    	The Secondary Cell Wall: This is composed of mainly cellulose plus other complex sugars and is impregnated with lignin to make the whole structure rigid. These components make up the macrofibril, forming long aligned fibres that are arranged in distinct layers within the secondary cell wall.

    	The Macrofibril: This is currently the smallest structure we can measure using the cryoSEM and is in the order of 10 -- 40 nanometres thick. It is composed of cellulose microfibrils (3-4 nanometres) plus other components.




Studying the wood ultrastructure is crucial for various applications, including wood processing, material science, and understanding the ecological and evolutionary aspects of trees. Understanding the biology behind tree growth and wood deposition is also valuable information when calculating carbon capture.

The Living Collections of the Cambridge University Botanic Garden

The wood samples were collected from trees in the Cambridge University Botanic Garden in coordination with the Garden's Collections Coordinator Margeaux Apple. Fresh samples of wood deposited in the previous spring growing season were collected from a selection of trees to reflect the evolutionary history of gymnosperm and angiosperm populations as they diverged and evolved. 

Microscopy Core Facility Manager at the Sainsbury Laboratory Cambridge University, Dr Raymond Wightman, said: "We analysed some of the world's most iconic trees like the giant sequoia, Wollemi pine and so-called "living fossils" such as Amborella trichopoda, which is the sole surviving species of a family of plants that was the earliest still existing group to evolve separately from all other flowering plants.

"Our survey data has given us new insights into the evolutionary relationships between wood nanostructure and the cell wall composition, which differs across the lineages of angiosperm and gymnosperm plants. Angiosperm cell walls possess characteristic narrower elementary units, called macrofibrils, compared to gymnosperms and this small macrofibril emerged after divergence from the Amborella trichopodaancestor." 

Lyczakowski and Wightman also analysed the cell wall macrofibrils of two gymnosperm plants in the Gnetophytes family -- Gnetum gnemon and Gnetum edule -- and confirmed both have a secondary cell wall ultrastructure synonymous with the hardwood cell wall structures of angiosperms.

This is an example of convergent evolution where the Gnetophytes have independently evolved a hardwood-type structure normally only seen in angiosperms.

The survey was undertaken while the UK was sweltering under the UK's 4th hottest ever recorded summer in 2022. 

"We think this could be the largest survey, using a cryo-electron microscope, of woody plants ever done," Wightman said. "It was only possible to do such a large survey of fresh hydrated wood because the Sainsbury Lab is located within the grounds of the Cambridge University Botanic Garden. We collected all the samples during the summer of 2022 -- collecting in the early morning, freezing the samples in ultra-cold slush nitrogen and then imaging the samples through to midnight. 

"This research illustrates the continued value and impact that botanic gardens have in contributing to modern day research. This study would not be possible without having such a diverse selection of plants represented through evolutionary time, all growing together in the same place in the Cambridge University Botanic Garden's Collections." 
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Super-black wood can improve telescopes, optical devices and consumer goods | ScienceDaily
Thanks to an accidental discovery, researchers at the University of British Columbia have created a new super-black material that absorbs almost all light, opening potential applications in fine jewelry, solar cells and precision optical devices.


						
Professor Philip Evans and PhD student Kenny Cheng were experimenting with high-energy plasma to make wood more water-repellent. However, when they applied the technique to the cut ends of wood cells, the surfaces turned extremely black.

Measurements by Texas A&M University's department of physics and astronomy confirmed that the material reflected less than one per cent of visible light, absorbing almost all the light that struck it.

Instead of discarding this accidental finding, the team decided to shift their focus to designing super-black materials, contributing a new approach to the search for the darkest materials on Earth.

"Ultra-black or super-black material can absorb more than 99 per cent of the light that strikes it -- significantly more so than normal black paint, which absorbs about 97.5 per cent of light," explained Dr. Evans, a professor in the faculty of forestry and BC Leadership Chair in Advanced Forest Products Manufacturing Technology.

Super-black materials are increasingly sought after in astronomy, where ultra-black coatings on devices help reduce stray light and improve image clarity. Super-black coatings can enhance the efficiency of solar cells. They are also used in making art pieces and luxury consumer items like watches.

The researchers have developed prototype commercial products using their super-black wood, initially focusing on watches and jewelry, with plans to explore other commercial applications in the future.




Wonder wood

The team named and trademarked their discovery Nxylon (niks-uh-lon), after Nyx, the Greek goddess of the night, and xylon, the Greek word for wood.

Most surprisingly, Nxylon remains black even when coated with an alloy, such as the gold coating applied to the wood to make it electrically conductive enough to be viewed and studied using an electron microscope. This is because Nxylon's structure inherently prevents light from escaping rather than depending on black pigments.

The UBC team have demonstrated that Nxylon can replace expensive and rare black woods like ebony and rosewood for watch faces, and it can be used in jewelry to replace the black gemstone onyx.

"Nxylon's composition combines the benefits of natural materials with unique structural features, making it lightweight, stiff and easy to cut into intricate shapes," said Dr. Evans.

Made from basswood, a tree widely found in North America and valued for hand carving, boxes, shutters and musical instruments, Nxylon can also use other types of wood such as European lime wood.




Breathing new life into forestry

Dr. Evans and his colleagues plan to launch a startup, Nxylon Corporation of Canada, to scale up applications of Nxylon in collaboration with jewellers, artists and tech product designers. They also plan to develop a commercial-scale plasma reactor to produce larger super-black wood samples suitable for non-reflective ceiling and wall tiles.

"Nxylon can be made from sustainable and renewable materials widely found in North America and Europe, leading to new applications for wood. The wood industry in B.C. is often seen as a sunset industry focused on commodity products -- our research demonstrates its great untapped potential," said Dr. Evans.

Other researchers who contributed to this work include Vickie Ma, Dengcheng Feng and Sara Xu (all from UBC's faculty of forestry); Luke Schmidt (Texas A&M); and Mick Turner (The Australian National University).
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Common blood tests could improve cancer diagnosis for people with stomach pain or bloating | ScienceDaily
The results of routine blood tests could be used to speed up cancer diagnosis among people with stomach pain or bloating, suggests a new study led by UCL researchers.


						
Most people who report these symptoms to their GP are referred for blood tests. However, it is not known how well these blood tests, used to explore a range of possible causes of ill health, can predict cancer risk.

The new study, published in PLOS Medicine, looked at data from more than 400,000 people aged 30 or older in the UK who had visited a GP due to stomach pain and more than 50,000 who had visited their GP due to bloating. Two thirds of this group had blood tests following their appointment.

The researchers found that, in 19 commonly used blood tests, abnormal results were linked to a higher risk of being diagnosed with cancer within a year. They estimated that, if these abnormal results were taken into account, there would have been a 16% increase in the number of people with undiagnosed cancer who were given an urgent referral, compared to assessment based on symptoms, age and sex alone.

This translates as an extra six people with undiagnosed cancer being urgently referred out of 1,000 people who had visited the GP with stomach pain or bloating, on top of 40 people with cancer being urgently referred already, without using blood test results.*

Lead author Dr Meena Rafiq, of the UCL Department of Behavioural Science & Health, said: "Our study suggests we can improve cancer detection with blood tests that are already available and that are routinely given to patients with non-specific symptoms whose cause is unclear. This could be an efficient, affordable way to improve early cancer diagnosis and in some cases increase the likelihood of successful treatment.

"Given that in practice it may be challenging for GPs to interpret a range of blood test data, our study points to the need for an automated tool that could assess cancer risk based on multiple variables."

The study used anonymised patient data from the Clinical Practice Research Datalink (CPRD), collected from a network of GP practices across the UK between 2007 and 2016.




The researchers found that one in 50 (2.2%) people who went to the GP reporting stomach pain were diagnosed with cancer over the next 12 months. Precisely the same proportion (2.2%) of people reporting bloating were also diagnosed with cancer within a year.

In the UK, guidelines from the National Institute for Health and Care Excellence (NICE) say that people should be given an urgent cancer referral (i.e. referred to a specialist or for tests) if their risk of cancer is higher than 3%.

In the new study, the researchers found that people aged 60 or over who had gone to the GP with either stomach pain or bloating had a high enough risk to warrant an urgent cancer referral (that is, their risk was higher than 3%) regardless of blood test results. Currently, over-60s with stomach pain or bloating are only given a cancer referral in the UK if they have an additional potential cancer signal such as weight loss.

Risk of cancer was estimated to be 3.1% for men in their 60s reporting stomach pain, rising to 8.6% for men in their 80s with this symptom. For women in these age groups, the risk was 3.1%, rising to 6.1%.

The researchers cautioned that the incidence of cancer was likely to be higher in the study sample than among a broader group of people experiencing stomach pain or bloating who would not necessarily go to their GP or have blood tests.

In the UK study sample, the researchers found that, among people aged 30 to 59 years with abdominal pain or bloating, anaemia, low albumin, raised platelets, abnormal ferritin, and increased inflammatory markers strongly predicted a risk of undiagnosed cancer.




For example, in women aged 50 to 59 with abdominal bloating, pre-blood test cancer risk of 1.6% increased to 10% with raised ferritin, to 9% with low albumin, to 8% with raised platelets, to 6% with raised inflammatory markers and to 4% with anaemia.

Currently, only raised platelets and anaemia are included in guidelines for cancer referral. The guidelines, the researchers noted, focused on the presence of 'alarm' symptoms and risk of cancer of a single organ, with limited guidance existing for vague symptoms that could be a sign of cancer in a number of different organs.

Dr Rafiq added: "Half of all people with as-yet-undetected cancer will first go to the doctor with vague symptoms that can be challenging to diagnose. Many of these patients are investigated in primary care with commonly used blood tests that could help to identify which patients are most likely to have underlying cancer and should be prioritised for referral.

"This research shows these common tests can substantially enhance assessment of cancer risk."

The study also showed which types of cancer were most common for people with these symptoms and how this varied depending on age and sex. Overall, bowel cancer was most common, followed by prostate and pancreatic cancer in men, while in women bowel cancer was followed by breast and ovarian cancer.

The researchers said the findings on the predictive value of blood tests for cancer could not be extrapolated to other health systems with higher or lower rates of blood test use.

The study was funded by the International Alliance for Cancer Early Detection (ACED), a partnership between UCL, Cancer Research UK (CRUK), Canary Center at Stanford University, the University of Cambridge, OHSU Knight Cancer Institute, and the University of Manchester. Additional funding came from CRUK and the National Institute of Health Research (NIHR).

* If any patient had one or more than one blood test that increased their risk to above 3% (and they would not have been referred based on their age, sex and symptom alone) they were included as an extra urgent referral.
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What no one has seen before -- simulation of gravitational waves from failing warp drive | ScienceDaily
Physicists have been exploring the theoretical possibility of spaceships driven by compressing the four-dimensional spacetime for decades. Although this so-called "warp drive" originates from the realm of science fiction, it is based on concrete descriptions in general relativity. A new study published in the Open Journal of Astrophysics takes things a step further -- simulating the gravitational waves such a drive might emit if it broke down. Astrophysicist Prof Dr Tim Dietrich from the University of Potsdam is Co-author.


						
Warp drives are staples of science fiction, and in principle could propel spaceships faster than the speed of light. Unfortunately, there are many problems with constructing them in practice, such as the requirement for an exotic type of matter with negative energy. Other issues with the warp drive metric include the difficulties for those in the ship in actually controlling and deactivating the bubble.

This new research is the result of a collaboration between specialists in gravitational physics at Queen Mary University of London, the University of Potsdam, the Max Planck Institute (MPI) for Gravitational Physics in Potsdam and Cardiff University. Whilst it doesn't claim to have cracked the warp drive code, it explores the theoretical consequences of a warp drive "containment failure" using numerical simulations. Dr Katy Clough of Queen Mary University of London, the first author of the study explains: "Even though warp drives are purely theoretical, they have a well-defined description in Einstein's theory of General Relativity, and so numerical simulations allow us to explore the impact they might have on spacetime in the form of gravitational waves."

The results are fascinating. The collapsing warp drive generates a distinct burst of gravitational waves, a ripple in spacetime that could be detectable by gravitational wave detectors that normally target black hole and neutron star mergers. Unlike the chirps from merging astrophysical objects, this signal would be a short, high-frequency burst, and so current detectors wouldn't pick it up. However, future higher-frequency instruments might, and although no such instruments have yet been funded, the technology to build them exists. This raises the possibility of using these signals to search for evidence of warp drive technology, even if we can't build one ourselves.

Prof Tim Dietrich from the University of Potsdam comments: "For me, the most important aspect of the study is the novelty of accurately modelling the dynamics of negative energy spacetimes, and the possibility of extending the techniques to physical situations that can help us better understand the evolution and origin of our universe, or the processes at the centre of black holes."

Warp speed may be a long way off, but this research already pushes the boundaries of our understanding of exotic spacetimes and gravitational waves. The researchers plan to investigate how the signal changes with different warp drive models.
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What shapes a virus's pandemic potential? SARS-CoV-2 relatives yield clues | ScienceDaily
Two of the closest known relatives to SARS-CoV-2 -- a pair of bat coronaviruses discovered by researchers in Laos -- may transmit poorly in people despite being genetically similar to the COVID-19-causing virus, a new Yale study reveals.


						
The findings -- published July 29 in the journal Nature Microbiology -- provide clues as to why some viruses have greater "pandemic potential" than others and how researchers might go about identifying those that do before they become widespread.

For a virus to cause a pandemic it needs to be able to transmit between people, enter human cells, evade the body's defense systems, and cause disease. SARS-CoV-2, the virus that precipitated the COVID-19 pandemic, has been able to do all of this. But it's not yet clear why it is so efficient.

"We don't know what makes a virus have pandemic potential," said Mario Pena-Hernandez, a Yale Ph.D. student in the labs of Akiko Iwasaki and Craig Wilen and lead author of the study. "These bat strains are 97% identical to SARS-CoV-2 genetically and we thought that, because they are the virus's closest known relatives, their phenotypic behavior -- or the way they infect and cause disease -- would be similar to SARS-CoV-2. But we found that wasn't true."

While the bat coronaviruses were able to efficiently enter some human cells and evade defense systems (often better than SARS-CoV-2 does), they did not transmit, or spread, well between hamsters and caused more mild disease in mice.

"The findings show us that we cannot tell from genomes alone what virus strains have the capacity to create a pandemic," said Pena-Hernandez.

Other authors included Iwasaki, Sterling Professor of Immunobiology at Yale School of Medicine (YSM) and professor of epidemiology (microbial diseases) at Yale School of Public Health, and Wilen, an associate professor of laboratory medicine and of immunobiology at YSM.




For the study, the researchers used copies of the two bat coronaviruses and tested how well they were able to infect lab-cultured human respiratory tract cells and rodents. The work was done under the university's highest standard of biosafety. (Specifically, it was conducted under what is characterized as biosafety level 3+, requirements for which include restricted lab access, specialized personal protective equipment and respirators, and for experiments to be performed in biocontainment cabinets in a negative pressure facility).

The researchers found that while the two bat coronaviruses were effective at infecting cells isolated from the human bronchus -- the airway that connects the trachea to the lung -- they did not replicate well in cells from the nose.

"This is important to know, as most virus transmissions likely happen in the nose," said Iwasaki, a senior author of the study. "That these viruses don't replicate in the nose as well as SARS-CoV-2 could be an important indicator of why they failed to transmit in the animal models." The body has two types of immune protection: innate immunity -- a broad, general, first line of defense -- and adaptive immunity, which develops over time and can protect against more specific pathogens that individuals have already been exposed to. Innate immunity is particularly important against novel viruses to which people may have no adaptive immunity. In the study, the researchers found that the two bat coronaviruses were able to evade certain innate immunity molecules that fight infections.

"So the viruses can infect airway cells and dodge the body's defenses, yet they still failed to transmit between animals," said Wilen, a senior author of the study. "SARS-CoV-2 could evade innate immunity and transmit, so this suggested to us that these bat coronaviruses lack something that SARS-CoV-2 has."

One thing missing from these viruses is a molecular bit known as a "furin cleavage site." In SARS-CoV-2 and some other viruses, the spike protein of the virus can be cut by an enzyme called furin in order for the virus to efficiently enter human cells. Previous studies have found that mutated versions of SARS-CoV-2 lacking this site are less easily transmitted and cause less severe disease. In the new study, the researchers also found SARS-CoV-2 without this cleavage site didn't replicate as well in nasal cells, much like the two bat coronaviruses. In hamsters, viruses that lacked furin cleavage sites were quickly outcompeted by those that had them.

Whether a virus has this cleavage site could be one feature to look out for in the search to identify viral threats, said the researchers. However, it is likely that other viral features from this family of viruses also confer transmission or disease-causing potential. This, they said, highlights the importance of studying these viruses in the laboratory to identify these features. For example, how well a virus replicates in nasal cells could also serve as a proxy for assessing its transmission capacity.

Overall, the findings indicate that these two bat coronaviruses pose a more modest threat to humans, although it is possible that small genetic changes in these or similar viruses may evolve and significantly enhance pandemic risk. However, even in the event that the viruses did cross over to humans, the researchers found that adaptive immunity against SARS-CoV-2 was protective; blood sera samples taken from individuals who were vaccinated against or previously infected by SARS-CoV-2 neutralized the viruses.

"But understanding whether viruses have the potential to transmit between humans is important," said Iwasaki, who is also a professor of dermatology at YSM, a professor of molecular, cellular, and developmental biology in Yale's Faculty of Arts and Sciences, and an investigator of the Howard Hughes Medical Institute.

"Because if we do one day find a virus that is transmissible and distinct enough from SARS-CoV-2 that we don't have immunity against it, then we could create vaccines and other strategies to combat it. We could have a head start."
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Breaking MAD: Generative AI could break the internet, researchers find | ScienceDaily
Generative artificial intelligence (AI) models like OpenAI's GPT-4o or Stability AI's Stable Diffusion are surprisingly capable at creating new text, code, images and videos. Training them, however, requires such vast amounts of data that developers are already running up against supply limitations and may soon exhaust training resources altogether.


						
Against this backdrop of data scarcity, using synthetic data to train future generations of the AI models may seem like an alluring option to big tech for a number of reasons, including: AI-synthesized data is cheaper than real-world data and virtually limitless in terms of supply; it poses fewer privacy risks (as in the case of medical data); and in some cases, synthetic data may even improve AI performance.

However, recent work by the Digital Signal Processing group at Rice University has found that a diet of synthetic data can have significant negative impacts on generative AI models' future iterations.

"The problems arise when this synthetic data training is, inevitably, repeated, forming a kind of a feedback loop -- what we call an autophagous or 'self-consuming' loop," said Richard Baraniuk, Rice's C. Sidney Burrus Professor of Electrical and Computer Engineering. "Our group has worked extensively on such feedback loops, and the bad news is that even after a few generations of such training, the new models can become irreparably corrupted. This has been termed 'model collapse' by some -- most recently by colleagues in the field in the context of large language models (LLMs). We, however, find the term 'Model Autophagy Disorder' (MAD) more apt, by analogy to mad cow disease."

Mad cow disease is a fatal neurodegenerative illness that affects cows and has a human equivalent caused by consuming infected meat. A major outbreak in the 1980-90s brought attention to the fact that mad cow disease proliferated as a result of the practice of feeding cows the processed leftovers of their slaughtered peers -- hence the term "autophagy," from the Greek auto-, which means "self,"' and phagy -- "to eat."

"We captured our findings on MADness in a paper presented in May at the International Conference on Learning Representations (ICLR)," Baraniuk said.

The study, titled "Self-Consuming Generative Models Go MAD," is the first peer-reviewed work on AI autophagy and focuses on generative image models like the popular DALL*E 3, Midjourney and Stable Diffusion.




"We chose to work on visual AI models to better highlight the drawbacks of autophagous training, but the same mad cow corruption issues occur with LLMs, as other groups have pointed out," Baraniuk said.

The internet is usually the source of generative AI models' training datasets, so as synthetic data proliferates online, self-consuming loops are likely to emerge with each new generation of a model. To get insight into different scenarios of how this might play out, Baraniuk and his team studied three variations of self-consuming training loops designed to provide a realistic representation of how real and synthetic data are combined into training datasets for generative models:
    	fully synthetic loop -- Successive generations of a generative model were fed a fully synthetic data diet sampled from prior generations' output.
    	synthetic augmentation loop -- The training dataset for each generation of the model included a combination of synthetic data sampled from prior generations and a fixed set of real training data.
    	fresh data loop -- Each generation of the model is trained on a mix of synthetic data from prior generations and a fresh set of real training data.

Progressive iterations of the loops revealed that, over time and in the absence of sufficient fresh real data, the models would generate increasingly warped outputs lacking either quality, diversity or both. In other words, the more fresh data, the healthier the AI.

Side-by-side comparisons of image datasets resulting from successive generations of a model paint an eerie picture of potential AI futures. Datasets consisting of human faces become increasingly streaked with gridlike scars -- what the authors call "generative artifacts" -- or look more and more like the same person. Datasets consisting of numbers morph into indecipherable scribbles.

"Our theoretical and empirical analyses have enabled us to extrapolate what might happen as generative models become ubiquitous and train future models in self-consuming loops," Baraniuk said. "Some ramifications are clear: without enough fresh real data, future generative models are doomed to MADness."

To make these simulations even more realistic, the researchers introduced a sampling bias parameter to account for "cherry picking" -- the tendency of users to favor data quality over diversity, i.e. to trade off variety in the types of images and texts in a dataset for images or texts that look or sound good.




The incentive for cherry picking is that data quality is preserved over a greater number of model iterations, but this comes at the expense of an even steeper decline in diversity.

"One doomsday scenario is that if left uncontrolled for many generations, MAD could poison the data quality and diversity of the entire internet," Baraniuk said. "Short of this, it seems inevitable that as-to-now-unseen unintended consequences will arise from AI autophagy even in the near term."

In addition to Baraniuk, study authors include Rice Ph.D. students Sina Alemohammad; Josue Casco-Rodriguez; Ahmed Imtiaz Humayun; Hossein Babaei; Rice Ph.D. alumnus Lorenzo Luzi; Rice Ph.D. alumnus and current Stanford postdoctoral student Daniel LeJeune; and Simons Postdoctoral Fellow Ali Siahkoohi.

The research was supported by the National Science Foundation, Office of Naval Research, the Air Force Office of Scientific Research and the Department of Energy.
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The corona is weirdly hot: Parker Solar Probe rules out one explanation | ScienceDaily
By diving into the sun's corona, NASA's Parker Solar Probe has ruled out S-shaped bends in the sun's magnetic field as a cause of the corona's searing temperatures, according to University of Michigan research published in The Astrophysical Journal Letters.


						
The sun's crown-like atmosphere can be 200 times hotter than the sun's surface, despite being farther away from the ultimate source of heat at the sun's core. How the corona's heat seemingly defies physics has stumped scientists for decades, yet it allows the sun's hot soup of charged particles, or plasma, to move fast enough to escape the sun's gravitational pull and engulf our solar system as the solar wind.

To solve the mystery, NASA built the Parker Solar Probe to dive into the corona and find its heat source. The spacecraft is equipped with a set of instruments designed by Justin Kasper, U-M professor of climate and space sciences and engineering, to directly measure the density, temperature and flow of the corona's plasma.

When it first approached the sun, the probe detected hundreds of S-shaped bends in the sun's magnetic field -- named switchbacks in reference to how they briefly reverse the direction of the magnetic field -- along with thousands of shallower bends. To some scientists, the switchbacks seemed like promising sources of heat to the corona and solar wind. Their severe S-shape bend stored a lot of magnetic energy, which likely released into the surrounding plasma as the switchbacks traveled through space and eventually straightened out.

"That energy has to go somewhere, and it could be contributing to heating the corona and accelerating the solar wind," said Mojtaba Akhavan-Tafti, U-M assistant research scientist of climate and space sciences and engineering and the corresponding author of the study.

But to heat the corona, switchbacks need to move through it, so learning where switchbacks form is critical for understanding their influence on the corona's temperature. After poring over the data from the Parker Solar Probe's first 14 laps around the sun, the research team discovered that while the S-shaped bends are common in the solar wind near the sun, they are absent inside the corona.

Scientists still can't agree on what causes switchbacks. Some think that the magnetic field is bent by turbulence in the solar wind beyond the corona. Others think that switchbacks start their journey at the surface of the sun, when churning magnetic field lines and loops explosively collide and combine into bent shapes.




The study's results rule out the latter hypothesis. If switchbacks were formed by colliding magnetic fields at the surface of the sun, they ought to be even more common inside the corona. However, Akhavan-Tafti thinks magnetic collisions could still play some indirect role in the origins of switchbacks -- and the heating of the corona.

"Our theory could fill the gap between the two schools of thought on S-shaped switchback generation mechanisms," Akhavan-Tafti said. "While they must be formed outside the corona, there could be a trigger mechanism inside the corona that causes switchbacks to form in the solar wind."

When magnetic fields collide at the sun's surface, they vibrate like plucked guitar strings and send waves along the magnetic fields into space. At the same time, the energy from the collisions creates very fast streams of plasma in the solar wind.

Akhavan-Tafti thinks the fast plasma distorts the magnetic waves into switchbacks in the solar wind. If some of those waves dissipate inside the solar atmosphere before becoming switchbacks, they could also play a part in heating the corona.

"The mechanisms that cause the formation of switchbacks, and the switchbacks themselves, could heat both the corona and the solar wind," he said.

There currently isn't enough data to favor triggers at the sun's surface over turbulence in the solar wind as the cause of switchbacks, however.

"Parker Solar Probe's upcoming trips into the sun, as early as December 24, 2024, will collect more data even closer to the sun. We will use the data to further test our hypothesis," Akhavan-Tafti said.

The research was funded by NASA.
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NASA data shows July 22, 2024 was Earth's hottest day on record | ScienceDaily
July 22, 2024, was the hottest day on record, according to a NASA analysis of global daily temperature data. July 21 and 23 of this year also exceeded the previous daily record, set in July 2023. These record-breaking temperatures are part of a long-term warming trend driven by human activities, primarily the emission of greenhouse gases. As part of its mission to expand our understanding of Earth, NASA collects critical long-term observations of our changing planet.


						
"In a year that has been the hottest on record to date, these past two weeks have been particularly brutal," said NASA Administrator Bill Nelson. "Through our over two dozen Earth-observing satellites and over 60 years of data, NASA is providing critical analyses of how our planet is changing and how local communities can prepare, adapt, and stay safe. We are proud to be part of the Biden-Harris Administration efforts to protect communities from extreme heat."

This preliminary finding comes from data analyses from Modern-Era Retrospective analysis for Research and Applications, Version 2 (MERRA-2) and Goddard Earth Observing System Forward Processing (GEOS-FP) systems, which combine millions of global observations from instruments on land, sea, air, and satellites using atmospheric models. GEOS-FP provides rapid, near-real time weather data, while the MERRA-2 climate reanalysis takes longer but ensures the use of best quality observations. These models are run by the Global Modeling and Assimilation Office (GMAO) at NASA's Goddard Space Flight Center in Greenbelt, Maryland.

Daily global average temperature values from MERRA-2 for the years 1980-2022 are shown in white, values for the year 2023 are shown in pink, and values from 2024 through June are shown in red. Daily global temperature values from July 1 to 23, 2024, from GEOS-FP are shown in purple. The results agree with an independent analysis from the European Union's Copernicus Earth Observation Programme. While the analyses have small differences, they show broad agreement in the change in temperature over time and hottest days.

The latest daily temperature records follow 13 months of consecutive monthly temperature records, according to scientists from NASA's Goddard Institute for Space Studies in New York. Their analysis was based on the GISTEMP record, which uses surface instrumental data alone and provides a longer-term view of changes in global temperatures at monthly and annual resolutions going back to the late 19th century.
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Winter breeding offers lifeline for monarch butterflies in Northern California | ScienceDaily
Monarch butterflies in Northern California are adapting to a changing climate by embracing an unexpected strategy: breeding in the winter. The shift could be key to the survival of the iconic insect, according to a new study published in the Journal of the Lepidopterists' Society.


						
The research, led by David James, an associate professor of entomology at Washington State University, revealed that monarch pupae that developed at an urban site in the San Francisco Bay Area during the winter of 2021/2022 had a survival rate of around 50%. This finding builds on a previous study that first documented winter breeding by monarchs in the region during the winter of 2020/2021, likely driven by climate warming.

"We are witnessing monarchs evolving and adapting to new environmental circumstances," said James. "We can learn a lot from what they are doing, and this will inform our strategies for providing the resources they need to be successful."

Over the past five years, overwintering populations of monarchs on the California coast have seen dramatic fluctuations, plummeting from 192,624 in 2017 to a historic low of just 1,899 in 2020, before rebounding to 247,246 and 335,479 butterflies in 2021 and 2022, respectively. Concurrently, there has been a substantial increase in winter-breeding monarchs that feed on non-native milkweeds in the urban Bay Area. The study by James and his team is the first to estimate the viability of monarch pupae during winter.

For the analysis, Maria Schaefer, a citizen scientist who has worked with James since 2020, monitored more than 100 wild monarch pupae at the Googleplex campus near Palo Alto during the winter of 2021/2022. Despite some losses due to landscaping activities, the study found a 49.4% success rate in pupal eclosion, which is the process of emerging as an adult butterfly. Furthermore, the researchers found that pupae can survive and produce adults for up to seven weeks in the winter compared to just 10 days during the summer.

"Given that winter is a sub-optimal environment for breeding, these results are promising," James said.

The study also explored using exuviae, the shed-skin of the pupae, to detect the presence of the parasite Ophryocystis elektroscirrha. The analysis suggested that around 70% of the winter breeding population was likely infected with the parasite, highlighting the need for further research into its impact and that of other stressors on western monarch populations under natural conditions.

The rise of winter-breeding monarchs signals a potential adaptation to warmer winters and offers an alternative to the traditional overwintering of non-breeding butterflies at sites in places like Pacific Grove, Santa Cruz and Pismo Beach. To support this new behavior, conservation practices may need adjustment, James noted. For example, the timing of pruning the monarch's major source of food in the area, non-native milkweed, currently done in early winter, could be shifted to late summer to support healthier winter-breeding populations.

"Currently, conservation guidelines dictate that ornamental milkweeds, the ones that winter-breeding monarchs primarily use, should be cut down during winter to minimize parasite infection," James said. "This is clearly bad for winter-breeding. We suggest that these guidelines should be modified to have milkweed cut back during late summer instead of late fall which should still minimize parasite infection while ensuring availability of plants for monarch winter-breeding."

Looking ahead, James and Schaefer will continue to monitor winter breeding monarch populations in the south Bay Area to gather more data. Their hope is that these monarchs will play an important role in ensuring the sustainability of the nation's western monarch population.
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Shape-shifting 'transformer bots' inspired by origami | ScienceDaily
Inspired by the paper-folding art of origami, North Carolina State University engineers have discovered a way to make a single plastic cubed structure transform into more than 1,000 configurations using only three active motors. The findings could pave the way for shape-shifting artificial systems that can take on multiple functions and even carry a load -- like versatile robotic structures used in space, for example.


						
"The question we're asking is how to achieve a number of versatile shapes with the fewest number of actuators powering the shapeshifting," said Jie Yin, associate professor of mechanical and aerospace engineering and co-corresponding author of a paper describing the work. "Here we use a hierarchical concept observed in nature -- like layered muscle fibers -- but with plastic cubes to create a transforming robot."

The NC State researchers assembled hollow, plastic cubes using a 3D printer and assembled 36 of them together with rotating hinges; some hinges were fixed with metal pins, while others were activated wirelessly with a motor.

The researchers were able to move the cubes into more than 1,000 shapes using only three active motors. Those shapes included tunnel-like structures, bridge-like structures and even multi-story architectures.

The untethered transformer bots can move forward, backward and sideways -- without feet -- merely by controlling the ways the structure's shape changes. The bots can also transform relatively quickly from flat, or fully open, to a boxlike larger cube, or fully closed. The bots also can carry a load about three times their own weight.

Next, the researchers will attempt to make the transformer bots even better.

"We want to make a more robust structure that can bear larger loads," said Yanbin Li an NC State postdoctoral researcher and co-corresponding author of the paper. "If we want a car shape, for example, how do we design the first structure that can transform into a car shape? We also want to test our structures with real-world applications like space robots."

"We think these can be used as deployable, configurable space robots and habitats," said Antonio Di Lallo, an NC State postdoctoral researcher and co-first author of the paper. "It's modular, so you can send it to space flat and assemble it as a shelter or as a habitat, and then disassemble it."




"For users, it needs to be easy to assemble and to control," Yin said.

Hao Su, associate professor of mechanical and aerospace engineering, is a co-corresponding author of the paper. Junxi Zhu, an NC State Ph.D. student, Yinding Chi, a former Ph.D. student at NC State, also co-authored the paper.

The findings appear in Nature Communications. Funding for the research was provided by the National Science Foundation under grants CMMI-2005374, CMMI-2126072 and 2231419.
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Robotics: Self-powered 'bugs' can skim across water to detect environmental data | ScienceDaily
Researchers at Binghamton University, State University of New York have developed a self-powered "bug" that can skim across the water, and they hope it will revolutionize aquatic robotics.


						
Futurists predict that more than one trillion autonomous nodes will be integrated into all human activities by 2035 as part of the "internet of things." Soon, pretty much any object -- big or small -- will feed information to a central database without the need for human involvement.

Making this idea tricky is that 71% of the Earth's surface is covered in water, and aquatic environments pose critical environmental and logistical issues. To consider these challenges, the U.S. Defense Advanced Research Projects Agency (DARPA) has started a program called the Ocean of Things.

Over the past decade, Binghamton University Professor Seokheun "Sean" Choi -- a faculty member at the Thomas J. Watson School of Engineering and Applied Science's Department of Electrical and Computer Engineering and director of the Center for Research in Advanced Sensing Technologies and Environmental Sustainability (CREATES) -- has received research funding from the Office of Naval Research to develop bacteria-powered biobatteries that have a possible 100-year shelf life. Choi, along with Anwar Elhadad, PhD '24, and PhD student Yang "Lexi" Gao, developed the self-powered bug.

The new aquatic robots use similar technology because it is more reliable under adverse conditions than solar, kinetic or thermal energy systems. A Janus interface, which is hydrophilic on one side and hydrophobic on the other, lets in nutrients from the water and keeps them inside the device to fuel bacterial spore production.

"When the environment is favorable for the bacteria, they become vegetative cells and generate power," he said, "but when the conditions are not favorable -- for example, it's really cold or the nutrients are not available -- they go back to spores. In that way, we can extend the operational life."

The Binghamton team's research showed power generation close to 1 milliwatt, which is enough to operate the robot's mechanical movement and any sensors that could track environmental data such as water temperature, pollution levels, the movements of commercial vessels and aircraft, and the behaviors of aquatic animals.

Being able to send the robots wherever they are needed is a clear upgrade from current "smart floats," which are stationary sensors anchored to one place.

The next step in refining these aquatic robots is testing which bacteria will be best for producing energy under stressful ocean conditions.

"We used very common bacterial cells, but we need to study further to know what is actually living in those areas of the ocean," Choi said. "Previously, we demonstrated that the combination of multiple bacterial cells can improve sustainability and power, so that's another idea. Maybe using machine learning, we can find the optimal combination of bacterial species to improve power density and sustainability."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240729173341.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Scientists untangle interactions between the Earth's early life forms and the environment over 500 million years | ScienceDaily
The atmosphere, the ocean and life on Earth interacted over the past 500-plus million years in ways that improved conditions for early organisms to thrive. Now, an interdisciplinary team of scientists has produced a perspective article of this co-evolutionary history published in multidisciplinary open-access journal National Science Review.


						
"One of our tasks was to summarize the most important discoveries about carbon dioxide and oxygen in the atmosphere and ocean over the past 500 million years," says Syracuse University geochemistry professor Zunli Lu, lead author on the paper. "We reviewed how those physical changes affected the evolution of life in the ocean. But it's a two-way street. The evolution of life also impacted the chemical environment. It is not a trivial task to understand how to build a habitable Earth over long time scales"

The team from Syracuse University, Oxford University and Stanford University explored the intricate feedbacks among ancient life forms, including plants and animals, and the chemical environment in the current Phanerozoic Eon, which began approximately 540 million years ago.

At the start of the Phanerozoic, carbon dioxide levels in the atmosphere were high, and oxygen levels were low. Such a condition would be difficult for many modern organisms to thrive. But ocean algae changed that. They absorbed carbon dioxide from the atmosphere, locked it into organic matter and produced oxygen through photosynthesis.

The ability of animals to live in an ocean environment was affected by oxygen levels. Lu is studying where and when ocean oxygen levels may have risen or fallen during the Phanerozoic using geochemical proxies and model simulations. Co-author Jonathan Payne, professor of Earth and planetary sciences at Stanford University, compares an ancient animal's estimated metabolic requirements to places where it survived or disappeared in the fossil record.

As photosynthetic algae removed atmospheric carbon into sedimentary rocks to lower carbon dioxide and raise oxygen levels, the algae's enzymes became less efficient in fixing carbon. Therefore, algae had to figure out more complicated ways of doing photosynthesis at lower carbon dioxide and higher oxygen levels. It accomplished this by creating internal compartments for photosynthesis with control over the chemistry.

"For algae, it is changes in the environmental ratio of O2/CO2 that seems to be key to driving improved photosynthetic efficiency," says co-author Rosalind Rickaby, who is a professor of geology at Oxford. "What is really intriguing is that these improvements in photosynthetic efficiency may have expanded the chemical envelope of habitability for many forms of life."

Ancient photosynthesizers had to adapt to changes in the physical environment that they themselves had created, notes Lu. "The first part of the history of the Phanerozoic is increasing habitability for life, and then the second part is adaptation."

If scientists want to further understand this interplay between life and the physical environment, as well as the drivers and limits on habitability, the authors suggest that mapping out the spatial patterns of ocean oxygen, biomarkers for photosynthesis and metabolic tolerance of animals shown in fossil records will be a key future research direction.
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Virus that causes COVID-19 is widespread in wildlife, scientists find | ScienceDaily
SARS-CoV-2, the virus responsible for COVID-19, is widespread among wildlife species, according to Virginia Tech research published Monday (July 29, 2024) in Nature Communications. The virus was detected in six common backyard species, and antibodies indicating prior exposure to the virus were found in five species, with rates of exposure ranging from 40 to 60 percent depending on the species.


						
Genetic tracking in wild animals confirmed both the presence of SARS-CoV-2 and the existence of unique viral mutations with lineages closely matching variants circulating in humans at the time, further supporting human-to-animal transmission, the study found.

The highest exposure to SARS CoV-2 was found in animals near hiking trails and high-traffic public areas, suggesting the virus passed from humans to wildlife, according to scientists at the Fralin Biomedical Research Institute at VTC, the Department of Biological Sciences in Virginia Tech's College of Science, and the Fralin Life Sciences Institute.

The findings highlight the identification of novel mutations in SARS-CoV-2 in wildlife and the need for broad surveillance, researchers say. These mutations could be more harmful and transmissible, creating challenges for vaccine development.

The scientists stressed, however, that they found no evidence of the virus being transmitted from animals to humans, and people should not fear typical interactions with wildlife.

Investigators tested animals from 23 common Virginia species for both active infections and antibodies indicating previous infections. They found signs of the virus in deer mice, Virginia opossums, raccoons, groundhogs, Eastern cottontail rabbits, and Eastern red bats. The virus isolated from one opossum showed viral mutations that were previously unreported and can potentially impact how the virus affects humans and their immune response.

"The virus can jump from humans to wildlife when we are in contact with them, like a hitchhiker switching rides to a new, more suitable host," said Carla Finkielstein, professor of biological sciences at the Fralin Biomedical Research Institute at VTC and one of the paper's corresponding authors. "The goal of the virus is to spread in order to survive. The virus aims to infect more humans, but vaccinations protect many humans. So, the virus turns to animals, adapting and mutating to thrive in the new hosts."

SARS CoV-2 infections were previously identified in wildlife, primarily in white-tailed deer and feral mink. The Virginia Tech study significantly expands the number of species examined and the understanding of virus transmission to and among wildlife. The data suggests exposure to the virus has been widespread in wildlife and that areas with high human activity may serve as points of contact for cross-species transmission.




"This study was really motivated by seeing a large, important gap in our knowledge about SARS-CoV-2 transmission in a broader wildlife community," said Joseph Hoyt, assistant professor of Biological Sciences in Virginia Tech's College of Science and corresponding author on the paper. "A lot of studies to date have focused on white-tailed deer, while what is happening in much of our common backyard wildlife remains unknown."

The research team collected 798 nasal and oral swabs across in Virginia from animals either live-trapped in the field and released, or being treated by wildlife rehabilitation centers. The team also obtained 126 blood samples from six species. The locations were chosen to compare the presence of the virus in animals in sites with varying levels of human activity, from urban areas to remote wilderness.

The study also identified two mice at the same site on the same day with the exact same variant, indicating they either both got it from the same human, or one infected the other.

Researchers are not certain about the means of transmission from humans to animals. One possibility is wastewater, but the Virginia Tech scientists believe trash receptacles and discarded food are more likely sources.

"I think the big take home message is the virus is pretty ubiquitous," said Amanda Goldberg, a former postdoctoral associate in Hoyt's lab, who is the study's first author. "We found positives in a large suite of common backyard animals."

While this study focused on the state of Virginia, many of the species that tested positive are common wildlife found throughout North America. It is likely they are being exposed in other areas as well, and surveillance across a broader region is urgently needed, Hoyt said.




"The virus is indifferent to whether its host walks on two legs or four. Its primary objective is survival. Mutations that do not confer a survival or replication advantage to the virus will not persist and will eventually disappear," said Finkielstein, who is also director of the Virginia Tech Molecular Diagnostics Lab. The Roanoke lab was established in April 2020 to expand COVID-19 testing.

"We understood the critical importance of sequencing the genome of the virus infecting those species," Finkielstein said. "It was a monumental task that could only be accomplished by a talented group of molecular biologists, bioinformaticians, and modelers in a state-of-the-art facility. I am proud of my team and my collaborators, their professionalism, and everything they contributed to ensure our success."

Surveillance for these mutations should continue and not be dismissed, the scientists said. More research is needed about how the virus is transmitted from humans to wildlife, how it might spread within a species, and perhaps from one species to another.

"This study highlights the potentially large host range SARS-CoV-2 can have in nature and really how widespread it might be," Hoyt said. "There is a lot of work to be done to understand which species of wildlife, if any, will be important in the long-term maintenance of SARS-CoV-2 in humans."

"But what we've already learned," Finkielstein said, "is that SARS CoV-2 is not only a human problem, and that it takes a multidisciplinary team to address its impact on various species and ecosystems effectively."
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'Dancing molecules' heal cartilage damage | ScienceDaily
In November 2021, Northwestern University researchers introduced an injectable new therapy, which harnessed fast-moving "dancing molecules," to repair tissues and reverse paralysis after severe spinal cord injuries.


						
Now, the same research group has applied the therapeutic strategy to damaged human cartilage cells. In the new study, the treatment activated the gene expression necessary to regenerate cartilage within just four hours. And, after only three days, the human cells produced protein components needed for cartilage regeneration.

The researchers also found that, as the molecular motion increased, the treatment's effectiveness also increased. In other words, the molecules' "dancing" motions were crucial for triggering the cartilage growth process.

The study was published today (July 26) in the Journal of the American Chemical Society.

"When we first observed therapeutic effects of dancing molecules, we did not see any reason why it should only apply to the spinal cord," said Northwestern's Samuel I. Stupp, who led the study. "Now, we observe the effects in two cell types that are completely disconnected from one another -- cartilage cells in our joints and neurons in our brain and spinal cord. This makes me more confident that we might have discovered a universal phenomenon. It could apply to many other tissues."

An expert in regenerative nanomedicine, Stupp is Board of Trustees Professor of Materials Science and Engineering, Chemistry, Medicine and Biomedical Engineering at Northwestern, where he is founding director of the Simpson Querrey Institute for BioNanotechnology and its affiliated center, the Center for Regenerative Nanomedicine. Stupp has appointments in the McCormick School of Engineering, Weinberg College of Arts and Sciences and Feinberg School of Medicine. Shelby Yuan, a graduate student in the Stupp laboratory, was primary author of the study.

Big problem, few solutions

As of 2019, nearly 530 million people around the globe were living with osteoarthritis, according to the World Health Organization. A degenerative disease in which tissues in joints break down over time, osteoarthritis is a common health problem and leading cause of disability.




In patients with severe osteoarthritis, cartilage can wear so thin that joints essentially transform into bone on bone -- without a cushion between. Not only is this incredibly painful, patients' joints also can no longer properly function. At that point, the only effective treatment is a joint replacement surgery, which is expensive and invasive.

"Current treatments aim to slow disease progression or postpone inevitable joint replacement," Stupp said. "There are no regenerative options because humans do not have an inherent capacity to regenerate cartilage in adulthood."

What are 'dancing molecules'?

Stupp and his team posited that "dancing molecules" might encourage the stubborn tissue to regenerate. Previously invented in Stupp's laboratory, dancing molecules are assemblies that form synthetic nanofibers comprising tens to hundreds of thousands of molecules with potent signals for cells. By tuning their collective motions through their chemical structure, Stupp discovered the moving molecules could rapidly find and properly engage with cellular receptors, which also are in constant motion and extremely crowded on cell membranes.

Once inside the body, the nanofibers mimic the extracellular matrix of the surrounding tissue. By matching the matrix's structure, mimicking the motion of biological molecules and incorporating bioactive signals for the receptors, the synthetic materials are able to communicate with cells.

"Cellular receptors constantly move around," Stupp said. "By making our molecules move, 'dance' or even leap temporarily out of these structures, known as supramolecular polymers, they are able to connect more effectively with receptors."

Motion matters




In the new study, Stupp and his team looked to the receptors for a specific protein critical for cartilage formation and maintenance. To target this receptor, the team developed a new circular peptide that mimics the bioactive signal of the protein, which is called transforming growth factor beta-1 (TGFb-1).

Then, the researchers incorporated this peptide into two different molecules that interact to form supramolecular polymers in water, each with the same ability to mimic TGFb-1. The researchers designed one supramolecular polymer with a special structure that enabled its molecules to move more freely within the large assemblies. The other supramolecular polymer, however, restricted molecular movement.

"We wanted to modify the structure in order to compare two systems that differ in the extent of their motion," Stupp said. "The intensity of supramolecular motion in one is much greater than the motion in the other one."

Although both polymers mimicked the signal to activate the TGFb-1 receptor, the polymer with rapidly moving molecules was much more effective. In some ways, they were even more effective than the protein that activates the TGFb-1 receptor in nature.

"After three days, the human cells exposed to the long assemblies of more mobile molecules produced greater amounts of the protein components necessary for cartilage regeneration," Stupp said. "For the production of one of the components in cartilage matrix, known as collagen II, the dancing molecules containing the cyclic peptide that activates the TGF-beta1 receptor were even more effective than the natural protein that has this function in biological systems."

What's next?

Stupp's team is currently testing these systems in animal studies and adding additional signals to create highly bioactive therapies.

"With the success of the study in human cartilage cells, we predict that cartilage regeneration will be greatly enhanced when used in highly translational pre-clinical models," Stupp said. "It should develop into a novel bioactive material for regeneration of cartilage tissue in joints."

Stupp's lab is also testing the ability of dancing molecules to regenerate bone -- and already has promising early results, which likely will be published later this year. Simultaneously, he is testing the molecules in human organoids to accelerate the process of discovering and optimizing therapeutic materials.

Stupp's team also continues to build its case to the Food and Drug Administration, aiming to gain approval for clinical trials to test the therapy for spinal cord repair.

"We are beginning to see the tremendous breadth of conditions that this fundamental discovery on 'dancing molecules' could apply to," Stupp said. "Controlling supramolecular motion through chemical design appears to be a powerful tool to increase efficacy for a range of regenerative therapies."
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New understanding of fly behavior has potential application in robotics, public safety | ScienceDaily
Why do flies buzz around in circles when the air is still? And why does it matter?


						
In a paper published online July 26, 2024 by the scientific journal Current Biology, University of Nevada, Reno Assistant Professor Floris van Breugel and Postdoctoral Researcher S. David Stupski respond to this up-until-now unanswered question. And that answer could hold a key to public safety -- specifically, how to better train robotic systems to track chemical leaks.

"We don't currently have robotic systems to track odor or chemical plumes," van Breugel said. "We don't know how to efficiently find the source of a wind-borne chemical. But insects are remarkably good at tracking chemical plumes, and if we really understood how they do it, maybe we could train inexpensive drones to use a similar process to find the source of chemicals and chemical leaks."

A fundamental challenge in understanding how insects track chemical plumes -- basically, how does the fly find the banana in your kitchen? -- is that wind and odors can't be independently manipulated.

To address this challenge, van Breugel and Stupski used a new approach that makes it possible to remotely control neurons -- specifically the "smell" neurons -- on the antennae of flying fruit flies by genetically introducing light-sensitive proteins, an approach called optogenetics. These experiments, part of a $450,000 project funded through the Air Force Office of Scientific Research, made it possible to give flies identical virtual smell experiences in different wind conditions.

What van Breugel and Stupski wanted to know: how do flies find an odor when there's no wind to carry it? This is, after all, likely the wind experience of a fly looking for a banana in your kitchen. The answer is in the Current Biology article, "Wind Gates Olfaction Driven Search States in Free Flight." The print version will appear in the Sept. 9 issue.

Flies use environmental cues to detect and respond to air currents and wind direction to find their food sources, according to van Breugel. In the presence of wind, those cues trigger an automatic "cast and surge" behavior, in which the fly surges into the wind after encountering a chemical plume (indicating food) and then casts -- moves side to side -- when it loses the scent. Cast-and-surge behavior long has been understood by scientists but, according to van Breugel, it was fundamentally unknown how insects searched for a scent in still air.

Through their work, van Breugel and Stupski uncovered another automatic behavior, sink and circle, which involves lowering altitude and repetitive, rapid turns in a consistent direction. Flies perform this innate movement consistently and repetitively, even more so than cast-and-surge behavior.

According to van Breugel, the most exciting aspect of this discovery is that it shows flying flies are clearly able to assess the conditions of the wind -- its presence, and direction -- before deploying a strategy that works well under these conditions. The fact that they can do this is actually quite surprising -- can you tell if there is a gentle breeze if you stick your head out of the window of a moving car? Flies aren't just reacting to an odor with the same preprogrammed response every time like a simple robot, they are responding in context-appropriate manner. This knowledge potentially could be applied to train more sophisticated algorithms for scent-detecting drones to find the source of chemical leaks.

So, the next time you try to swat a fly in your home, consider the fact that flies might actually be a little more aware of some of their natural surroundings than you are. And maybe just open a window to let it out.
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Lampreys possess a 'jaw-dropping' evolutionary origin | ScienceDaily
One of just two vertebrates without a jaw, sea lampreys that are wreaking havoc in Midwestern fisheries are simultaneously helping scientists understand the origins of two important stem cells that drove the evolution of vertebrates.


						
Northwestern University biologists have pinpointed when the gene network that regulates these stem cells may have evolved and gained insights into what might be responsible for lampreys' missing mandibles.

The two cell types -- pluripotent blastula cells (or embryonic stem cells) and neural crest cells -- are both "pluripotent," which means they can become all other cell types in the body.

In a new paper, researchers compared lamprey genes to those of the Xenopus, a jawed aquatic frog. Using comparative transcriptomics, the study revealed a strikingly similar pluripotency gene network across jawless and jawed vertebrates, even at the level of transcript abundance for key regulatory factors.

But the researchers also discovered a key difference. While both species' blastula cells express the pou5 gene, a key stem cell regulator, the gene is not expressed in neural crest stem cells in lampreys. Losing this factor may have limited the ability of neural crest cells to form cell types found in jawed vertebrates (animals with spines) that make up the head and jaw skeleton.

The study will be published July 26 in the journal Nature Ecology & Evolution.

By comparing the biology of jawless and jawed vertebrates, researchers can gain insight into the evolutionary origins of features that define vertebrate animals including humans, how differences in gene expression contribute to key differences in the body plan, and what the common ancestor of all vertebrates looked like.




"Lampreys may hold the key to understanding where we came from," said Northwestern's Carole LaBonne, who led the study. "In evolutionary biology, if you want to understand where a feature came from, you can't look forward to more complex vertebrates that have been evolving independently for 500 million years. You need to look backwards to whatever the most primitive version of the type of animal you're studying is, which leads us back to hagfish and lampreys -- the last living examples of jawless vertebrates."

An expert in developmental biology, LaBonne is a professor of molecular biosciences in the Weinberg College of Arts and Sciences. She holds the Erastus Otis Haven Chair and is part of the leadership of the National Science Foundation's (NSF) new Simons National Institute for Theory and Mathematics in Biology.

LaBonne and her colleagues previously demonstrated that the developmental origin of neural crest cells was linked to retaining the gene regulatory network that controls pluripotency in blastula stem cells. In the new study, they explored the evolutionary origin of the links between these two stem cell populations.

"Neural crest stem cells are like an evolutionary Lego set," said LaBonne. "They become wildly different types of cells, including neurons and muscle, and what all those cell types have in common is a shared developmental origin within the neural crest."

While blastula stage embryonic stem cells lose their pluripotency and become confined to distinct cell types fairly rapidly as an embryo develops, neural crest cells hold onto the molecular toolkit that controls pluripotency later into development.

LaBonne's team found a completely intact pluripotency network within lamprey blastula cells, stem cells whose role within jawless vertebrates had been an open question. This implies that blastula and neural crest stem cell populations of jawed and jawless vertebrates co-evolved at the base of vertebrates.




Northwestern postdoctoral fellow and first author Joshua York observed "more similarities than differences" between the lamprey and Xenopus.

"While most of the genes controlling pluripotency are expressed in the lamprey neural crest, the expression of one of these key genes -- pou5 -- was lost from these cells," York said. "Amazingly, even though pou5 isn't expressed in a lamprey's neural crest, it could promote neural crest formation when we expressed it in frogs, suggesting this gene is part of an ancient pluripotency network that was present in our earliest vertebrate ancestors."

The experiment also helped them hypothesize that the gene was specifically lost in certain creatures, not something jawed vertebrates developed later on.

"Another remarkable finding of the study is that even though these animals are separated by 500 million years of evolution, there are stringent constraints on expression levels of genes needed to promote pluripotency." LaBonne said. "The big unanswered question is, why?"

The paper was funded by the National Institutes of Health (grants R01GM116538 and F32DE029113), the NSF (grant 1764421), the Simons Foundation (grant SFARI 597491-RWC) and the Walder Foundation through the Life Sciences Research Foundation. The study is dedicated to the memory of Dr. Joseph Walder.
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Researchers develop state-of-the-art device to make artificial intelligence more energy efficient | ScienceDaily
Engineering researchers at the University of Minnesota Twin Cities have demonstrated a state-of-the-art hardware device that could reduce energy consumption for artificial intelligent (AI) computing applications by a factor of at least 1,000.


						
The research is published in npj Unconventional Computing, a peer-reviewed scientific journal published by Nature. The researchers have multiple patents on the technology used in the device.

With the growing demand of AI applications, researchers have been looking at ways to create a more energy efficient process, while keeping performance high and costs low. Commonly, machine or artificial intelligence processes transfer data between both logic (where information is processed within a system) and memory (where the data is stored), consuming a large amount of power and energy.

A team of researchers in the University of Minnesota College of Science and Engineering demonstrated a new model where the data never leaves the memory, called computational random-access memory (CRAM).

"This work is the first experimental demonstration of CRAM, where the data can be processed entirely within the memory array without the need to leave the grid where a computer stores information," said Yang Lv, a University of Minnesota Department of Electrical and Computer Engineering postdoctoral researcher and first author of the paper.

The International Energy Agency (IEA) issued a global energy use forecast in March of 2024, forecasting that energy consumption for AI is likely to double from 460 terawatt-hours (TWh) in 2022 to 1,000 TWh in 2026. This is roughly equivalent to the electricity consumption of the entire country of Japan.

According to the new paper's authors, a CRAM-based machine learning inference accelerator is estimated to achieve an improvement on the order of 1,000. Another example showed an energy savings of 2,500 and 1,700 times compared to traditional methods.




This research has been more than two decades in the making,

"Our initial concept to use memory cells directly for computing 20 years ago was considered crazy" said Jian-Ping Wang, the senior author on the paper and a Distinguished McKnight Professor and Robert F. Hartmann Chair in the Department of Electrical and Computer Engineering at the University of Minnesota.

"With an evolving group of students since 2003 and a true interdisciplinary faculty team built at the University of Minnesota -- from physics, materials science and engineering, computer science and engineering, to modeling and benchmarking, and hardware creation -- we were able to obtain positive results and now have demonstrated that this kind of technology is feasible and is ready to be incorporated into technology," Wang said.

This research is part of a coherent and long-standing effort building upon Wang's and his collaborators' groundbreaking, patented research into Magnetic Tunnel Junctions (MTJs) devices, which are nanostructured devices used to improve hard drives, sensors, and other microelectronics systems, including Magnetic Random Access Memory (MRAM), which has been used in embedded systems such as microcontrollers and smart watches.

The CRAM architecture enables the true computation in and by memory and breaks down the wall between the computation and memory as the bottleneck in traditional von Neumann architecture, a theoretical design for a stored program computer that serves as the basis for almost all modern computers.

"As an extremely energy-efficient digital based in-memory computing substrate, CRAM is very flexible in that computation can be performed in any location in the memory array. Accordingly, we can reconfigure CRAM to best match the performance needs of a diverse set of AI algorithms," said Ulya Karpuzcu, an expert on computing architecture, co-author on the paper, and Associate Professor in the Department of Electrical and Computer Engineering at the University of Minnesota. "It is more energy-efficient than traditional building blocks for today's AI systems."

CRAM performs computations directly within memory cells, utilizing the array structure efficiently, which eliminates the need for slow and energy-intensive data transfers, Karpuzcu explained.




The most efficient short-term random access memory, or RAM, device uses four or five transistors to code a one or a zero but one MTJ, a spintronic device, can perform the same function at a fraction of the energy, with higher speed, and is resilient to harsh environments. Spintronic devices leverage the spin of electrons rather than the electrical charge to store data, providing a more efficient alternative to traditional transistor-based chips.

Currently, the team has been planning to work with semiconductor industry leaders, including those in Minnesota, to provide large scale demonstrations and produce the hardware to advance AI functionality.

In addition to Lv, Wang, and Karpuzcu, the team included University of Minnesota Department of Electrical and Computer Engineering researchers Robert Bloom and Husrev Cilasun; Distinguished McKnight Professor and Robert and Marjorie Henle Chair Sachin Sapatnekar; and former postdoctoral researchers Brandon Zink, Zamshed Chowdhury, and Salonik Resch; along with researchers from Arizona University: Pravin Khanal, Ali Habiboglu, and Professor Weigang Wang

This work was supported by grants from the U.S. Defense Advanced Research Projects Agency (DARPA), National Institute of Standards and Technology (NIST), the National Science Foundation (NSF), and Cisco Inc. Research including nanodevice patterning was conducted in collaboration with the Minnesota Nano Center and simulation/calculation work was done with the Minnesota Supercomputing Institute at the University of Minnesota. To read the entire research paper entitled, "Experimental demonstration of magnetic tunnel junction-based computational random-access memory," visit the npj Unconventional Computing website.
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New drug shows promise in clearing HIV from brain | ScienceDaily
An experimental drug originally developed to treat cancer may help clear HIV from infected cells in the brain, according to a new Tulane University study.


						
For the first time, researchers at Tulane National Primate Research Center found that a cancer drug significantly reduced levels of SIV, the nonhuman primate equivalent of HIV, in the brain by targeting and depleting certain immune cells that harbor the virus.

Published in the journal Brain, this discovery marks a significant step toward eliminating HIV from hard-to-reach reservoirs where the virus evades otherwise effective treatment.

"This research is an important step in tackling brain-related issues caused by HIV, which still affect people even when they are on effective HIV medication," said lead study author Woong-Ki Kim, PhD, associate director for research at Tulane National Primate Research Center. "By specifically targeting the infected cells in the brain, we may be able to clear the virus from these hidden areas, which has been a major challenge in HIV treatment."

Antiretroviral therapy (ART) is an essential component of successful HIV treatment, maintaining the virus at undetectable levels in the blood and transforming HIV from a terminal illness into a manageable condition. However, ART does not completely eradicate HIV, necessitating lifelong treatment. The virus persists in "viral reservoirs" in the brain, liver, and lymph nodes, where it remains out of reach of ART.

The brain has been a particularly challenging area for treatment due to the blood-brain barrier -- a protective membrane that shields it from harmful substances but also blocks treatments, allowing the virus to persist. In addition, cells in the brain known as macrophages are extremely long-lived, making them difficult to eradicate once they become infected.

Infection of macrophages is thought to contribute to neurocognitive dysfunction, experienced by nearly half of those living with HIV. Eradicating the virus from the brain is critical for comprehensive HIV treatment and could significantly improve the quality of life for those with HIV-related neurocognitive problems.




Researchers focused on macrophages, a type of white blood cell that harbors HIV in the brain. By using a small molecule inhibitor to block a receptor that increases in HIV-infected macrophages, the team successfully reduced the viral load in the brain. This approach essentially cleared the virus from brain tissue, providing a potential new treatment avenue for HIV.

The small molecule inhibitor used, BLZ945, has previously been studied for therapeutic use in amyotrophic lateral sclerosis (ALS) and brain cancer, but never before in the context of clearing HIV from the brain.

The study, which took place at the Tulane National Primate Research Center, utilized three groups to model human HIV infection and treatment: an untreated control group, and two groups treated with either a low or high dose of the small molecule inhibitor for 30 days. The high-dose treatment lead to a notable reduction in cells expressing HIV receptor sites, as well as a 95-99% decrease in viral DNA loads in the brain .

In addition to reducing viral loads, the treatment did not significantly impact microglia, the brain's resident immune cells, which are essential for maintaining a healthy neuroimmune environment. It also did not show signs of liver toxicity at the doses tested.

The next step for the research team is to test this therapy in conjunction with ART to assess its efficacy in a combined treatment approach. This could pave the way for more comprehensive strategies to eradicate HIV from the body entirely.

This research was funded by the National Institutes of Health, including grants from the National Institute of Mental Health and the National Institute of Neurological Disorders and Stroke, and was supported with resources from the Tulane National Primate Research Center base grant of the National Institutes of Health, P51 OD011104.
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NASA's Fermi finds new feature in brightest gamma-ray burst yet seen | ScienceDaily
In October 2022, astronomers were stunned by what was quickly dubbed the BOAT -- the brightest-of-all-time gamma-ray burst (GRB). Now an international science team reports that data from NASA's Fermi Gamma-ray Space Telescope reveals a feature never seen before.


						
"A few minutes after the BOAT erupted, Fermi's Gamma-ray Burst Monitor recorded an unusual energy peak that caught our attention," said lead researcher Maria Edvige Ravasio at Radboud University in Nijmegen, Netherlands, and affiliated with Brera Observatory, part of INAF

(the Italian National Institute of Astrophysics) in Merate, Italy. "When I first saw that signal, it gave me goosebumps. Our analysis since then shows it to be the first high-confidence emission line ever seen in 50 years of studying GRBs."

A paper about the discovery appears in the July 26 edition of the journal Science.

When matter interacts with light, the energy can be absorbed and reemitted in characteristic ways. These interactions can brighten or dim particular colors (or energies), producing key features visible when the light is spread out, rainbow-like, in a spectrum. These features can reveal a wealth of information, such as the chemical elements involved in the interaction. At higher energies, spectral features can uncover specific particle processes, such as matter and antimatter annihilating to produce gamma rays.

"While some previous studies have reported possible evidence for absorption and emission features in other GRBs, subsequent scrutiny revealed that all of these could just be statistical fluctuations. What we see in the BOAT is different," said coauthor Om Sharan Salafia at INAF-Brera Observatory in Milan, Italy. "We've determined that the odds this feature is just a noise fluctuation are less than one chance in half a billion."

GRBs are the most powerful explosions in the cosmos and emit copious amounts of gamma rays, the highest-energy form of light. The most common type occurs when the core of a massive star exhausts its fuel, collapses, and forms a rapidly spinning black hole. Matter falling into the black hole powers oppositely directed particle jets that blast through the star's outer layers at nearly the speed of light. We detect GRBs when one of these jets points almost directly toward Earth.




The BOAT, formally known as GRB 221009A, erupted Oct. 9, 2022, and promptly saturated most of the gamma-ray detectors in orbit, including those on Fermi. This prevented them from measuring the most intense part of the blast. Reconstructed observations, coupled with statistical arguments, suggest the BOAT, if part of the same population as previously detected GRBs, was likely the brightest burst to appear in Earth's skies in 10,000 years.

The putative emission line appears almost 5 minutes after the burst was detected and well after it had dimmed enough to end saturation effects for Fermi. The line persisted for at least 40 seconds, and the emission reached a peak energy of about 12 MeV (million electron volts). For comparison, the energy of visible light ranges from 2 to 3 electron volts.

So what produced this spectral feature? The team thinks the most likely source is the annihilation of electrons and their antimatter counterparts, positrons.

"When an electron and a positron collide, they annihilate, producing a pair of gamma rays with an energy of 0.511 MeV," said coauthor Gor Oganesyan at Gran Sasso Science Institute and Gran Sasso National Laboratory in L'Aquila, Italy. "Because we're looking into the jet, where matter is moving at near light speed, this emission becomes greatly blueshifted and pushed toward much higher energies."

If this interpretation is correct, to produce an emission line peaking at 12 MeV, the annihilating particles had to have been moving toward us at about 99.9% the speed of light.

"After decades of studying these incredible cosmic explosions, we still don't understand the details of how these jets work," noted Elizabeth Hays, the Fermi project scientist at NASA's Goddard Space Flight Center in Greenbelt, Maryland. "Finding clues like this remarkable emission line will help scientists investigate this extreme environment more deeply."

The Fermi Gamma-ray Space Telescope is an astrophysics and particle physics partnership managed by Goddard. Fermi was developed in collaboration with the U.S. Department of Energy, with important contributions from academic institutions and partners in France, Germany, Italy, Japan, Sweden, and the United States.
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Chemical analyses find hidden elements from renaissance astronomer Tycho Brahe's alchemy laboratory | ScienceDaily
In the Middle Ages, alchemists were notoriously secretive and didn't share their knowledge with others. Danish Tycho Brahe was no exception. Consequently, we don't know precisely what he did in the alchemical laboratory located beneath his combined residence and observatory, Uraniborg, on the now Swedish island of Ven.


						
Only a few of his alchemical recipes have survived, and today, there are very few remnants of his laboratory. Uraniborg was demolished after his death in 1601, and the building materials were scattered for reuse.

However, during an excavation in 1988-1990, some pottery and glass shards were found in Uraniborg's old garden. These shards were believed to originate from the basement's alchemical laboratory. Five of these shards -- four glass and one ceramic -- have now undergone chemical analyses to determine which elements the original glass and ceramic containers came into contact with.

The chemical analyses were conducted by Professor Emeritus and expert in archaeometry, Kaare Lund Rasmussen from the Department of Physics, Chemistry, and Pharmacy, University of Southern Denmark. Senior researcher and museum curator Poul Grinder-Hansen from the National Museum of Denmark oversaw the insertion of the analyses into historical context.

Enriched levels of trace elements were found on four of them, while one glass shard showed no specific enrichments. The study has been published in the journal Heritage Science.

"Most intriguing are the elements found in higher concentrations than expected -- indicating enrichment and providing insight into the substances used in Tycho Brahe's alchemical laboratory," said Kaare Lund Rasmussen.

The enriched elements are nickel, copper, zinc, tin, antimony, tungsten, gold, mercury, and lead, and they have been found on either the inside or outside of the shards.




Most of them are not surprising for an alchemist's laboratory. Gold and mercury were -- at least among the upper echelons of society -- commonly known and used against a wide range of diseases.

"But tungsten is very mysterious. Tungsten had not even been described at that time, so what should we infer from its presence on a shard from Tycho Brahe's alchemy workshop?," said Kaare Lund Rasmussen.

Tungsten was first described and produced in pure form more than 180 years later by the Swedish chemist Carl Wilhelm Scheele. Tungsten occurs naturally in certain minerals, and perhaps the element found its way to Tycho Brahe's laboratory through one of these minerals. In the laboratory, the mineral might have undergone some processing that separated the tungsten, without Tycho Brahe ever realizing it.

However, there is also another possibility that Professor Kaare Lund Rasmussen emphasizes has no evidence whatsoever -- but which could be plausible.

Already in the first half of the 1500s, the German mineralogist Georgius Agricola described something strange in tin ore from Saxony, which caused problems when he tried to smelt tin. Agricola called this strange substance in the tin ore "Wolfram" (German for Wolf's froth, later renamed to tungsten in English).

"Maybe Tycho Brahe had heard about this and thus knew of tungsten's existence. But this is not something we know or can say based on the analyses I have done. It is merely a possible theoretical explanation for why we find tungsten in the samples," said Kaare Lund Rasmussen.




Tycho Brahe belonged to the branch of alchemists who, inspired by the German physician Paracelsus, tried to develop medicine for various diseases of the time: plague, syphilis, leprosy, fever, stomach aches, etc. But he distanced himself from the branch that tried to create gold from less valuable minerals and metals.

In line with the other medical alchemists of the time, he kept his recipes close to his chest and shared them only with a few selected individuals, such as his patron, Emperor Rudolph II, who allegedly received Tycho Brahe's prescriptions for plague medicine.

We know that Tycho Brahe's plague medicine was complicated to produce. It contained theriac, which was one of the standard remedies for almost everything at the time and could have up to 60 ingredients, including snake flesh and opium. It also contained copper or iron vitriol (sulphates), various oils, and herbs.

After various filtrations and distillations, the first of Brahe's three recipes against plague was obtained. This could be made even more potent by adding tinctures of, for example, coral, sapphires, hyacinths, or potable gold.

"It may seem strange that Tycho Brahe was involved in both astronomy and alchemy, but when one understands his worldview, it makes sense. He believed that there were obvious connections between the heavenly bodies, earthly substances, and the body's organs. Thus, the Sun, gold, and the heart were connected, and the same applied to the Moon, silver, and the brain; Jupiter, tin, and the liver; Venus, copper, and the kidneys; Saturn, lead, and the spleen; Mars, iron, and the gallbladder; and Mercury, mercury, and the lungs. Minerals and gemstones could also be linked to this system, so emeralds, for example, belonged to Mercury," explained Poul Grinder-Hansen.

Kaare Lund Rasmussen has previously analyzed hair and bones from Tycho Brahe and found, among other elements, gold. This could indicate that Tycho Brahe himself had taken medicine that contained potable gold.
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Nitrogen emissions have a net cooling effect: But researchers warn against a climate solution | ScienceDaily
An international team of researchers has found that nitrogen emissions from fertilisers and fossil fuels have a net cooling effect on the climate. But they warn increasing atmospheric nitrogen has further damaging effects on the environment, calling for an urgent reduction in greenhouse gas emissions to halt global warming.


						
Published today in Nature, the paper found that reactive nitrogen released in the environment through human activities cools the climate by minus 0.34 watts per square metre. While global warming would have advanced further without the input of human-generated nitrogen, the amount would not offset the level of greenhouse gasses heating the atmosphere.

The paper was led by the Max Planck Institute in Germany and included authors from the University of Sydney. It comes one day after new data from the European Union's Copernicus Climate Change Service indicated that Sunday, 21 July was the hottest day recorded in recent history.

The net cooling effect occurs in four ways:
    	    Short-lived nitrogen oxides produced by the combustion of fossil fuels pollute the atmosphere by forming fine suspended particles which shield sunlight, in turn cooling the climate;
    
    	    ammonia (a nitrogen and hydrogen-based compound) released into the atmosphere from the application of manure and artificial fertilisers has a similar effect;
    
    	    nitrogen applied to crops allows plants to grow more abundantly, absorbing more CO2 from the atmosphere, enabling a cooling effect;
    
    	    nitrogen oxides also play a role in the breakdown of atmospheric methane, a potent greenhouse gas.
    




The researchers warned that increasing atmospheric nitrogen was not a solution for combatting climate change.

"Nitrogen fertilisers pollute water and nitrogen oxides from fossil fuels pollute the air. Therefore, increasing rates of nitrogen in the atmosphere to combat climate change is not an acceptable compromise, nor is it a solution," said Professor Federico Maggi from the University of Sydney's School of Civil Engineering.

Sonke Zaehle from the Max Planck Institute said: "This may sound like good news, but you have to bear in mind that nitrogen emissions have many harmful effects, for example on health, biodiversity and the ozone layer. The current findings, therefore, are no reason to gloss over the harmful effects, let alone see additional nitrogen input as a means of combatting global warming."

Elemental nitrogen, which makes up around 78 percent of the air, is climate-neutral, but other reactive nitrogen compounds can have direct or indirect effects on the global climate -- sometimes warming and at other times cooling. Nitrous oxide (N2O) is an almost 300 times more potent greenhouse gas than CO2. Other forms of nitrogen stimulate the formation of ozone in the troposphere, which is a potent greenhouse gas and enhances global warming.

Professor Maggi said the research was important as it helped the team gain an understanding of the net-effect of the distribution of nitrogen emissions from agriculture.

"This work is an extraordinary example of how complex interactions at planetary scales cannot be captured with simplistic assessment tools. It shows the importance of developing mathematical models that can show the emergence of nonlinear -- or unproportional -- effects across soil, land, and atmosphere," he said.




"Even if it appears counter-intuitive, reactive nitrogen introduced in the environment, mostly as agricultural fertilisers, can reduce total warming. However, this is minor compared with the reduction in greenhouse gas emissions required to keep the planet within safe and just operational boundaries.

"New generation computational tools are helping drive new learnings in climate change science, but understanding is not enough -- we must act with great urgency to reduce greenhouse gas emissions."

Gaining a holistic understanding of the impacts of nitrogen

The scientists determined the overall impact of nitrogen from human sources by first analysing the quantities of the various nitrogen compounds that end up in soil, water and air.

They then fed this data into models that depict the global nitrogen cycle and the effects on the carbon cycle, for example the stimulation of plant growth and ultimately the CO2 and methane content of the atmosphere. From the results of these simulations, they used another atmospheric chemistry model to calculate the effect of man-made nitrogen emissions on radiative forcing, that is the radiant energy that hits one square metre of the Earth's surface per unit of time.
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New Zealand's flightless birds are retreating to moa refuges | ScienceDaily
Researchers have found New Zealand's endangered flightless birds are seeking refuge in the locations where six species of moa last lived before going extinct.


						
An international team of researchers, led by scientists from the University of Adelaide, used fossils and computer modelling to make the discovery, shedding light on a mystery with important conservation benefits.

"Our research overcame past logistical challenges to trace the population dynamics of six species of moa at resolutions not considered possible before," said senior author Associate Professor Damien Fordham, from the University of Adelaide's Environment Institute.

"We did this by combining sophisticated computational models with extensive fossil records, paleoclimate information, and innovative reconstructions of colonisation and expansion of people across New Zealand.

"Our research shows that despite large differences in the ecology, demography and timing of extinction of moa species, their distributions collapsed and converged on the same areas on New Zealand's North and South Islands."

This recent discovery, published in Nature Ecology & Evolution, found these moa graveyards to be in the same isolated, cold, mountainous environments that today harbour many of the last populations of New Zealand's most threatened flightless birds. These include Mount Aspiring on the South Island, and the Ruahine Range on the North Island.

"Populations of moa are likely to have disappeared first from the highest quality lowland habitats that Polynesian colonists preferred, with rates of population declines decreasing with elevation and distance travelled inland," said lead author Dr Sean Tomlinson, from the University of Adelaide.




"By pinpointing the last populations of moa and comparing them with distributions of New Zealand's living flightless birds, we found that these last havens shelter many of today's persisting populations of takahe, weka and great spotted kiwi."

"What's more, these ancient refugia for moa overlap with the last mainland populations of the critically threatened kakapo."

Although recent drivers of decline of New Zealand's native flightless birds are different from those that caused the ancient extinctions of moa, this research shows that their spatial dynamics remain similar.

"The key commonality among past and current refugia is not that they are optimal habitats for flightless birds, but that they continue to be the last and least impacted by humanity," said author Dr Jamie Wood, also from the University of Adelaide's Environment Institute.

Like earlier waves of Polynesian expansion, habitat conversion by Europeans across New Zealand, and the spread of the animals they brought, was directional, progressing from lowland sites to the less hospitable, cold, mountainous regions."

This new research shows that the ghosts of species past can provide invaluable insights for conservation efforts directed at New Zealand's living flightless birds, highlighting the immense importance of protecting remote, wild places.

It also provides an important new method for understanding past extinctions on islands where fossil and archaeological data are limited, which is the case for most Pacific Islands.
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Ancient marine animal had inventive past despite being represented by few species | ScienceDaily
Brachiopods were evolving in new directions but this did not turn into evolutionary success in terms of the numbers of species, researchers at the University of Bristol, the Open University, and the China University of Geosciences have found.


						
The findings, published in Nature Ecology & Evolution, sheds light on some core principles of the evolution of modern biodiversity.

In current oceans, molluscs such as clams, oysters, and snails are hugely diverse, with over 50,000 species, whereas brachiopods are rare by comparison with only 394 species known. But this was not always the case. The team have found that brachiopods were evolving new shell shapes and ecological behaviours following the end-Permian mass extinction which compromised their numbers.

"In the Palaeozoic, from 540 to 250 million years ago, brachiopods ruled the seabed," said Dr Zhen Guo of the China University of Geosciences, who led the study. "Brachiopods are sometimes called lamp shells, and they generally sit on the sea floor, filtering tiny food particles from seawater. Most of them are quite small-you could hold twenty of them in your hands; but others were big and thick-shelled and lived a long time. Their shells were anything from circular to widely stretched and they had either smooth shells or carried deep ridges and troughs."

"The brachiopods were hit very hard by the end-Permian mass extinction 252 million years ago," said Professor Michael Benton of the University of Bristol's School of Earth Sciences, a collaborator. "The group could have disappeared completely, and indeed from that point, molluscs just became more and more successful. For a long time, it was thought that the brachiopods remained rare because the survivors were stuck in just a few modes of life."

Dr Tom Stubbs of the Open University added: "In fact, the post-extinction brachiopods were innovating and trying new modes of life. One group, the terebratulids, were diversifying their body shapes and ecological functions from the end of the Permian to the present day, but their diversity did not increase."

"This was quite unexpected," said Professor Zhong-Qiang Chen of the China University of Geosciences. "Brachiopods were far from failures after the end-Permian extinction. They were evolving in new directions and exploring new modes of life, just as the molluscs were at the same time. But this did not turn into evolutionary success in terms of the numbers of species. Despite their bursts of evolution in form and function, they could not spread widely, and the exact reason remains unclear."

The new study is based on analysis of a database of more than 1000 genera of brachiopods from the past 250 million years. For each genus, the analysts recorded dozens of measurements of the overall shape of the shells, their external sculpture, and internal anatomy. These features were analysed together to provide measurements of overall diversity of shapes for each major brachiopod group at each point in time. This measure of 'diversity of shape', usually called disparity, could then be compared from point to point in time to show a measure of shape innovation, and it can be compared with counts of the numbers of species or genera through the same time spans.

"Our study took a huge amount of effort," concluded Zhen Guo. "But it's important to understand modern biodiversity in terms of the processes that lie behind it.

"If we simply look at modern brachiopods, we have no understanding of their rich past history and how innovative they have been in evolutionary terms. But our discovery that disparity and diversity are decoupled in brachiopod history is new and unexpected. Brachiopods were pretty inventive in evolving new shell forms, but it did not translate into many new species."
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Rock art and archaeological record reveal humans' complex relationship with Amazonian animals | ScienceDaily
Rock art explored by archaeologists in the Colombian Amazon has provided an insight into the complex relationship between the earliest settlers on the continent and the animals they encountered.


						
Spectacular ochre paintings of a wide variety of animal species, including depictions of animals and humans transforming into one another, indicate the rich mythology that guided generations of indigenous Amazonians.

And while the images found adorning the rocky outcrop of Cerro Azul in the Serrania de la Lindosa have yet to be accurately dated, associated evidence of human activity suggests they are likely to have served as galleries for thousands of years, as far back as 10,500BC.

The research, led by an international team from the University of Exeter, Universidad de Antioquia, Medellin and the Universidad Nacional de Colombia, and published in the Journal of Anthropological Archaeology, integrated zooarchaeological analysis of animal remains recovered from nearby excavations with analysis of the artistic depictions. The animal remains revealed a diverse diet, including fish, a range of small to large mammals, and reptiles, including turtle, snake, and crocodile. However, the proportions of animal bones do not match the proportional representation of animals, suggesting the artists did not just paint what they ate.

"These rock art sites include the earliest evidence of humans in western Amazonia, dating back 12,500 years ago," says Dr Mark Robinson, Associate Professor of Archaeology in Exeter's Department of Archaeology and History. "As such, the art is an amazing insight into how these first settlers understood their place in the world and how they formed relationships with animals. The context demonstrates the complexity of Amazonian relationships with animals, both as a food source but also as revered beings, which had supernatural connections and demanded complex negotiations from ritual specialists."

Archaeologists have documented several significant rock art sites in the region since a peace agreement between the Colombian government and FARC in 2016 paved the way for a safe resumption of scientific investigations. Cerro Azul, a free-standing table-top hill located close to the Guayabero River in the northwest of the Department of Guaviare, was among them. There, 16 'panels' of ochre drawings were found, several of which could only be accessed via strenuous climbing and the use of ropes.

The research team, which included academics from the UK, Colombia, and Germany, chose to focus on six panels in detail. These ranged from the 40m-by-10m El Mas Largo, which contained more than 1,000 images, to the much smaller, 10m-by-6m panel called Principal, many of whose 244 images are extremely well-preserved in vibrant red.




A total of 3,223 images were catalogued using drone photogrammetry and traditional photography. The images were categorised by their form, with figurative images being the most commonly occurring, contributing 58% of the total. More than half of these related to animals. At least 22 different animals were identified, including deer, birds, peccary, lizards, turtles, and tapir.

Although fish remains are abundant in the archaeological remains, their appearance in the art is limited to just two panels, in what appear to be fishing scenes. Notable by their absence were big cats, despite their position as apex predators and the evidence of artwork at other Colombian sites. The researchers speculate that the artists were potentially restricted from depicting powerful beasts, such as the jaguar. While images of figures combining human and animal characteristics reveal a complex mythology of transformation between animal and human states that is still present within modern Amazonian communities.

The diverse array of animals represented in the art and the archaeological remains demonstrates a broad understanding and exploitation of a multitude of environments in the region, including savannah, flooded forests and rivers.

"The Indigenous people of Cerro Azul and the surrounding lands hunted and depicted a diverse array of animals from different ecologies -- from aquatic fish to arboreal monkeys; terrestrial deer to aerial birds, both nocturnal and diurnal," says Dr Javier Aceituno, of Universidad de Antioquia, Medellin. "They had intimate knowledge of the various habitats in the region and possessed the relevant skills to track and hunt animals and harvest plants from each, as part of a broad subsistence strategy."

"Our approach reveals differences between what indigenous communities exploited for food and what is conceptually important to represent -- and not represent -- in art," concludes Professor Jose Iriarte, also of Exeter. "Though we cannot be certain what meaning these images have, they certainly do offer greater nuance to our understanding of the power of myths in indigenous communities. They are particularly revealing when it comes to more cosmological aspects of Amazonian life, such as what is considered taboo, where power resides, and how negotiations with the supernatural were conducted."
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Warming has more impact than cooling on Greenland's 'firn' | ScienceDaily
Scientists have known from ice core research that it's easier to melt an ice sheet than to freeze it up again. Now, they know at least part of the reason why, and it has to do with ice's "sponginess," according to a new study published July 24 in The Cryosphere.


						
The study uses a physics-based numerical model to assess the impacts of warming and cooling on firn, the porous layer between snow and glacial ice, over the entire Greenland Ice Sheet. Megan Thompson-Munson, a CIRES and ATOC PhD student, led the study alongside her advisors: CIRES Fellow Jen Kay and INSTAAR Fellow Brad Markle.

"The amount of change that occurs within the firn layer due to warming and cooling is not equal in magnitude," Megan Thompson-Munson said. "If we look at thousands or millions of years, we see asymmetric ice sheet behavior overall: Ice sheets can melt away quickly, but take a long time to grow. This firn asymmetry we identify is a small piece of that puzzle."

Firn covers about 90 percent of the Greenland Ice Sheet, located at higher elevations where, along with snow, it covers hundreds of meters of ice and acts as a buffer against sea level rise -- making it integral to preserving Arctic glaciers in a warming climate. Firn is porous and spongy, which allows water to pass through on its way to the solid ice layer below, where it can refreeze, adding to the existing ice sheet instead of flowing to the ocean.

In this study, researchers found warming temperatures are rapidly changing how efficiently firn can store meltwater, and cooling temperatures may not help the firn fully recover as much as scientists might have hoped.

"The warming depletes what we call the 'firn air content' or the 'sponginess," Thompson-Munson said. "So you lose more of the sponginess due to warming than can be regained due to cooling. And it's important because this porous firn can buffer the ice sheet's sea level rise contribution."

To understand how firn responds to both warming and cooling temperatures, the team used a physics-based computer model called SNOWPACK, and honed in on one variable: temperature. The study is the first of its kind in two ways. First, researchers looked at the impacts of both warming and cooling temperatures on Greenland firn. Second, the scope of the research covered the entire ice sheet, while previous studies focused on smaller geographical areas.

"The Greenland ice sheet loses mass faster under warming than it gains mass under cooling," said Kay. "The key advance of this study is that Greenland's firn contributes to this greater warming-than-cooling asymmetric response."

Thompson-Munson said the study brings up an important question regarding geoengineering and the ability to reverse our Earth's warming. Any geoengineering concepts designed to decrease temperatures in the Arctic might not preserve ice and snow as efficiently as imagined; the degree of cooling will have to exceed the degree of warming to help firn and glaciers return to normal.

"To get back to initial conditions, we'd have to cool a lot more or start changing other variables a s well," Thompson-Munson said. "It's hard to reverse what we've already done."
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A recipe for zero-emissions fuel: Soda cans, seawater, and caffeine | ScienceDaily
A sustainable source for clean energy may lie in old soda cans and seawater.


						
MIT engineers have found that when the aluminum in soda cans is exposed in its pure form and mixed with seawater, the solution bubbles up and naturally produces hydrogen -- a gas that can be subsequently used to power an engine or fuel cell without generating carbon emissions. What's more, this simple reaction can be sped up by adding a common stimulant: caffeine.

In a study appearing today in the journal Cell Reports Physical Science, the researchers show they can produce hydrogen gas by dropping pretreated, pebble-sized aluminum pellets into a beaker of filtered seawater. The aluminum is pretreated with a rare-metal alloy that effectively scrubs aluminum into a pure form that can react with seawater to generate hydrogen. The salt ions in the seawater can in turn attract and recover the alloy, which can be reused to generate more hydrogen, in a sustainable cycle.

The team found that this reaction between aluminum and seawater successfully produces hydrogen gas, though slowly. On a lark, they tossed into the mix some coffee grounds and found, to their surprise, that the reaction picked up its pace.

In the end, the team discovered that a low concentration of imidazole -- an active ingredient in caffeine -- is enough to significantly speed up the reaction, producing the same amount of hydrogen in just five minutes, compared to two hours without the added stimulant.

The researchers are developing a small reactor that could run on a marine vessel or underwater vehicle. The vessel would hold a supply of aluminum pellets (recycled from old soda cans and other aluminum products), along with a small amount of gallium-indium and caffeine. These ingredients could be periodically funneled into the reactor, along with some of the surrounding seawater, to produce hydrogen on demand. The hydrogen could then fuel an onboard engine to drive a motor or generate electricity to power the ship.

"This is very interesting for maritime applications like boats or underwater vehicles because you wouldn't have to carry around seawater -- it's readily available," says study lead author Aly Kombargi, a PhD student in MIT's Department of Mechanical Engineering. "We also don't have to carry a tank of hydrogen. Instead, we would transport aluminum as the 'fuel,' and just add water to produce the hydrogen that we need."

The study's co-authors include Enoch Ellis, an undergraduate in chemical engineering; Peter Godart PhD '21, who has founded a company to recycle aluminum as a source of hydrogen fuel; and Douglas Hart, MIT professor of mechanical engineering.




Shields up

The MIT team, led by Hart, is developing efficient and sustainable methods to produce hydrogen gas, which is seen as a "green" energy source that could power engines and fuel cells without generating climate-warming emissions.

One drawback to fueling vehicles with hydrogen is that some designs would require the gas to be carried onboard like traditional gasoline in a tank -- a risky setup, given hydrogen's volatile potential. Hart and his team have instead looked for ways to power vehicles with hydrogen without having to constantly transport the gas itself.

They found a possible workaround in aluminum -- a naturally abundant and stable material that, when in contact with water, undergoes a straightforward chemical reaction that generates hydrogen and heat.

The reaction, however, comes with a sort of Catch-22: While aluminum can generate hydrogen when it mixes with water, it can only do so in a pure, exposed state. The instant aluminum meets with oxygen, such as in air, the surface immediately forms a thin, shield-like layer of oxide that prevents further reactions. This barrier is the reason hydrogen doesn't immediately bubble up when you drop a soda can in water.

In previous work, using fresh water, the team found they could pierce aluminum's shield and keep the reaction with water going by pretreating the aluminum with a small amount of rare metal alloy made from a specific concentration of gallium and indium. The alloy serves as an "activator," scrubbing away any oxide buildup and creating a pure aluminum surface that is free to react with water. When they ran the reaction in fresh, de-ionized water, they found that one pretreated pellet of aluminum produced 400 milliliters of hydrogen in just five minutes. They estimate that just 1 gram of pellets would generate 1.3 liters of hydrogen in the same amount of time.




But to further scale up the system would require a significant supply of gallium indium, which is relatively expensive and rare.

"For this idea to be cost-effective and sustainable, we had to work on recovering this alloy postreaction," Kombargi says.

By the sea

In the team's new work, they found they could retrieve and reuse gallium indium using a solution of ions. The ions -- atoms or molecules with an electrical charge -- protect the metal alloy from reacting with water and help it to precipitate into a form that can be scooped out and reused.

"Lucky for us, seawater is an ionic solution that is very cheap and available," says Kombargi, who tested the idea with seawater from a nearby beach. "I literally went to Revere Beach with a friend and we grabbed our bottles and filled them, and then I just filtered out algae and sand, added aluminum to it, and it worked with the same consistent results."

He found that hydrogen indeed bubbled up when he added aluminum to a beaker of filtered seawater. And he was able to scoop out the gallium indium afterward. But the reaction happened much more slowly than it did in fresh water. It turns out that the ions in seawater act to shield gallium indium, such that it can coalesce and be recovered after the reaction. But the ions have a similar effect on aluminum, building up a barrier that slows its reaction with water.

As they looked for ways to speed up the reaction in seawater, the researchers tried out various and unconventional ingredients.

"We were just playing around with things in the kitchen, and found that when we added coffee grounds into seawater and dropped aluminum pellets in, the reaction was quite fast compared to just seawater," Kombargi says.

To see what might explain the speedup, the team reached out to colleagues in MIT's chemistry department, who suggested they try imidazole -- an active ingredient in caffeine, which happens to have a molecular structure that can pierce through aluminum (allowing the material to continue reacting with water), while leaving gallium indium's ionic shield intact.

"That was our big win," Kombargi says. "We had everything we wanted: recovering the gallium indium, plus the fast and efficient reaction."

The researchers believe they have the essential ingredients to run a sustainable hydrogen reactor. They plan to test it first in marine and underwater vehicles. They've calculated that such a reactor, holding about 40 pounds of aluminum pellets, could power a small underwater glider for about 30 days by pumping in surrounding seawater and generating hydrogen to power a motor.

"We're showing a new way to produce hydrogen fuel, without carrying hydrogen but carrying aluminum as the 'fuel,'" Kombargi says. "The next part is to figure out how to use this for trucks, trains, and maybe airplanes. Perhaps, instead of having to carry water as well, we could extract water from the ambient humidity to produce hydrogen. That's down the line."
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New study shows at-home colon cancer screening test reduces risk of colorectal cancer death, as effective as screening colonoscopy | ScienceDaily
A noninvasive colorectal cancer screening test that can be done at home could reduce the risk of colorectal cancer death by 33%, according to a new study published in JAMA Network Open. This is the first study to evaluate this tool's effectiveness in specific racial groups.


						
For this study, researchers at The Ohio State University Comprehensive Cancer Center -- Arthur G. James Cancer Hospital and the Richard J. Solove Research Institute (OSUCCC -- James), and Kaiser Permanente evaluated data from nearly 11,000 patients who underwent at-home FIT (fecal immunochemical testing) among Kaiser Permanente's members in Northern and Southern California between 2002 and 2017. Kaiser Permanente has one of the largest at-home screening programs in the United States and has been a leader in implementation of at-home colorectal cancer screening to increase overall screening guideline compliance and improve racial disparity gaps.

"The right screening test is the one that gets done -- and is done well. Although we have known for decades that colorectal cancer can be caught in its earliest, precancerous state through screening, only about 60% of Americans 45-75 years old are up to date with screening. This is a tragedy because we could save many more lives by making screening more accessible through non-invasive screening methods like FIT," said Chyke Doubeni, MD, MPH, senior author of the study. Doubeni serves as chief equity officer at the Wexner Medical Center, associate director of diversity, equity and inclusion at the OSUCCC -- James and professor at The Ohio State University College of Medicine.

He said some people may not get screening coloscopy due to fear or embarrassment, which results in many people being diagnosed with the disease at more advanced, less treatable stages.

"The evidence shows that FIT done every year is as good as getting a colonoscopy every 10 years for screening people of average risk. This study should give individuals and their clinicians the confidence to use this noninvasive test for screening and find ways to deploy these tests in underserved communities where colorectal cancer screening rates are very low," said Doubeni.

He notes, however, that it is critical that anyone with a positive test to not delay getting a colonoscopy to follow up on an abnormal FIT result. Screening colonoscopy is a procedure where a thin tube with a tiny camera tip is inserted in the rectum to view the intestinal lining. Precancerous polyps can then be removed at the time of the procedure and early cancers are treated before getting to advance stage. FIT involves a stool sample that is collected at home and mailed to the laboratory where it is tested.

Study design and methods

For this new study, researchers evaluated information from 10,711 people who completed a FIT screening for colorectal cancer screening. Patients between the ages of 52 and 85 were identified across multiple medical centers between 2002 and 2017.




In addition to reducing the risk of colorectal cancer-related death by 33%, researchers observed a 42% lower risk for cancers occurring on the left side of the colon inclusive of rectal cancers. FIT screening was also associated with lower risk of colorectal cancer death among non-Hispanic Asian, non-Hispanic Black and non-Hispanic White people.

"Colorectal cancer screening works and is one of the best ways of decreasing deaths from colorectal cancer," said Douglas Corley, MD, PhD, a co-principal investigator and the chief research officer from Kaiser Permanente, Northern California. "This study, of at least one FIT screening in the last few years, confirms this method is an effective tool. It can be performed at home, and we anticipate that regular, annual use, as recommended, can result in even larger reductions in cancer deaths over time. In our setting, providing multiple methods for cancer screening has increased participation to over 80%, which has been associated with approximately a 50% reduction in colorectal cancer deaths."

Increasing access to at-home testing

The Wexner Medical Center and the OSUCCC -- James launched a pilot program to provide at-home colorectal cancer screening tests that is now also offered in the primary care clinics. The program is a first step in broader implementation to increase to screening.

According to the American Cancer Society, Black patients are 20% more likely to be diagnosed with colon cancer and 40% more likely to die of the disease compared to non-Hispanic white patients. People in the Appalachian region also have disproportionally high rates of death from colorectal cancer.

Collaborators in the National Cancer Institute-funded study include Douglas Corley, MD, PhD, Christopher Jensen, Theodore Levin, MD, Nirupa Ghai, PhD, Kimberly Cannavale, Wei Zhao, Kevin Selby, Skye Buckner-Petty, MPH, Ann Zauber, PhD, Robert Fletcher, MD, Noel Weiss, MD and Joanne Schottinger, MD.
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How evolution tamed a deadly virus and why we should still worry | ScienceDaily
The story of the rise and fall of western equine encephalitis as a lethal disease offers essential lessons about how a pathogen can gain or lose its ability to jump from animals to humans.


						
That story is captured in newly published research from Harvard Medical School that identifies the mechanisms the western equine encephalitis virus used to infect humans and matches changes in that ability over time to a decline in illness and deaths caused by the pathogen.

The study results, published July 24 in Nature, offer important lessons for public health experts looking to prepare for future outbreaks, the researchers said.

The work took many unexpected turns, the researchers said. The findings challenge some of the basic assumptions that scientists have relied on in their attempts to understand how viruses interact with human cells and what causes outbreaks to ebb and flow, such as the notion that any given virus targets one host receptor to gain entry and infect cells.

"This was a real scientific detective story," said study senior author Jonathan Abraham, associate professor of microbiology in the Blavatnik Institute at Harvard Medical School. "The virus kept surprising us and taught us some important lessons about how to study viruses."

The researchers identified the specific proteins expressed on host cells that different strains of the virus have used to infect a variety of animals, including horses, humans, and birds over the last century. Their findings tied differences in the virus's ability to sicken humans and horses to changes in the viral genome that left the virus unable to target proteins found in humans and horses, while leaving intact the virus's ability to infect birds and reptiles that serve as reservoirs for the virus.

The surprising diversity and variability in the virus's ability to infect host cells highlights the importance of studying viruses broadly across time, space, and host species to track potential outbreaks and monitor for emerging and re-emerging viruses.




A virus changes

The protagonist in the story is the western equine encephalitis virus (WEEV), a member of a viral family known as alphaviruses.

One key to understanding how a virus interacts with a host is identifying the precise path it takes to enter cells and cause infection.

WEEV and others in the alphavirus family typically attach a spike protein to a compatible protein -- the receptor -- on the surface of a host cell. Once attached to the host receptor, the virus enters the cell. Once inside the cell, the virus hijacks the cells' armamentarium to enable its own replication, spread, and survival.

The researchers made harmless replicas of various viral strains collected from different times and places and tested their ability to infect host cells in lab dishes. They also tested some of the strains in mice.

Several deadly strains of WEEV are known to cause severe brain inflammation in both horses and humans. Some years, thousands of horses were killed and hundreds of humans were sickened. Case fatality rates for people were as high as 15 percent in North America in the early and middle decades of the 20th century.




Abraham's group found that some of these early strains could stick their spike proteins to several different types of receptors to enter animal cells. That was an unexpected finding because the prevailing dogma in virology thus far has been that viruses typically attack by targeting only one type of host cell receptor.

The team observed that the strains circulating during the years of frequent outbreaks could use multiple receptors that are expressed on brain cells of humans and horses, including proteins known as PCDH10 and VLDLR.

Although the virus still circulates between birds, mosquitoes, and other animals, the most recent outbreak in the United States in humans was in 1987, according to the Centers for Disease Control and Prevention. Since then, there have been only five cases identified in the United States.

By contrast, when the researchers tested more recently isolated strains recovered from mosquitos in California in 2005, they found that the viral spike protein failed to recognize the human receptors, but could still interact with similar proteins found in birds.

Based on these findings, the researchers hypothesize that the virus had evolved, perhaps because horses can be vaccinated and are no longer prevalent enough in the agriculture or transportation industries to serve as effective amplifiers for the virus. Alternatively, the researchers note, the virus may have evolved through simple antigenic drifting, a process by which random mutations cause a series of small changes to a viral genome that, over time, may end up changing the way a virus interacts with its host. Whatever the reason, the researchers said, subtle shifts in the shape of the viral spike proteins changed the cellular receptors with which the virus could connect.

This change in targetable host receptors is likely the central reason why the virus "submerged" as a human pathogen in North America, the research team said. This newly gleaned appreciation of the dynamic complexity of viral receptors is an essential tool for understanding how this virus or others like it might one day re-emerge, the scientists said.

"We need to understand what happens to viruses when they submerge, to better prepare for when they re-emerge," said first author Wanyu Li, a Harvard Kenneth C. Griffin Graduate School of Arts and Sciences doctoral student in the virology program in the Harvard Division of Medical Sciences at HMS.

For example, knowing whether dangerous versions of the pathogen persist in isolated populations of insects, or if the virus has gained the ability to infect other animals, could provide important early warning signs for potential resurgences of illnesses that are thought to have disappeared.

A virus's complex behavior 

Through their experiments, the researchers discovered that certain old WEEV strains behaved differently than expected.

The team used eastern equine encephalitis virus -- a deadlier cousin of WEEV -- as a control in some experiments. In one test, the team found that an old strain of WEEV could use the same receptor as the eastern virus, which is something that newer WEEV strains could not do. They also found different strains of WEEV that used different receptors. Some strains could stick to avian versions of the receptor protein but not those expressed in human or equine cells.

The findings serve as an important reminder that viruses are part of a dynamic system and that the viruses themselves are dynamic, with subtle but significant differences across time and geography -- a notion that was powerfully underscored by the rapidly shapeshifting SARS-CoV-2 virus that fueled the COVID-19 pandemic, the researchers said.

"It was a wake-up call," Abraham said. "It's telling us that we can't just study one strain of a virus and assume we know the whole story. Viruses seem simple, but they're quite complex, and they're constantly changing."

Applying lessons to pandemic preparedness

In standard virology, researchers often only check a limited number of viral strains. These new findings show that that's not enough to truly understand the virus.

"There's so much more biology to be learned by exploring the diversity of these complex systems," Abraham said. He also noted that it's necessary to explore as much of that viral diversity as possible in order to prepare for possible outbreaks.

Many viruses circulate in insects and animals that live around us, Abraham said. Some, like the tick-borne infection Powassan, which is endemic in New England, occasionally flare up to cause deadly or debilitating disease.

There could be many reasons for the flare-ups, Abraham said. Are there different strains of Powassan that carry different levels of risk? Is it an environmental change or an evolutionary shift in the pathogen itself that causes new outbreaks? Looking at all these aspects and the breadth of viral diversity will help researchers predict and protect against outbreaks.

In another twist, as Abraham and his team conducted their experiments, a new outbreak of WEEV occurred in South America, which had also seen steep declines in the disease in recent years. The viral populations in South and North America appear to be genetically distinct, and the South American strain of the virus doesn't remain viable long enough for migrating birds to transfer it from one continent to the other regularly. Still, Abraham noted, the new outbreak in South America emphasizes the importance of vigilance and of improving scientific understanding of these volatile, shapeshifting viruses.

"WEEV's return caught everyone by surprise," Li said. "Now with its cellular host receptors known, we have the tools to understand the molecular aspects of WEEV's re-emergence."

Abraham and collaborators are now investigating the strains associated with recent outbreak in South America.

"One small shift in the viral genome, in the intensity of a rainy season that allows mosquitos to proliferate, or in the place humans live or work, could trigger an outbreak," Abraham said. "The more we know, the better we'll be able to protect ourselves."
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Spin qubits go trampolining | ScienceDaily
Researchers at QuTech developed somersaulting spin qubits for universal quantum logic. This achievement may enable efficient control of large semiconductor qubit arrays. The research group published their demonstration of hopping spins in Nature Communications and their work on somersaulting spins in Science.


						
In 1998, Loss and DiVincenzo published the seminal work 'quantum computation with quantum dots'. In their original work, hopping of spins was proposed as a basis for qubit logic, but an experimental implementation has remained lacking. After more than 20 years, experiments have caught up with theory. Researchers at QuTech -- a collaboration between the TU Delft and TNO -- have demonstrated that the original 'hopping gates' are indeed possible, with state-of-the-art performance.

Making control simple

Qubits based on quantum dots are studied worldwide as they are considered a compelling platform for the construction of a quantum computer. The most popular approach is to trap a single electron and to apply a sufficiently large magnetic field, allowing the spin of the electron to be used as a qubit and controlled by microwave signals.

In this work, however, the researchers demonstrate that no microwave signals are needed. Instead, baseband signals and small magnetic fields are sufficient to achieve universal qubit control. This is beneficial because it can significantly simplify the control electronics required to operate future quantum processors.

From hopping to somersaulting qubits

Controlling the spin requires hopping from dot to dot and a physical mechanism capable of rotating it. Initially, the proposal of Loss and DiVincenzo uses a specific type of magnet, which proved difficult to realize experimentally. Instead, the group at QuTech pioneered germanium. This semiconductor conveniently may by itself already allow for spin rotations. This is motivated by work published in Nature Communications, where Floor van Riggelen-Doelman and Corentin Deprez of the same group show that germanium can serve as a platform for hopping of spin qubits as a basis to make quantum links. They observed first indications of spin rotations.




When considering the difference between hopping and somersaulting qubits, think of quantum dot arrays as a trampoline park, where electron spins are like people jumping. Typically, each person has a dedicated trampoline, but they can hop over to neighbouring trampolines if available. Germanium has a unique property: just by jumping from one trampoline to the next, a person experiences a torque that makes them somersault. This property allows researchers to control the qubits effectively.

Chien-An Wang, first-author of the Science paper, specifies: "Germanium has the advantage of aligning spins along different directions in different quantum dots." It turned out that very good qubits can be made by hopping spins between such quantum dots. "We measured error rates less than a thousand for one-qubit gates and less than a hundred for two-qubit gates."

Somersaulting qubits in a trampoline park

Having established control over two spins in a four-quantum dot system, the team took it a step further. Instead of hopping spins between two quantum dots, the team also investigated hopping through several quantum dots. Analogously, this would correspond to a person that is hopping and somersaulting over many trampolines. Co-author Valentin John explains: "For quantum computing, it is necessary to operate and couple large numbers of qubits with high precision."

Different trampolines make people experience different torques when jumping, and similarly, hopping spins between quantum dots also result in unique rotations. It is thus important to characterize and understand the variability. Co-author Francesco Borsoi adds: "We established control routines that enables to hop spins to any quantum dot in a 10-quantum dot array, which allows us to probe key qubit metrics in extended systems."

Team effort

"I am proud to see all the teamwork" principal investigator Menno Veldhorst sums up. "In a time span of a year, the observation of qubit rotations due to hopping became a tool that is used by the entire group. We believe it is critical to develop efficient control schemes for the operation of future quantum computers and this new approach is promising."
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        Generation X and millennials in US have higher risk of developing 17 cancers compared to older generations
        A new large study suggests incidence rates continued to rise in successively younger generations in 17 of the 34 cancer types, including breast, pancreatic, and gastric cancers. Mortality trends also increased in conjunction with the incidence of liver (female only), uterine corpus, gallbladder, testicular, and colorectal cancers.

      

      
        Precision oncology via artificial intelligence on cancer biopsies
        An artificial intelligence method to detect biomarkers in tumor biopsies promises to cut weeks and thousands of dollars from cancer detection, extending the benefits of precision oncology to underserved and under-resourced patients.

      

      
        New small molecule could treat sickle cell disease in adults that don't respond to hydroxyurea, alone
        Researchers found a small molecule that increases fetal hemoglobin production in human blood stem cells and leads to fewer sickled red blood cells in mice, providing proof of principle for developing more effective therapeutics for sickle cell disease.

      

      
        The next generation of RNA chips
        An international research team has succeeded in developing a new version of RNA building blocks with higher chemical reactivity and photosensitivity. This can significantly reduce the production time of RNA chips used in biotechnological and medical research. The chemical synthesis of these chips is now twice as fast and seven times more efficient.

      

      
        Can this device prevent a stroke during a heart valve operation? New research shows potential benefit
        Recently published research shows a medical device may be beneficial for patients who have previously had a stroke and are planning to undergo a transcatheter aortic valve replacement, a type of heart valve operation.

      

      
        Are cardiovascular risk factors linked to migraine?
        Having high blood pressure, specifically high diastolic blood pressure, was linked to a slightly higher odds of ever having migraine in female participants, according to a new study. Diastolic pressure is when the heart is resting between beats. However, the study did not find an increased risk between other cardiovascular risk factors and migraine.

      

      
        Cannabinoid CBG reduces anxiety and stress in first human clinical trial
        A lesser-known cannabinoid that is gaining in popularity Cannabigerol (CBG) effectively reduced anxiety in a clinical trial without the intoxication typically associated with whole plant cannabis. It may even have some memory enhancing effects, according to a new study. For the study, researchers conducted the first human clinical trial investigating the acute effects of CBG on anxiety, stress and mood. The research revealed that 20 mg of hemp-derived CBG significantly reduced feelings of anxiety...

      

      
        Serotonin-producing neurons regulate malignancy in ependymoma brain tumors
        Researchers have discovered tumor-neuron interactions that regulate the growth of ependymoma brain tumors.

      

      
        Body appreciation varies across cultures
        People from different cultures show both similarities and differences in how body appreciation, sociocultural pressure, and internalization of thin ideals vary, according to a new study.

      

      
        Cracking the carb code: Researchers create new glycemic index database to improve dietary awareness
        Researchers create the first national glycemic index database, revealing how common foods impact health and contribute to chronic diseases.

      

      
        Human cells for cardiovascular research
        The innermost layer of blood vessels is formed by endothelial cells, which in turn play a role in the development of diseases of the cardiovascular system. Human endothelial cells are therefore required for the 'in vitro' investigation of the causes of these diseases. Researchers have now established a highly efficient, cost-effective and reproducible way to generate functional endothelial cells from human induced pluripotent stem cells (hiPSCs) for tests in cell culture dishes.

      

      
        Skin may hold key to neurodevelopmental disorder diagnosis
        A genetic diagnostic method using a small sample of skin from the upper arm could identify rare neurodevelopmental disorders in a non-invasive way, according to researchers.

      

      
        Surprising finding in glioblastomas
        Glioblastomas are highly aggressive, usually incurable brain tumors. If all therapeutic options are exhausted, patients have an average life expectancy of less than two years. Now researchers have made a surprising discovery: in the vicinity of glioblastomas, they found islands of highly potent immune cells in the neighboring bone marrow of the skull, which play a central role in defending against cancer. The new data may open up prospects for innovative therapies. On the other hand, they cast a ...

      

      
        AI opens door to safe, effective new antibiotics to combat resistant bacteria
        In a hopeful sign for demand for more safe, effective antibiotics for humans, researchers have leveraged artificial intelligence to develop a new drug that already is showing promise in animal trials.

      

      
        Most blood thinner dosing problems happen after initial prescription
        More than two-thirds of people taking blood thinners take direct oral anticoagulants, or DOACs, which are under- or over-prescribed in up to one in eight patients. A new study finds that most prescribing issues for DOACs occur after a provider writes the initial prescription. Researchers say the findings highlight why patients on DOACs need to be monitored consistently.

      

      
        AI boosts the power of EEGs, enabling neurologists to quickly, precisely pinpoint signs of dementia
        Scientists are using artificial intelligence (AI) and machine learning to analyze electroencephalogram (EEG) tests more quickly and precisely, enabling neurologists to find early signs of dementia among data that typically go unexamined.

      

      
        New principle for treating tuberculosis
        Researchers have succeeded in identifying and synthesizing a group of molecules that can act against the cause of tuberculosis in a new way. They describe that the so-called callyaerins act against the infectious disease by employing a fundamentally different mechanism compared to antibiotic agents used to date.

      

      
        Improving Alzheimer's disease imaging -- with fluorescent sensors
        Neurotransmitter levels in the brain can indicate brain health and neurodegenerative diseases like Alzheimer's. However, the protective blood-brain barrier (BBB) makes delivering fluorescent sensors that can detect these small molecules to the brain difficult. Now, researchers demonstrate a way of packaging these sensors for easy passage across the BBB in mice, allowing for improved brain imaging. With further development, the technology could help advance Alzheimer's disease diagnosis and treatm...

      

      
        Unique mechanism protects pancreatic cells from inflammation in mice
        The results of the new study could have significant implications for understanding diabetes.

      

      
        New AI tool predicts risk for chronic pain in cancer patients
        With 80% accuracy, an AI-trained tool could help doctors identify which patients to treat for chronic pain.

      

      
        Key challenges and promising avenues in obesity genetics
        Research on the genetics of obesity dates to the early 1920s, with many of the initial findings indicating the complexity and multifaceted nature of obesity perfectly resonating with more modern discoveries. Researchers have collected nearly a century's worth of considerations and advancements to frame their perspectives on modern research into the genetics of obesity.

      

      
        Scientists capture immune cells hidden in nasal passages
        Scientists uncover 'striking' immune cell populations poised to fight SARS-CoV-2 in upper airway.

      

      
        A new use for propofol in treating epilepsy?
        The general anesthetic propofol may hold the keys to developing new treatment strategies for epilepsy and other neurological disorders, according to a new study.

      

      
        This protein does 'The Twist'
        The NMDAR is involved in numerous cognitive functions including memory. Its movements are tightly coordinated like a choreographed dance routine. Scientists have now figured out how the protein performs a difficult 'Twist'-like dance move. The discovery could lead to new drug compounds that bind to NMDAR more effectively.

      

      
        Gut microbes implicated in bladder cancer
        Bladder cancer is the tenth most common type of cancer worldwide and is often linked to exposure to harmful chemicals, such as those found in tobacco smoke. A new study shows that the bacteria in our guts may play an important role in bladder cancer development. The scientists showed experimentally that certain gut bacteria can transform a class of carcinogens, often found in cigarette smoke, into related chemicals that accumulate in the bladder and give rise to tumors.

      

      
        Unraveling a key junction underlying muscle contraction
        Using powerful new visualization technologies, researchers have captured the first 3-D images of the structure of a key muscle receptor, providing new insights on how muscles develop across the animal kingdom and setting the stage for possible future treatments for muscular disorders.

      

      
        For bigger muscles push close to failure, for strength, maybe not
        When lifting weights, do you wonder how pushing yourself to the point of failure -- where you can't do another rep -- impacts your results? New research finds that if you're aiming for muscle growth, training closer to failure might be more effective. It doesn't matter if you adjust training volume by changing sets or reps; the relationship between how close you train to failure and muscle growth remains the same. For strength, how close you push to failure doesn't seem to matter as much.

      

      
        A brain fingerprint: Study uncovers unique brain plasticity in people born blind
        Neuroscientists reveal that the part of the brain that receives and processes visual information in sighted people develops a unique connectivity pattern in people born blind. They say this pattern in the primary visual cortex is unique to each person -- akin to a fingerprint.

      

      
        New high-resolution 3D maps show how the brain's blood vessels changes with age
        Researchers have identified mouse brain regions vulnerable to blood vessel degeneration, offering clues to the connection between vasculature and neurodegenerative disease.

      

      
        Genes or environment? A new model for understanding disease risk factors
        Researchers have developed a model that more accurately predicts how genetics and air pollution levels causally influence disease development.

      

      
        Study finds genetic variant among people who experience a rare recovery from ALS
        Though exceedingly rare, some people diagnosed with amyotrophic lateral sclerosis (ALS) partially or fully recover from the lethal neurodegenerative disease. A better understanding of this baffling phenomenon, reported in medical literature for at least 60 years, could point to potential new treatment approaches. To that end, researchers launched a study of ALS recovery patients and found certain genetic factors that appear to protect against the disease's typical assault on motor neurons.

      

      
        Mucus-based bio-ink could be used to print and grow lung tissue
        Lung diseases kill millions of people around the world each year. Treatment options are limited, and animal models for studying these illnesses and experimental medications are inadequate. Now, researchers describe their success in creating a mucus-based bioink for 3D printing lung tissue. This advance could one day help study and treat chronic lung conditions.

      

      
        Friendships in America may be in less peril than previously thought
        American adults may typically have more friends than indicated by other recent surveys, with fewer Americans having no friends at all -- though many would like closer friendships, according to a new study.

      

      
        Common blood tests could improve cancer diagnosis for people with stomach pain or bloating
        A new study looked at data from more than 400,000 people aged 30 or older in the UK who had visited a GP due to stomach pain and more than 50,000 who had visited their GP due to bloating.

      

      
        Peer influence can promote healthier shopping habits, study reveals
        A randomized trial conducted by health economists found that a bit of peer influence can nudge us to select healthier groceries.

      

      
        Working from home is stifling innovation
        Remote and hybrid working may be great for employees' work-life balance, but it may be stifling innovation, according to new research.

      

      
        Precise genetics: New CRISPR method enables efficient DNA modification
        A research group has developed a new method that further improves the existing CRISPR/Cas technologies: it allows a more precise and seamless introduction of tags into proteins at the gene level. This technology could significantly improve research on proteins in living organisms and opens up new possibilities for medical research.

      

      
        A tool for visualizing single-cell data
        Modern cutting-edge research generates enormous amounts of data, presenting scientists with the challenge of visualizing and analyzing it. Researchers have developed a tool for visualizing large data sets. The sCIRCLE tool allows users to explore single-cell analysis data in an interactive and user-friendly way.

      

      
        Using the term 'artificial intelligence' in product descriptions reduces purchase intentions
        Companies may unintentionally hurt their sales by including the words 'artificial intelligence' when describing their offerings that use the technology, according to a recent study. Researchers conducted experimental surveys with more than 1,000 adults in the U.S. to evaluate the relationship between AI disclosure and consumer behavior. The findings consistently showed products described as using artificial intelligence were less popular.

      

      
        'Holiday' or 'Vacation': Similar language leads to more cooperation
        'Holiday' or 'vacation', 'to start' or 'to begin', 'my friend's cat' or 'the cat of my friend' -- in our language, there are different ways of expressing the same things and concepts. But can the choice of a particular variant determine whether we prefer to cooperate with certain people rather than with others? A research team investigated this and showed that people are more likely to co-operate with others if they make similar linguistic choices in a conversation. The experiment suggests that t...

      

      
        How obstetric interventions affect the birthing experience
        The Childbirth Experience Questionnaire (CEQ2) was used to investigate how medical interventions influence the individual birth experience. The overall experience was rated positively.

      

      
        Arthritis drugs may relieve long COVID lung symptoms
        Researchers have identified a potential treatment for the respiratory symptoms of long COVID after discovering an unknown cause of the condition inside the lungs.

      

      
        What shapes a virus's pandemic potential? SARS-CoV-2 relatives yield clues
        Two of the closest known relatives to SARS-CoV-2 -- a pair of bat coronaviruses discovered by researchers in Laos -- may transmit poorly in people despite being genetically similar to the COVID-19-causing virus, a new study reveals. The findings provide clues as to why some viruses have greater 'pandemic potential' than others and how researchers might go about identifying those that do before they become widespread.

      

      
        Researchers discover high levels of non-coding RNAs in testes, suggesting new roles in sperm function and evolution
        Researchers have mapped the spatial distribution of around 700 long non-coding RNAs, otherwise known as lncRNAs, in the testes. The team discovered much higher levels of lncRNAs in the testes than had been previously estimated, indicating that lncRNAs may play a more significant role in male reproduction than previously believed.

      

      
        Study reveals link between transthyretin levels and heart disease risk
        Researchers reveal the impact of transthyretin protein levels on heart disease risk.

      

      
        Everyday activities aren't enough to protect against stroke
        Research shows that the physical activities we do as we go about our lives, at work or in the home, aren't enough to protect us from having a stroke. However, exercising in our free time and using active modes of transport are associated with a decreased risk of stroke.

      

      
        Preclinical study explores approved drug for ovarian cancer
        An iron-binding drug that is already approved for treatment of other diseases could provide a novel way to attack ovarian tumors, according to a new study. The preclinical study combined the analysis of human ovarian tumors and animal models of the disease.

      

      
        How an emerging disease in dogs is shedding light on cystic fibrosis
        A canine gallbladder disease that involves the accumulation of abnormal mucus similar to that seen in human cystic fibrosis (CF) patients is caused by improper expression of the gene associated with CF in humans. The finding could have implications for human CF patients as well as for animal models of CF.

      

      
        Fetal brain impacted when mom fights severe flu: New mouse study explains how
        New research using live mouse-adapted influenza virus improves upon previous mouse experiments to explain how maternal infection impacts fetal brain development. The study also indicates fetal brain changes are more likely once the severity of the mother's infection meets a specific threshold.

      

      
        New drug candidate blocks resistance to cancer therapies
        A team of researchers has designed a molecule that impairs signaling mediated by two key drivers of cancer therapy resistance.
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Generation X and millennials in US have higher risk of developing 17 cancers compared to older generations | ScienceDaily
A new large study led by researchers at the American Cancer Society (ACS) suggests incidence rates continued to rise in successively younger generations in 17 of the 34 cancer types, including breast, pancreatic, and gastric cancers. Mortality trends also increased in conjunction with the incidence of liver (female only), uterine corpus, gallbladder, testicular, and colorectal cancers. The report will be published today in the journal The Lancet Public Health.


						
"These findings add to growing evidence of increased cancer risk in post-Baby Boomer generations, expanding on previous findings of early-onset colorectal cancer and a few obesity-associated cancers to encompass a broader range of cancer types," said Dr. Hyuna Sung, lead author of the study and a senior principal scientist of surveillance and health equity science at the American Cancer Society. "Birth cohorts, groups of people classified by their birth year, share unique social, economic, political, and climate environments, which affect their exposure to cancer risk factors during their crucial developmental years. Although we have identified cancer trends associated with birth years, we don't yet have a clear explanation for why these rates are rising."

In this analysis, researchers obtained incidence data from 23,654,000 patients diagnosed with 34 types of cancer and mortality data from 7,348,137 deaths for 25 types of cancer for individuals aged 25-84 years for the period Jan 1, 2000, to Dec 31, 2019, from the North American Association of Central Cancer Registries and the U.S. National Center for Health Statistics, respectively. To compare cancer rates across generations, they calculated birth cohort-specific incidence rate ratios and mortality rate ratios, adjusted for age effect and period effect, by birth years, separated by five-year intervals, from 1920 to 1990.

Researchers found that incidence rates increased with each successive birth cohort born since approximately 1920 for eight of 34 cancers. In particular, the incidence rate was approximately two-to-three times higher in the 1990 birth cohort than in the 1955 birth cohort for pancreatic, Kidney, and small intestinal cancers in both male and female individuals; and for liver cancer in female individuals. Additionally, incidence rates increased in younger cohorts, after a decline in older birth cohorts, for nine of the remaining cancers including breast cancer (estrogen-receptor positive only), uterine corpus cancer, colorectal cancer, non-cardia gastric cancer, gallbladder cancer, ovarian cancer, testicular cancer, anal cancer in male individuals, and Kaposi sarcoma in male individuals. Across cancer types, the incidence rate in the 1990 birth cohort ranged from 12% for ovarian cancer to 169% for uterine corpus cancer higher than the rate in the birth cohort with the lowest incidence rate. Notably, mortality rates increased in successively younger birth cohorts alongside incidence rates for liver cancer (female only), uterine corpus, gallbladder, testicular, and colorectal cancers.

"The increase in cancer rates among this younger group of people indicate generational shifts in cancer risk and often serve as an early indicator of future cancer burden in the country. Without effective population-level interventions, and as the elevated risk in younger generations is carried over as individuals age, an overall increase in cancer burden could occur in the future, halting or reversing decades of progress against the disease," added Dr. Ahmedin Jemal, senior vice president, surveillance and health equity science at the American Cancer Society and senior author of the study. "The data highlights the critical need to identify and address underlying risk factors in Gen X and Millennial populations to inform prevention strategies."

"The increasing cancer burden among younger generations underscores the importance of ensuring people of all ages have access to affordable, comprehensive health insurance, a key factor in cancer outcomes," said Lisa Lacasse, president of the American Cancer Society Cancer Action Network (ACS CAN). "To that end, ACS CAN will continue our longstanding work to urge lawmakers to expand Medicaid in states that have yet to do so as well as continue to advocate for making permanent the enhanced Affordable Care Act tax subsidies that have opened the door to access to care for millions."
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Precision oncology via artificial intelligence on cancer biopsies | ScienceDaily
A new generation of artificial intelligence (AI) tools designed to allow rapid, low-cost detection of clinically actionable genomic alterations directly from tumor biopsy slides has been developed by a team led by engineers and medical researchers at University of California San Diego.


						
A paper describing the new AI protocol for examining routine biopsies, called DeepHRD, was recently published in the Journal of Clinical Oncology.

Senior author Ludmil Alexandrov, Ph.D., professor of bioengineering and professor of cellular and molecular medicine at UC San Diego, says the new method is designed to save weeks and thousands of dollars from clinical oncology treatment workflows for breast and ovarian cancers.

The team says their work represents an enormous step forward in the global efforts to eliminate the delays and health inequalities that have confounded the promise of precision medicine for cancer patients. Big picture: To develop new AI tools that can complement or replace the expensive and time-consuming genomic testing required to determine the best first-line cancer treatment specific for each individual patient.

"A cancer patient today can expect to wait crucial weeks after their initial tumor diagnosis for a standard genomic test, resulting in life-threatening delays in treatment," said Alexandrov. "It is very concerning that high costs and time delays render lifesaving treatment protocols inaccessible for most patients, disproportionately impacting resource-constrained settings."

At UC San Diego, this work represents a collaboration spanning all across campus, including the Department of Cellular and Molecular Medicine in the UC San Diego School of Medicine, the Shu Chien-Gene Lay Department of Bioengineering at the UC San Diego Jacobs School of Engineering, Institute of Engineering in Medicine, Department of Medicine, and the UC San Diego Moores Cancer Center.

It was the potential of precision oncology to tailor an individual patient's treatment options that motivated the collaborators, said Erik Bergstrom, Ph.D., lead author of the study and a postdoctoral researcher in Alexandrov's lab, which bridges bioengineering and medicine.




"Unfortunately, high costs, tissue requirements and slow turnaround times have hindered the widespread use of precision oncology, leading to suboptimal -- potentially detrimental -- treatment for cancer patients," Bergstrom said. "We wanted to see if we could develop a completely different approach to resolve this serious issue by designing AI to circumvent the need for genomic testing."

Bergstrom said the collaborators focused on leveraging the minimum amount of patient information that is available early in the diagnostic process. He explained that virtually every cancer patient undergoes a tumor biopsy, a tissue sample that is routinely processed and examined through a light microscope. The process was developed in the late 19th century and is still the standard backbone of early clinical oncology workflows today.

"Our AI, applied directly to a traditional tissue slide, allows accurate, instantaneous detection of cancer genomic biomarkers," Bergstrom said. He explained that the team focused on AI identification of a specific biomarker for homologous recombination deficiency (HRD), a condition in which a cancerous cell loses a specific DNA damage repair mechanism.

Bergstrom pointed out that patients with ovarian or breast cancers harboring HRD generally respond well to platinum and PARP (poly-ADP ribose polymerase) therapies, two common forms of chemotherapy.

"This AI approach saves the patient critical time," Alexandrov added. "Oncologists can prescribe treatment immediately after initial tissue diagnosis. Remarkably, the AI test has a negligible failure rate, while current genomic tests have a failure rate of 20 to 30 percent, necessitating re-testing, or even invasive re-biopsy."

The study's co-senior author Scott Lippman, M.D., UC San Diego distinguished professor of medicine, Center for Engineering and Cancer, and Moores Cancer Center member, said the new technology will remove barriers of time and money to allow immediate, universal access and equality to actionable genomic biomarker detection -- required for precision therapy -- for people with advanced cancers. The extraordinary aspect of this breakthrough AI, is that it will benefit highly-informed, -resourced populations, and remarkably, will close the severe disparities 'gap' in precision medicine, especially in resource-constrained, remote regions worldwide where testing is not yet extant.




"The era of precision oncology took off in the late 90s, but recent U.S. studies show that the vast majority of cancer patients are not getting FDA-approved precision therapy," Lippman said. "And the prime reason is because they're not getting tested. As a clinical oncologist -- and I've been doing this for nearly 40 years -- there is no question that this approach is the future of precision oncology."

The AI technology behind DeepHRD is protected by provisional patents through UC San Diego, which have been licensed to io9, a company with strong involvement by Alexandrov, Bergstrom and Lippman, and the goal to move this AI platform into the clinical arena as quickly as possible to make precision therapy real for patients with cancer by getting them onto the precise treatments they need faster. The authors expect that the same technology could be applied to most other genomic biomarkers and many forms of cancer.

Affiliations: The authors have the affiliations noted above: Ludmil B. Alexandrov has appointments at UC San Diego Moores Cancer Center, School of Medicine Department of Cellular and Molecular Medicine, Sanford Stem Cell Institute and the Department of Bioengineering at the Irwin & Joan Jacobs School of Engineering. Erik N. Bergstrom is affiliated with Moores Cancer Center and Department of Cellular and Molecular Medicine. Scott M. Lippman has appointments at Moores Cancer Center, Department of Medicine; and is a Member & Board of Advisors and Co-director of the Center for Engineering and Cancer, Institute of Engineering in Medicine. Other co-authors are Ammal Abbasi and Marcos Diaz-Gay, both of Moores Cancer Center and Department of Cellular and Molecular Medicine and the Jacobs School of Engineering Department of Bioengineering; Loick Galland and Sylvain Ladoire, both of the Department of Medical Oncology and the Platform of Transfer in Biological Oncology Centre, Georges-Francois Leclerc Cancer Center and University of Burgundy-Franche, France.

Funding: This work was funded by U.S. National Institutes of Health grants R01ES032547 and U01DE033345 to Ludmil B. Alexandrov, and P30 CA023100 to Scott M. Lippman, as well as by a Curebound Targeted grant and UC San Diego start-up funding to Alexandrov. The research in this study was also supported by UC San Diego Sanford Stem Cell Institute.
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New small molecule could treat sickle cell disease in adults that don't respond to hydroxyurea, alone | ScienceDaily
Sickle cell disease, while rare, is the most common inherited blood disorder and affects over 100,000 people in the United States, more than 90% of whom are Black according to the Centers for Disease Control and Prevention. Although a medication called hydroxyurea can alleviate pain and lower the number of hospital visits, not all adults respond well to this treatment. Researchers at Boston Medical Center (BMC) discovered a new small molecule that could lead to less sickled red blood cells and improved symptoms. The findings, published in Science Advances on July 31, 2024, provide proof of principle for developing more effective therapeutics.


						
"We've uncovered a promising approach that can offer hope to patients with sickle cell disease who have not responded to traditional treatments," says Shuaiying Cui, PhD, senior author on the paper and researcher at BMC's Center of Excellence in Sickle Cell Disease.

In sickle cell disease, red blood cells become "sickle" or crescent-shaped due to a genetic mutation affecting hemoglobin -- a protein that carries oxygen from the lungs to other tissues. The mutation makes hemoglobin molecules stick together, blocking blood flow and leading to episodes of severe pain in patients. However fetal hemoglobin, which people usually stop making after birth, can reduce the number of sickled red blood cells. Hydroxyurea works by boosting fetal hemoglobin but can cause toxicity and does not help everyone.

The researchers in this study tested the effects of a small molecule targeting the peroxisome proliferator-activated receptor gamma coactivator 1- a (PGC-1 a), a protein found in fat tissue that plays a role in the maturation and survival of red blood cells, on fetal hemoglobin production and sickled cells.

The team found that the molecule, SR-18292, increases fetal hemoglobin production in human blood stem cells and leads to fewer misshapen red blood cells in mice with sickle cell disease. This suggests that SR-18292 can improve sickle cell disease pathology on its own. When combined with hydroxyurea, though, SR-18292 had an even larger effect on fetal hemoglobin production. "Our research shows that combining a small molecule with hydroxyurea enhances the production of fetal hemoglobin through different mechanisms. This could provide a vital new treatment option for sickle cell disease patients who don't respond well to hydroxyurea alone," says Cui, an associate professor of hematology and medical oncology at Boston University Chobanian & Avedisian School of Medicine.

To determine if SR-18292 affects genes that control the production of fetal hemoglobin, the researchers did single-cell RNA-sequencing in human blood stem cells treated with the molecule. The team discovered many genes with differing expressions after treatment with SR-18292, including downregulation of BCL11A, which normally represses the production of fetal hemoglobin and is the gene targeted by the first CRISPR editing therapy for sickle cell disease.

Therapies approved by the FDA recently for sickle cell disease and being offered to patients at BMC are costly and cannot yet be scaled to treat patients across the globe due to the complexity of the procedures. Cui hopes that this study is the first step towards developing a therapy that can treat patients in under-resourced communities.

"This breakthrough represents a significant step forward in BMC's quest for more effective therapies to treat sickle cell disease for all patients. Someday we hope that our drug can be applied to patients across the globe who might not have access to existing gene therapies for the condition," says Cui.
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The next generation of RNA chips | ScienceDaily
An international research team led by the University of Vienna has succeeded in developing a new version of RNA building blocks with higher chemical reactivity and photosensitivity. This can significantly reduce the production time of RNA chips used in biotechnological and medical research. The chemical synthesis of these chips is now twice as fast and seven times more efficient. The results of the research were recently published in the journal Science Advances.


						
The emergence and approval of RNA-based medical products, such as mRNA vaccines during the COVID-19 pandemic, has brought the RNA molecule into the public eye. RNA (ribonucleic acid) is an information-carrying polymer -- a chemical compound made up of similar subunits -- but with far greater structural and functional diversity than DNA. About 40 years ago, a method was developed for the chemical synthesis of DNA and RNA, in which any sequence can be assembled from DNA or RNA building blocks using phosphoramidite chemistry. The assembly of a nucleic acid chain is carried out step by step using these special chemical building blocks (phosphoramidites). Each building block carries chemical 'protecting groups' that prevent unwanted reactions and ensure the formation of a natural link in the nucleic acid chain.

Overcoming challenges

This chemical method is also used in the production of microchips (microarrays), where millions of unique sequences can be synthesised and analysed simultaneously on a solid surface the size of a fingernail. While DNA microarrays are already widely used, adapting the technology to RNA microarrays has proved difficult due to the lower stability of RNA.

In 2018, the University of Vienna demonstrated how high-density RNA chips can be produced through photolithography: by precisely positioning a beam of light, areas on the surface can be prepared for the attachment of the next building block through a photochemical reaction. Although this first report was a world first and remains unrivalled, the method suffered from long production times, low yields and poor stability. This approach has now been greatly improved.

Development of a new generation of RNA building blocks

A team from the Institute of Inorganic Chemistry at the University of Vienna, in collaboration with the Max Mousseron Institute for Biomolecules at the University of Montpellier (France), has now developed a new version of RNA building blocks with higher chemical reactivity and photosensitivity. This advance significantly reduces the production time of RNA chips, making synthesis twice as fast and seven times more efficient. The innovative RNA chips can be used to screen millions of candidate RNAs for valuable sequences for a wide range of applications.




"Making RNA microarrays containing functional RNA molecules was simply out of reach with our earlier setup, but it is now a reality with this improved process using the propionyloxymethyl (PrOM) protecting group," says Jory Lietard, Assistant Professor at the Institute of Inorganic Chemistry.

As a direct application of these improved RNA chips, the publication features a study of RNA aptamers, small oligonucleotides that specifically bind to a target molecule. Two "light-up" aptamers that produce fluorescence upon binding to a dye were chosen and thousands of variants of these aptamers were synthesized on the chip. A single binding experiment is sufficient to obtain data on all variants simultaneously, which opens the way for the identification of improved aptamers with better diagnostic properties.

"High-quality RNA chips could be especially valuable in the rapidly growing field of non-invasive molecular diagnostics. New and improved RNA aptamers are critically sought after, such as those that can track hormone levels in real-time or monitor other biological markers directly from sweat or saliva," says Tadija Keki?, PhD candidate in the group of Jory Lietard.

This work was financially supported by a joint grant of the Agence Nationale pour la Recherche/Austrian Science Fund (FWF International Program I4923).
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Can this device prevent a stroke during a heart valve operation? New research shows potential benefit | ScienceDaily
Recently published research shows a medical device may be beneficial for patients who have previously had a stroke and are planning to undergo a transcatheter aortic valve replacement, a type of heart valve operation.


						
Neel Butala, MD, an assistant professor in the Division of Cardiology at the University of Colorado Department of Medicine, is the first author of the article, which was presented as a late-breaking clinical trial at the New York Valves 2024 conference and simultaneously published in Circulation: Cardiovascular Interventions, an American Heart Association journal.

The study aimed to gather more information on how beneficial a cerebral embolic protection device was at mitigating the risk of a stroke during a transcatheter aortic valve replacement.

"This device had been approved, but we didn't really know if it was useful or not," Butala says. "By using a large dataset, we tried to find answers, and we ultimately found that patients who have had a prior stroke are the most likely to benefit from the device."

What is TAVR?

A transcatheter aortic valve replacement -- also referred to as TAVR -- is a less invasive procedure for patients with severe aortic stenosis.

"Aortic stenosis is a narrowing of the aortic valve which allows blood to flow out of your heart to your body, and narrowing of this valve causes your heart to work more," Butala says. "The valve does narrow over time as people get older, but some people have severe narrowing. When this happens and a person experiences symptoms, we need to act and replace the valve."

For many years, the traditional way of addressing severe aortic stenosis was open heart surgery. However, because many people with severe aortic stenosis are in their 70s and 80s, they are often not good surgical candidates.




"TAVR was developed as a minimally invasive approach. We go in through an artery in the leg and basically put a long, thin tube across the aortic valve. Then, through that tube, we deliver a scrunched up aortic valve," he says. "We can blow up a balloon on the inside of the aortic valve to allow the new transcatheter valve to expand to its normal height, or we can use a self-expanding transcatheter valve.

"This puts a new valve inside of your existing aortic valve, and that allows blood to flow and leave the heart without any narrowing," he adds.

Trying to mitigate the risk of stroke

Nowadays, transcatheter valve replacement has become streamlined and there generally are low risks of complications, Butala explains.

"However, one complication that remains is a stroke. When you expand the new valve inside the existing valve, flecks of calcium can go to the brain, which may lead to blockages of blood vessels in the brain and a stroke," he says. "In roughly 1.5% to 2% of all cases, there is a stroke as a byproduct of the procedure. It's a persistent complication that we haven't really solved yet, and thus far, there have not been good predictors of who gets a stroke."

To address this, a device -- called an embolic protection device -- was developed to prevent a stroke by putting filters in the blood vessels that go to the brain.




"There is only one device available on the market currently in the U.S.," Butala says. "It essentially has little baskets that protect three of the four blood vessels that go to the brain from the heart. The thinking is, if there are chunks of calcium, they will be captured in these baskets that will then be removed and a stroke will be prevented."

Despite the intuitive nature of these devices, the data supporting them was lacking. There have been several studies on whether embolic protection devices reduce stroke during a transcatheter aortic valve replacement, and a lot of them had mixed results.

"Previously, we did a large observational study using a dataset that includes all transcatheter aortic valve replacements in the U.S. From our analysis, we found that there was no difference in stroke after the procedure regardless of whether you used the device or not," he says.

In a randomized trial, called the PROTECTED-TAVR trial, data showed the device did not reduce the incidence of strokes happening within 72 hours of the procedure. However, the data suggested the device did lead to a 62% reduction in "disabling stroke," meaning a stroke that is of greater severity and leads to more disabling symptoms.

"With the mixed results, there was still controversy as to the utility of this device. The medical field was still confused -- should we use this device or not?" Butala says.

Investigating whether the device reduces disabling stroke

Given the mixed results of the PROTECTED-TAVR trial, Butala's research article focused on the efficacy of the device in reducing disabling stroke.

The investigators decided to use discharge location information from a data registry as a marker of how severe a patient's stroke was.

"The thinking is, if you get discharged from the hospital and go to a care facility, such as a nursing home or rehabilitation facility, then your stroke was probably more disabling than if you were discharged home," he says. "Ultimately, we developed a novel method for identifying a disabling stroke."

The study population consisted of 414,649 patients. Of those, 53,398 patients received an embolic protection device. This is the largest study to date among patients undergoing a transcatheter aortic valve replacement.

Overall, the data showed the use of the device was associated with a small, borderline significant reduction in disabling stroke -- a much smaller reduction than what the PROTECTED-TAVR trial found, Butala explains. The device was not associated with a reduction in non-disabling stroke.

"A theory for why there was not a reduction in non-disabling stroke is that there may be tiny calcium particles that are able to float by the baskets, or maybe the baskets themselves, as they are placed in the body, can damage the blood vessels and cause a tiny stroke," he says.

The investigators also found that the benefit of the device was greater among those who had previously had a stroke compared to those who had never had a stroke before.

"The data shows that for this subgroup of people with a prior stroke, there was a significant benefit of a decent magnitude. This is the first time anyone has ever found a subgroup that would benefit from this device," he says. "A potential recommendation may be that this device should be used more routinely for patients who have had a prior stroke. For other patients, it's unclear if the device will benefit them.

"I don't think it's going to cause harm, but there is a cost to the device in terms of time and money," he adds.

Looking ahead, Butala hopes to see more innovators developing devices that can do an even better job at protecting patients.

"There's obviously a need for innovation here to really find something that can protect against stroke for patients undergoing a transcatheter aortic valve replacement, because this procedure is becoming more and more popular, even among younger patients," he says.

"The overall efficacy of this device is still an unsolved problem," he adds. "We added more information through our findings that the device can reduce disabling stroke in some patients, although the magnitude is small. But as these devices are being used on even younger patients, we need to get a better sense of what we can do to prevent strokes."
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Are cardiovascular risk factors linked to migraine? | ScienceDaily
Having high blood pressure, specifically high diastolic blood pressure, was linked to a slightly higher odds of ever having migraine in female participants, according to a new study published in the July 31, 2024, online issue of Neurology(r), the medical journal of the American Academy of Neurology. Diastolic pressure is when the heart is resting between beats. However, the study did not find an increased risk between other cardiovascular risk factors and migraine.


						
"Previous research shows that migraine is linked to a higher risk of cardiovascular events such as stroke, heart disease and heart attack, but less is known about how risk factors for cardiovascular events relate to having migraine," said study author Antoinette Maassen van den Brink, PhD, of Erasmus MC University Medical Center in Rotterdam, the Netherlands. "Our study looked at well-known risk factors for cardiovascular disease, such as diabetes, smoking, obesity and high cholesterol and found an increased odds of having migraine only in female participants with higher diastolic blood pressure."

The study involved 7,266 people, male and female, with a median age of 67 years, of whom 15% had previous or current migraine.

All participants had physical exams and provided blood samples. They were also asked questions about migraine, including if they had ever experienced a headache with severe pain that affected their daily activities.

After adjusting for multiple cardiovascular risk factors such as physical activity, as well as education level, researchers found female participants with higher diastolic blood pressure had 16% increased odds of having migraine per standard deviation increase in diastolic blood pressure. An increase per standard deviation is a measure to compare the diastolic blood pressure with other cardiovascular risk factors. No associations were found for systolic blood pressure. Maasen van den Brink said this contributes to the theory that migraine is associated with a slightly reduced function of the small blood vessels rather than a reduced function of the large blood vessels.

There were no associations for female participants with high cholesterol or obesity, and current smoking was associated with 28% lower odds of having migraine and diabetes with 26% lower odds of having migraine. Maassen van den Brink said, "These results should be interpreted with caution, as they do not prove that smoking causes a lower risk of migraine. Instead, smoking might trigger migraine attacks and therefore, people who choose to smoke are less likely to be people who have migraine."

In male participants, researchers found no associations between cardiovascular risk factors and migraine.

"Our study suggests that overall, migraine is not directly related to traditional risk factors for cardiovascular disease," said Maassen van den Brink. "Because we looked at people who were middle-age and older, future studies are needed in younger groups of people who are followed for longer periods of time."

A limitation of the study was the small number of male participants with migraine. Maassen van den Brink said this could help explain why they found no associations for male participants between cardiovascular risk factors and migraine.

The study was funded by the Dutch Research Council.
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Cannabinoid CBG reduces anxiety and stress in first human clinical trial | ScienceDaily
A lesser-known cannabinoid that is gaining in popularity Cannabigerol (CBG) effectively reduced anxiety in a clinical trial without the intoxication typically associated with whole plant cannabis. It may even have some memory enhancing effects, according to a new study in Scientific Reports.


						
For the study, Carrie Cuttler, an associate professor of psychology at Washington State University, and colleagues conducted the first human clinical trial investigating the acute effects of CBG on anxiety, stress and mood.

The research revealed that 20 mg of hemp-derived CBG significantly reduced feelings of anxiety at 20, 45 and 60 minutes after ingestion compared to a placebo. Stress ratings also decreased at the first time point compared to the placebo. The findings align with survey data from a previous study led by Cuttler that indicated 51% of CBG users consume it to decrease anxiety, with 78% asserting its superiority over conventional anxiety medications.

"CBG is becoming increasingly popular, with more producers making bold, unsubstantiated claims about its effects," Cuttler said. "Our study is one of the first to provide evidence supporting some of these claims, helping to inform both consumers and the scientific community."

For the study, Cuttler's team at WSU and colleagues at the University of California, Los Angeles, conducted a double-blind, placebo-controlled, experimental trial with 34 healthy cannabis users. The participants completed two sessions over Zoom during which they provided baseline ratings of their anxiety, stress and mood.

They then ingested either 20 mg of hemp-derived CBG or a placebo tincture mailed to them ahead of time. The participants then rerated their mood, stress, anxiety and other variables such as feelings of intoxication and whether they liked how the drug made them feel at three different time points post-ingestion. Additionally, they reported on potential side effects like dry eyes and mouth, increased appetite, heart palpitations and sleepiness.

The sessions were repeated a week later with the participants taking the alternate product prior to completing the same assessments. The design ensured that neither the participants nor the research assistants knew which product was administered.




One of the most surprising outcomes was CBG's effect on memory. Contrary to expectations based on THC's known effects on memory, CBG significantly enhanced the ability to recall lists of words. Participants were able to recall more words after taking 20 mg of CBG than after taking a placebo.

"We triple-checked to ensure accuracy, and the enhancement was statistically significant," Cuttler said.

Furthermore, the study found that CBG did not produce cognitive or motor impairments, or other adverse effects commonly associated with THC, the psychoactive ingredient in cannabis. Participants in the experimental group reported low intoxication ratings and minimal changes in symptoms like dry mouth, sleepiness and appetite. Contrary to previous self-report surveys where users touted CBG's antidepressant effects, the participants in the current study did not report significant mood enhancement after taking CBG.

While the research is promising, Cuttler cautions the results should be interpreted carefully due to the study's limitations. The use of experienced cannabis users, the modest dose of CBG and the timing of assessments might have influenced the findings. Additionally, the study's remote nature, conducted via Zoom, and lack of physiological measurements further constrain the conclusions.

"We need to avoid claims that CBG is a miracle drug. It's new and exciting, but replication and further research are crucial," Cuttler said. "Ongoing and future studies will help build a comprehensive understanding of CBG's benefits and safety, potentially offering a new avenue for reducing feelings of anxiety and stress without the intoxicating effects of THC."

Moving forward, Cuttler and her team are designing a new clinical trial to replicate their findings and include physiological measures such as heart rate, blood pressure and cortisol levels. They also plan to extend the research to non-cannabis users. Additionally, Cuttler is planning a study on CBG's effects on menopause symptoms in women.
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Serotonin-producing neurons regulate malignancy in ependymoma brain tumors | ScienceDaily

"Ependymomas are the third most common type of pediatric brain tumors," said co-corresponding author, Dr. Benjamin Deneen professor and Dr. Russell J. and Marian K. Blattner Chair in the Department of Neurosurgery, director of the Center for Cancer Neuroscience and a member of the Dan L Duncan Comprehensive Cancer Center at Baylor. "These tumors are aggressive, resistant to chemotherapy and lack tumor-specific therapies, leading to poor survival."

"We have not made an impact on patient survival in the last three decades. A major factor has been a poor understanding of the disease. The motivation of our collaborative work with the Deneen lab is to dissect the biology of these tumors as a basis for developing new therapies," said co-corresponding author Dr. Stephen Mack, associate member at St. Jude Children's Research Hospital and member of the Department of Neurobiology, Neurobiology and Brain Tumor Program and Center of Excellence in Neuro-Oncology Sciences.

Previous studies have shown in other types of brain tumors that brain activity surrounding the tumor can influence its growth. "In the current study, we investigated whether brain activity played a role in ependymoma growth, specifically in a very aggressive type driven by a protein called ZFTA-RELA," said first author Hsiao-Chi Chen, a graduate student in the Deneen lab. "In collaboration with the Mack lab, we developed an animal model to study this rare pediatric brain tumor and validated these findings in human tumor samples."

The researchers discovered evidence of abnormal neuronal activity in ependymoma's environment and investigated whether it affected ependymoma growth. They found that while hyperactivity of some neural circuits promoted tumor growth, hyperactivity of other neural circuits surprisingly reduced tumor growth, which had not been described before. Their study revealed a novel chain of events at play that regulates tumor growth, which may hold therapeutic applications.

"First, we found that normal neurons located in the brain region called dorsa raphe nucleus (dRN) project towards the cortex, where ependymoma grows. These neurons secrete serotonin, a brain chemical that carries messages between nerve cells, which surprisingly slows tumor growth," Chen said.

Interestingly, ependymoma cells carry a serotonin transporter, a molecule that imports serotonin within the cell. "We were surprised to discover that serotonin enters ependymoma cells and binds to histone H3, a protein that is tightly associated with DNA," Chen said. "Histone serotonylation, the addition of serotonin to histone, regulated tumor growth. Promoting it enhanced tumor growth while preventing it slowed down ependymoma growth in animal models."

"Discovering histone serotonylation in ependymoma piqued our interest because a previous study from our lab had revealed that adding serotonin to histones affects which genes the cell turns on," Deneen said.




The team discovered that histone serotonylation in ependymoma increases the expression of transcription factors, genes that regulate the expression of other genes," Chen said. "We focused on transcription factor ETV5 whose overexpression accelerated tumor growth. But how does it do it?"

The next experiments showed that ETV5 expression triggers changes in the 3D structure of chromatin, the combination of DNA and proteins that forms chromosomes. The 3D changes prevent the activation of genes encoding neurotransmitters, molecules that mediate neural activity. The team focused on a neurotransmitter called neuropeptide Y (NPY) and found that growing tumors have little NPY. Restoring the levels of NPY in tumors slowed down tumor progression and tumor-associated neural hyperactivity through the remodeling of surrounding synapses or neuron-to-neuron communication.

"We knew that brain tumors release factors that remodel synapses towards hyperactivity. Here we found the opposite also can happen, that ependymoma tumors can release factors that suppress excitatory synaptic remodeling and that repressing this mechanism is essential for tumor progression," Deneen said.

"I am excited that this work has redefined our understanding of how brain tumor cells grow, and how they take advantage of factors in their surrounding environment to initiate tumors," Mack said. "I am equally excited that this work has revealed many new avenues for research that may in the future lead to new therapies, which is desperately needed for this devastating disease."

Other contributors to this work include Peihao He, Malcolm McDonald, Michael R. Williamson, Srinidhi Varadharajan, Brittney Lozzi, Junsung Woo, Dong-Joo Choi, Debosmita Sardar, Emmet Huang-Hobbs, Hua Sun, Siri Ippagunta, Antrix Jain, Ganesh Rao, Thomas E. Merchant, David W. Ellison, Jeffrey L. Noebels and Kelsey C. Bertrand. The authors are affiliated with Baylor College of Medicine or St. Jude Children's Research Hospital.

This work was supported by U.S. National Institutes of Health grants R35-NS132230, R01-NS124093, R01-CA284455, R01-CA223388, R01-NS116361, R01-CA280203 and U01-CA281823; the National Cancer Institute Cancer Target Discovery and Development grant U01-CA217842; an Alex's Lemonade Stand 'A' Award; St Jude Children's Research Hospital Transcription Collaborative; the ALSAC Foundation and the Cancer Prevention Research Institute of Texas (CPRIT) grants (RP210027, F31-CA243382, T32-5T32HL092332-19, 1K99-DC019668 and AHA-23POST1019413). Further support was provided by the David and Eula Wintermann Foundation and the Adrienne Helis Malvin Medical Research Foundation, a Dan L. Duncan Comprehensive Cancer Center NIH award (P30 CA125123), a CPRIT Core Facility Award (RP210227), the Eunice Kennedy Shriver National Institute of Child Health and Human Development of the National Institutes of Health under award number P50HD103555.
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Body appreciation varies across cultures | ScienceDaily
People from different cultures show both similarities and differences in how body appreciation, sociocultural pressure, and internalization of thin ideals vary, according to a study published July 31, 2024 in the open-access journal PLOS ONE by Louise Hanson from Durham University, UK, and colleagues.


						
Body image is a multifaceted and complex phenomenon encapsulating how we think, behave, and feel about our body. To date, most body image research has focused on young, White, Western women, and has focused on negative rather than positive body image.

By contrast, Hanson and colleagues examined body appreciation, encapsulating positive thoughts and feelings regarding one's own body. They also included participants not only from Western countries (i.e., Australia, Canada, United Kingdom, United States of America), but also China and Nigeria. A final sample of 1186 women completed the questionnaires and were included in the analysis.

The results did not reveal significant difference in body satisfaction between women of different ages, but there was significant variation between cultures. Black Nigerian women had the highest body appreciation, followed by Eastern Asian Chinese women, with White Western women reporting lowest body appreciation. The findings suggest that ethnicity and culture are important influences on body appreciation and might act as protective factors that promote positive body image.

High internalization of the thin ideal, and high perceived pressure about appearance from family, peers, and the media, were associated with lower body appreciation. Internalization varied by age in some cultures: older White Western and Black Nigerian women reported lower thin-ideal internalization than younger women, but Chinese women experienced the same thin-ideal internalization across the lifespan.

For women from all cultures, older women reported lower perceived sociocultural pressure than younger women. White Western women experienced more perceived pressure from the media than Black Nigerian and Chinese women, but Chinese women reported the most pressure from peers. The results also showed that Black Nigerian women reported the lowest sociocultural pressure overall, and that Chinese women reported the most pressure.

The authors suggest that future studies should include more women in older age groups to obtain a fully representative picture of women's body appreciation across the lifespan. In addition, further development of measurement tools is necessary for future research in cross-cultural contexts. According to the authors, the results of the current study could be used to target positive body image interventions to each culture. Further research may be required to develop effective interventions for each group.

The authors add: "We found that body appreciation was relatively stable across all ages and sociocultural pressure was evident in all cultures. However, the extent to which this pressure was experienced and where it came from differed across cultures."
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Cracking the carb code: Researchers create new glycemic index database to improve dietary awareness | ScienceDaily
Karen Della Corte, BYU nutrition and dietetics professor, recently authored a new study, published in The American Journal of Clinical Nutrition, that developed a national glycemic index (GI) and glycemic load (GL) database to offer insights into the evolving quality of carbohydrates consumed in the United States, something that hadn't been done previously.


						
The GI is a scale used by public health researchers to categorize the quality of the carbohydrates. High-GI foods like white flour and sugar cereals cause a "sugar rush" that can negatively impact metabolic health. Additionally, GL factors in the quantity of carbohydrates consumed.

"Large-scale studies have shown that both high GI and GL diets are associated with an increased risk of Type 2 diabetes, cardiovascular disease, and some cancers," said Della Corte. "In addition, high-GI foods lead to quicker hunger and increased caloric intake and contribute to weight gain."

To conduct the study Della Corte and her husband, Dennis Della Corte, a BYU professor of physics and astronomy, developed an AI-enabled model that analyzes foods based on their GI and GL. They used the National Health and Nutrition Examination Survey (NHANES) which provided sample list of foods Americans eat daily. The AI matched the foods from the NHANES, based on the food descriptions, with their correlated GI/GL values. This created the first national GI database.

"Using open AI for the [creation] of the GI database was a novel application of ours and marks an advancement in nutritional research methodology," said Della Corte. "Looking forward, many new and important questions can now be investigated using this database relating to the role GI and GL play for chronic disease risk in the U.S."

This dietary database allowed Della Corte to analyze the carbohydrate intake from the data they collected from nearly 10,000 foods. A process which could have taken months was sped up and made possible using AI.

In addition to developing the methodology needed for the creation of the first national GI database in the U.S., their work includes the analysis of carbohydrate quality intake trends spanning over two decades. It reports on the top GL-contributing foods to the American diet such as soft drinks, white bread, rice and fruit juice.




"One key takeaway from this study is the importance of prioritizing low-glycemic carbohydrates in the diet. This means focusing on whole, minimally processed foods that release glucose slowly into the bloodstream and prevent spikes in blood sugar levels," said Della Corte. "Making swaps from refined grains to whole grains can help improve the healthfulness of the diet and lower the overall dietary GI."

Della Corte notes that having a simple understanding of what foods are low on the glycemic index can help people make more informed food choices. Think of it as turning your pantry into a "GI-friendly zone." She suggests adding the following items to your grocery list or including some of them in weekly meal prep:
    	Whole grains
    	Beans
    	Lentils
    	Chickpeas
    	Brown or wild rice
    	Quinoa
    	Barley
    	Steel-cut or rolled oats
    	Non-starchy vegetables
    	Fruits
    	Nuts

Additionally, the study found dietary patterns within GI and GL based on sex, race, ethnicity, education, and income levels. Not surprising, as individuals aged, they tended to make healthier carbohydrate choices. Those with a higher education and income were more likely to eat foods with lower GI. Black adults have the highest GI/GL and women have higher GI/GL than men.

The Della Cortes say they've enjoyed collaborating in this research and hope their database leads to increased public awareness of the importance of carbohydrate quality, which along with other important lifestyle factors could help prevent disease and extend an individual's health span.

"We hope that future studies derived from this database will add to the body of evidence needed to advocate for the incorporation of GI into public health guidelines and dietary recommendations."

In addition to the Della Cortes, BYU undergraduate student Sean Titensor and Dr. Simin Liu from Brown University also contributed to this research.
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Human cells for cardiovascular research | ScienceDaily
The innermost layer of blood vessels is formed by endothelial cells, which in turn play a role in the development of diseases of the cardiovascular system. Human endothelial cells are therefore required for the "in vitro" investigation of the causes of these diseases. Researchers at the University Hospital Bonn (UKB) and the University of Bonn have now established a highly efficient, cost-effective and reproducible way to generate functional endothelial cells from human induced pluripotent stem cells (hiPSCs) for tests in cell culture dishes. The results of the study have now been published in the journal Cardiovascular Research.


						
Endothelial cells line the inside of blood vessels. They perform a number of tasks in the human body, such as regulating blood pressure and blood clotting. They also play a role in the development of diseases of the cardiovascular system. Human endothelial cells are needed to study the basis of these diseases "in vitro," i.e. outside the human body. "Human induced pluripotent stem cells (hiPSCs) are a promising approach for this. Since they are not yet committed to a specific tissue type, they have the potential to differentiate into many different cell types -- including endothelial cells," says co-corresponding and senior author Prof. Bernd K. Fleischmann, Director of the Institute of Physiology I at the UKB and member of the Cluster of Excellence ImmunoSensation2 and the Transdisciplinary Research Area (TRA) "Life & Health" at the University of Bonn.

Various differentiation strategies for hiPSCs into endothelial cells have already been developed in the past. One of the most efficient approaches to date is based on the use of different growth factors in combination with a purification step to enrich the successfully generated endothelial cells. In another approach, so-called transcription factors are specifically activated to control the conversion of hiPSCs into endothelial cells. Recently, an international research team led by George Church from Harvard Medical School in Boston (USA) and Volker Busskamp from the UKB identified the transcription factor "ETS variant transcription factor 2," abbreviated ETV2, as an important driver in this process. Furthermore, the team has developed a hiPSC line in which the transcription factor ETV2 can be specifically activated by the addition of the antibiotic doxycycline. This particular stem cell type is called "PGP1 ETV2 iso2."

Fast, cost-effective and reproducible route to human endothelial cells

Dr. Sarah Rieck's research group from the Institute of Physiology I, together with Kritika Sharma from Prof. Volker Busskamp's team at the UKB Ophthalmology clinic has improved the differentiation protocol for the PGP1-ETV2-iso2 line (ETV2 protocol) and compared it with the strategy using growth factors. "We were able to show that the ETV2 protocol we improved is more efficient and cost-effective than the protocol with growth factors," says co-corresponding and first author Dr. Sarah Rieck, who also conducts research at the University of Bonn. This is because it delivers endothelial cells more quickly, requires fewer additives for the culture medium and does not require an additional purification step. Furthermore, the process is highly reproducible and can be easily transferred to other hiPSC lines. The resulting cells are not contaminated with other cell types and are also stable over longer cultivation periods. They produce proteins characteristic of endothelial cells and also show typical functional properties of endothelial cells. By modifying the differentiation protocol, it is also possible to preferentially obtain endothelial cells with arterial or venous characteristics.

Although they are similar to the endothelial cells differentiated with the growth factor protocol, there is evidence that the endothelial cells of the ETV2 protocol have a slightly higher degree of maturity. "Compared to human endothelial cells from the umbilical vein, however, both types of hiPSC-derived endothelial cells are not fully developed, which is probably due to a lack of external influences such as the absence of blood flow," says co-author Prof. Busskamp, head of the "Neurodegenerative Retinal Diseases" research group at the UKB and member of the Cluster of Excellence ImmunoSensation 2 and the Transdisciplinary Research Area (TRA) "Life & Health" at the University of Bonn.

For the future, the Bonn researchers assume that the PGP1 ETV2 iso2 line and the endothelial cells generated from it will be used to model and study diseases of the human vasculature in which the endothelium is involved in the cell culture dish. This scientific question is being researched by Dr. Rieck and Prof. Fleischmann in project C01 in the DFG Collaborative Research Center Transregio (TRR) 259 "Aortic Diseases." The endothelial cells can also be used in organoid research to develop organoids with a vascular system. "Apart from this, we are also interested in which cultivation methods increase the 'degree of maturity' of the endothelial cells following differentiation, so that their profile corresponds more closely to that of adult endothelial cells," says Dr. Rieck.
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Skin may hold key to neurodevelopmental disorder diagnosis | ScienceDaily
A genetic diagnostic method using a small sample of skin from the upper arm could identify rare neurodevelopmental disorders in a non-invasive way, according to researchers at the University of Adelaide.


						
Currently, conditions caused by a significant disruption during brain development, like Rett Syndrome, epilepsy and Down Syndrome, affect one in 50 Australian children.

But there are around 6000 rare disorders, many of which don't have names as they are defined more by symptoms or the genetic variations which cause them.

A team at the Robinson Research Institute led by Dr Lachlan Jolly, Head of the University of Adelaide's School of Biomedicine's Neurobiology Research Group, and Professor Jozef Gecz, Head of the School of Medicine's Neurogenetics program, have developed a way to transcribe genetic variations into RNA to help determine if they are disease causing and therefore improve genetic diagnosis.

These findings, as part of the PERSYST Study, have been published in the American Journal of Human Genetics.

"A genetic diagnosis is a prerequisite to appropriate care, therapies, clinical trials, family planning and importantly, a community of belonging and support," said Dr Jolly.

"What we've been able to do is activate the expression of brain disease genes in cells derived from a patient skin biopsy grown in the laboratory to obtain the genes RNA transcript; previously this would have only been possible through a sample of patient brain tissue, which is rarely available or advisable.




"Activating the disease genes in skin cells enables a functional RNA based study to resolve the pathology of the genetic variant. Such individuals would otherwise often never receive a genetic diagnosis because the genes RNA is unobtainable without highly invasive procedures.

"Variants in these genes account for 22.2 per cent of all variants of uncertain pathology, which currently equates to hundreds of thousands of people world-wide living without a diagnosis, and that number continues to rise."

This breakthrough approach underpins the PERSYST study, a national collaboration between scientists, clinicians, diagnostic laboratories and rare disease community groups across Australia. The PERSYST study, which currently runs until 2027, utilises this new skin-based diagnostic technology and has a national recruitment program for a subset of individuals living with a genetically undiagnosed rare disease.

"PERSYST is providing the critical evidence to support the genetic diagnosis of Australian individuals and their families, ending the burden of their diagnostic odysseys and providing opportunities for better care, support, and access to precision treatments," said Dr Jolly.
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Surprising finding in glioblastomas | ScienceDaily
Glioblastomas are highly aggressive, usually incurable brain tumors. If all therapeutic options are exhausted, patients have an average life expectancy of less than two years. Now researchers from the German Cancer Consortium (DKTK) at the West German Tumor Center Essen have made a surprising discovery: in the vicinity of glioblastomas, they found islands of highly potent immune cells in the neighboring bone marrow of the skull, which play a central role in defending against cancer. The new data may open up prospects for innovative therapies. On the other hand, they cast a shadow over conventional strategies.


						
"What we have found is surprising and fundamentally new," says Bjorn Scheffler, DKTK researcher at the Essen site. Until now, the body's own defenses have always been thought of as a holistic system that sends its troops to different parts of the body as required. "However," says Scheffler, "our data show that highly potent immune cells gather in regional bone marrow niches close to the tumor and organize the defence from there. At least this is the case with glioblastomas."

Immune system on site

Based on new findings from animal experiments, the Essen team took tissue samples from the bone marrow near the tumor in the skull from untreated patients with glioblastoma. "However, the methods for this first had to be established," reports first author Celia Dobersalske, emphasizing the fact that the new research results were obtained from human tissue samples.

The researchers hit the bull's eye in their search: Bone marrow niches in close proximity to the glioblastoma appear to be the reservoir from which the anti-tumor defense is recruited. Apart from active lymphoid stem cells that develop into immune cells, the researchers also found mature cytotoxic T lymphocytes (CD8 cells) in the bone marrow close to the tumor. "These are highly effective immune cells that play a central role in the defense against cancer," adds Celia Dobersalske. They can recognize and destroy malignant cells.

The CD8 cells in the bone marrow near the tumor had an increased number of receptors on their surface, which control the proliferation of mature T lymphocytes. In line with this, descendants of the same cell clones -- one clone originates from one and the same cell -- were detected both in the bone marrow and in the tumor tissue. This is clear evidence that the immune cells gathered on site are fighting the glioblastoma. "And they are successful -- at least for a while," says Bjorn Scheffler. "We were able to show that the course of the disease correlates with the activity of the local CD8 cells."

Valuable immune cells destroyed?

This finding not only turns conventional ideas about how the immune system works on their head. The treatment concepts for glioblastoma must also be reconsidered in light of the new data. "Until now, we hadn't even considered the skullcap in our considerations. How could we, since there was no evidence that highly potent immune cells could be hiding there," says senior author Scheffler.




"When we opened the skull, we may have destroyed important immune cells in the process," confirms Ulrich Sure, Director of the Department of Neurosurgery and member of the Essen research team. "In view of the new findings, we find ourselves in a dilemma: we have to gain access to the tumor in order to remove it and also to be able to confirm the diagnosis. There is currently no other way than through the skull. But we are thinking about how we can minimize damage to the local bone marrow in the future."

On the other hand, the discovery of the local immune system opens up opportunities for innovative therapies. In particular, so-called checkpoint inhibitors are coming back into play. These are immunotherapeutic agents that aim to boost the body's own cancer defenses. However, checkpoint inhibitors tested to date have shown little effect on glioblastomas.

"Various explanations have been suggested as an explanation, but perhaps we also need to rethink things in this respect," says Bjorn Scheffler. "We now know that highly potent immune cells are indeed present on site. We were able to prove that they are fit to fight tumors, but they are not capable of destroying the tumor on their own. This is where we can start. One challenge will be to deliver drugs in sufficient concentration to the regional bone marrow niches at the right time. If we succeed, we may have a chance of controlling the growth of glioblastomas and improving our patients' chances of survival."

This work was funded by the Wilhelm Sander Foundation and the DKTK Joint Funding Program 'HematoTrac'.
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AI opens door to safe, effective new antibiotics to combat resistant bacteria | ScienceDaily
In a hopeful sign for demand for more safe, effective antibiotics for humans, researchers at The University of Texas at Austin have leveraged artificial intelligence to develop a new drug that already is showing promise in animal trials.


						
Publishing their results in Nature Biomedical Engineering, the scientists describe using a large language model -- an AI tool like the one that powers ChatGPT -- to engineer a version of a bacteria-killing drug that was previously toxic in humans, so that it would be safe to use.

The prognosis for patients with dangerous bacterial infections has worsened in recent years as antibiotic-resistant bacterial strains spread and the development of new treatment options has stalled. However, UT researchers say AI tools are game-changing.

"We have found that large language models are a major step forward for machine learning applications in protein and peptide engineering," said Claus Wilke, professor of integrative biology and statistics and data sciences, and co-senior author of the new paper. "Many use cases that weren't feasible with prior approaches are now starting to work. I foresee that these and similar approaches are going to be used widely for developing therapeutics or drugs going forward."

Large language models, or LLMs, were originally designed to generate and explore sequences of text, but scientists are finding creative ways to apply these models to other domains. For example, just as sentences are made up of sequences of words, proteins are made up of sequences of amino acids. LLMs cluster together words that share common attributes (such as cat, dog and hamster) in what's known as an "embedding space" with thousands of dimensions. Similarly, proteins with similar functions, like the ability to fight off dangerous bacteria without hurting the people who host said bacteria, may cluster together in their own version of an AI embedding space.

"The space containing all molecules is enormous," said Davies, co-senior author of the new paper. "Machine learning allows us to find the areas of chemical space that have the properties we're interested in, and it can do it so much more quickly and thoroughly than standard one-at-a-time lab approaches."

For this project, the researchers employed AI to identify ways to reengineer an existing antibiotic called Protegrin-1 that is great at killing bacteria, but toxic to people. Protegrin-1, which is naturally produced by pigs to combat infections, is part of a subtype of antibiotics called antimicrobial peptides (AMPs). AMPs generally kill bacteria directly by disrupting cell membranes, but many target both bacterial and human cell membranes.




First, the researchers used a high-throughput method they had previously developed to create more than 7,000 variations of Protegrin-1 and quickly identify areas of the AMP which could be modified without losing its antibiotic activity.

Next, they trained a protein LLM on these results so that the model could evaluate millions of possible variations for three features: selectively targeting bacterial membranes, potently killing bacteria and not harming human red blood cells to find those that fell in the sweet spot of all three. The model then helped guide the team to a safer, more effective version of Protegrin-1, which they dubbed bacterially selective Protegrin-1.2 (bsPG-1.2).

Mice infected with multidrug-resistant bacteria and treated with bsPG-1.2 were much less likely to have detectable bacteria in their organs six hours after infection, compared to untreated mice. If further testing offers similarly positive results, the researchers hope eventually to take a version of the AI-informed antibiotic drug into human trials.

"Machine learning's impact is twofold," Davies said. "It's going to point out new molecules that could have potential to help people, and it's going to show us how we can take those existing antibiotic molecules and make them better and focus our work to more quickly get those to clinical practice."

This project highlights how academic researchers are advancing artificial intelligence to meet societal needs, a key theme this year at UT Austin, which has declared 2024 the Year of AI.

The study's other authors are research associate Justin Randall and graduate student Luiz Vieira, both at UT Austin.

Funding for this research was provided by the National Institutes of Health, The Welch Foundation, the Defense Threat Reduction Agency and Tito's Handmade Vodka.
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Most blood thinner dosing problems happen after initial prescription | ScienceDaily
Millions of Americans take anticoagulants, commonly known as blood thinners. These medications work to prevent blood clots that cause heart attack and stroke.


						
More than two-thirds of those people take a type of blood thinner called a direct oral anticoagulant. DOACs, such as rivaroxaban (brand name Xarelto) and apixaban (brand name Eliquis), are under- or over-prescribed in up to one in eight patents.

These prescribing issues can have life threatening consequences, and they most often occur after a provider writes the initial prescription, according to a study led by Michigan Medicine.

"Direct oral anticoagulants may be viewed as simpler to manage than traditional blood thinners, like warfarin, but our results highlight why providers need to be consistently monitoring anticoagulant medications before a patient experiences thrombotic or bleeding harms," said Geoffrey Barnes, M.D., M.Sc., senior author and associate professor of cardiology-internal medicine at U-M Medical School.

At hospitals across Michigan, off-label dosing of DOACs was relatively common among patients being treated for atrial fibrillation and venous thromboembolism, when blood clots form in the veins.

Researchers evaluated five years of prescribing data from 2018-2022 through the Michigan Anticoagulant Improvement Initiative, a statewide quality improvement collaborative funded by Blue Cross Blue Shield and Blue Care Network of Michigan.

Nearly 70% of the alerts to off-label dosing occurred during a follow up visit compared to the time of the initial prescription, according to results published in Thrombosis and Haemostasis.




When prescribers were contacted about the dosing issue, they made changes three-quarters of the time.

However, only 18% of dosing alerts resulted in contact to a prescriber.

"While many clinical decision support tools are designed to ensure accurate medication dosing at the time of an initial prescription, few address the need for ongoing monitoring," said first author Grace C. Herron, a fourth-year student at U-M Medical School.

"Any health system that aims to improve safe and effective DOAC prescribing must address the ongoing prescribing period which can last months to years."

Direct oral anticoagulants became available in 2010 and quickly gained popularity because, unlike conventional blood thinners, they do not require routine monitoring to test their effectiveness.

However, these medications have their own complicated dosing schemes that can vary based on factors such as kidney function and select interactions between drugs.

"The hospital systems in the Michigan Anticoagulation Quality Improvement Initiative are leading national efforts to develop, implement and test anticoagulation stewardship teams that ensure patients are always receiving the safest and most appropriate blood thinner possible," Barnes said.

"The nurses and pharmacists on these teams play a critical role in helping to monitor for any prescription issue that might develop, even months or years after a patient starts on a blood thinner medication."
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AI boosts the power of EEGs, enabling neurologists to quickly, precisely pinpoint signs of dementia | ScienceDaily
Mayo Clinic scientists are using artificial intelligence (AI) and machine learning to analyze electroencephalogram (EEG) tests more quickly and precisely, enabling neurologists to find early signs of dementia among data that typically go unexamined.


						
The century-old EEG, during which a dozen or more electrodes are stuck to the scalp to monitor brain activity, is often used to detect epilepsy. Its results are interpreted by neurologists and other experts trained to spot patterns among the test's squiggly waves.

In new research published in Brain Communications, scientists at the Mayo Clinic Neurology AI Program (NAIP) demonstrate how AI can not only speed up analysis, but also alert experts reviewing the test results to abnormal patterns too subtle for humans to detect. The technology shows the potential to one day help doctors distinguish among causes of cognitive problems, such as Alzheimer's disease and Lewy body dementia. The research suggests that EEGs, which are more widely available, less expensive and less invasive than other tests to capture brain health, could be a more accessible tool to help doctors catch cognitive issues in patients early.

"There's a lot of medical information in these brain waves about the health of the brain in the EEG," says senior author David T. Jones, M.D., a neurologist and director of NAIP. "It's well known that you can see these waves slow down and look a bit different in people who have cognitive problems. In our study, we wanted to know if we could accurately measure and quantify that type of slowing with the aid of AI."

To develop the tool, researchers assembled data from more than 11,000 patients who received EEGs at Mayo Clinic over the course of a decade. They used machine learning and AI to simplify complex brain wave patterns into six specific features, teaching the model to automatically discard certain elements, such as data that should be ignored, in order to zero in on patterns characteristic of cognitive problems like Alzheimer's disease.

"It was remarkable the way the technology helped quickly extract EEG patterns compared to traditional measures of dementia like bedside cognitive testing, fluid biomarkers and brain imaging," says Wentao Li, M.D., a co-first author of the paper who conducted the research with NAIP while a Mayo Clinic clinical behavioral neurology fellow.

"Right now, one common way that we quantify patterns in medical data is by expert opinion. And how do we know that the patterns are present? Because that expert tells you they're present," Dr. Jones says. "But now with AI and machine learning, not only do we see things that the expert can't see, but the things they can see, we can put a precise number on."

Using EEG to spot cognitive issues would not necessarily replace other types of exams, such as MRIs or PET scans. But with the power of AI, EEG could one day provide healthcare professionals a more economical and accessible tool for early diagnosis in communities without easy access to specialty clinics or specialty equipment, such as in rural settings, according to Dr. Jones.




"It's really important to catch memory problems early, even before they're obvious," Dr. Jones says. "Having the right diagnosis early helps us give patients the right outlook and best treatment. The methods we're looking at could be a cheaper way to identify people with early memory loss or dementia compared to the current tests we have, like spinal fluid tests, brain glucose scans or memory tests."

Continuing to test and validate the tools will take several years of additional research, according to Dr. Jones. However, he says the research demonstrates that there are ways to use clinical data to incorporate new tools into clinical workflow to achieve the researchers' goal to bring new models and innovation into clinical practice, enhance the capabilities of existing assessments and scale this knowledge outside of Mayo Clinic.

"This work exemplifies multidisciplinary teamwork to advance translational technology-based healthcare research," says Yoga Varatharajah, Ph.D., co-first author of the paper who was a NAIP research collaborator when the work was completed.

Funding for the research includes support from the Edson Family Fund, the Epilepsy Foundation of America, the Benjamin A. Miller Family Fellowship in Aging and Related Diseases, the Mayo Clinic Neurology Artificial Intelligence Program and the National Science Foundation (Award No. IIS-2105233), and the National Institutes of Health, including grant UG3 NS123066.
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New principle for treating tuberculosis | ScienceDaily
Researchers from Heinrich Heine University Dusseldorf (HHU) and the University of Duisburg-Essen (UDE) have together succeeded in identifying and synthesising a group of molecules that can act against the cause of tuberculosis in a new way. In the scientific journal Cell Chemical Biology, they describe that the so-called callyaerins act against the infectious disease by employing a fundamentally different mechanism compared to antibiotic agents used to date.


						
The infectious disease tuberculosis is caused by the bacterium Mycobacterium tuberculosis (for short: M. tuberculosis). More than ten million people contract the disease worldwide every year. According to the World Health Organisation (WHO), 1.6 million people died of tuberculosis in 2021 alone. This makes it one of the most significant infectious diseases and, in particular in countries with inadequate healthcare systems, it represents a serious threat to the population.

Over time, M. tuberculosis has developed resistance to many antibiotics, making treatment increasingly difficult. There are currently only a few drugs available that are effective against resistant strains. Researchers are therefore seeking new antibacterial compounds and mechanisms of action as a basis for the development of completely new drugs.

A research team headed by Professor Dr Rainer Kalscheuer from the Institute of Pharmaceutical Biology and Biotechnology at HHU and Professor Dr Markus Kaiser from the Center of Medical Biotechnology at UDE has identified one such fundamentally new approach involving callyaerins. Chemically, these natural substances of marine origin are classed as so-called cyclopeptides.

"We have succeeded in chemically synthesising the substance that occurs naturally in marine sponges in order to test its effect on tuberculosis bacteria in cell cultures. This has enabled us to produce new, more potent derivatives that do not exist in nature. Such chemical synthesis needs to be successful before a potential active agent can be used as a drug on a large scale," explains Dr David Podlesainski from UDE, one of the two lead authors of the study that has now been published in Cell Chemical Biology.

The tuberculosis bacterium primarily infects human phagocytes, the so-called macrophages, in which the bacteria then multiply. The researchers have now discovered that callyaerins can inhibit the growth of the bacterium in human cells.

Emmanuel Tola Adeniyi, doctoral researcher at HHU and co-lead author of the study: "The callyaerins attack a specific membrane protein of M. tuberculosis called Rv2113, which is not essential for the viability of the bacterium. This comprehensively disrupts the metabolism of the bacterium, hindering its growth. By contrast, human cells remain unaffected by the callyaerins."

Professor Kalscheuer, corresponding author of the study: "With the callyaerins, we have discovered a new mechanism of action. Unlike other antibiotics, these substances do not block vital metabolic pathways in the bacterial cell. Instead, they directly attack a non-essential membrane protein of the bacterium, which has not been considered as a potential target before."

Professor Kaiser, the second corresponding author, focuses on a further perspective: "In further research work, we now need to clarify precisely how callyaerins interact with Rv2113 and how this interaction disrupts various cellular processes in such a way that M. tuberculosis can no longer grow. However, we have been able to show that non-essential proteins can also represent valuable target structures for the development of novel antibiotics."
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Improving Alzheimer's disease imaging -- with fluorescent sensors | ScienceDaily
Neurotransmitter levels in the brain can indicate brain health and neurodegenerative diseases like Alzheimer's. However, the protective blood-brain barrier (BBB) makes delivering fluorescent sensors that can detect these small molecules to the brain difficult. Now, researchers in ACS Central Science demonstrate a way of packaging these sensors for easy passage across the BBB in mice, allowing for improved brain imaging. With further development, the technology could help advance Alzheimer's disease diagnosis and treatment.


						
It is common for neurotransmitter levels to decrease with age, but low levels of the neurotransmitter adenosine triphosphate (ATP) can be an indication of Alzheimer's disease. To measure the location and amount of ATP in the brain, researchers have developed fluorescent sensors from pieces of DNA called aptamers that light up when they bind to a target molecule. Methods for delivering these sensors from the bloodstream to the brain have been developed, but most contain synthetic components that can't easily cross the BBB. To develop sensors for live brain imaging, Yi Lu and colleagues encapsulated an ATP aptamer sensor in brain-cell derived microscopic vesicles called exosomes. They tested the new sensor delivery system in lab models of the BBB and in mouse models of Alzheimer's disease.

The BBB laboratory model consisted of a layer of endothelial cells on top of a solution containing brain cells. The researchers' sensor-loaded exosomes were nearly four times more efficient than conventional sensor delivery systems at passing through the endothelial barrier and releasing the fluorescent sensor into the brain cells. This was confirmed by measuring the observed level of ATP-binding-induced fluorescence. Next, Lu's team injected mouse models of Alzheimer's disease with either the sensor-loaded exosomes or free-floating unloaded sensors. By measuring fluorescence signals in the mice, the researchers found that the free-floating sensors stayed mainly in the blood, liver, kidneys and lungs, while sensors delivered via exosomes accumulated in the brain.

In mouse models of Alzheimer's disease, the exosome-delivered sensors identified the location and concentration of ATP in different regions of the brain. Specifically, they observed low levels of ATP in the hippocampus, cortex and subiculum regions of the brain, which are indicative of the disease. The researchers say that their exosome-loaded ATP-reactive sensors show promise for non-invasive live brain imaging and could be developed further to create sensors for a range of clinically relevant neurotransmitters.

The authors acknowledge funding from the U.S. National Institutes of Health (NIH), Welch Foundation, NIH Chemistry-Biology Interface Training Program at the University of Illinois Urbana-Champaign and a National Science Foundation Graduate Research Fellowship.
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Unique mechanism protects pancreatic cells from inflammation in mice | ScienceDaily
Researchers from the University of Cologne have revealed a mechanism protecting pancreatic b-cells, which are crucial for insulin production from inflammatory cell death. The study investigated the role of receptor-interacting protein kinase 1 (RIPK1) in regulating b-cell survival. Typically, this protein controls cell fate by balancing survival and death signals in response to inflammatory cytokines like tumour necrosis factor (TNF). However, the team of Dr Nieves Peltzer at the Center for Molecular Medicine Cologne (CMMC) found out that RIPK1 is not essential for b-cell survival under both normal and diabetic conditions. The authors suggest that the exceptionally high levels of the protective molecule cFLIP expressed by b-cells might be responsible for protecting them from the RIPK1 checkpoint. The study 'RIPK1 is dispensable for cell death regulation in b-cells during hyperglycemia' was published in Molecular Metabolism.


						
Using a mouse model, the researchers discovered that b-cells exhibit high levels of the anti-apoptotic protein cFLIP, which prevents cell death, and low levels of apoptotic (caspase-8) and necroptotic (RIPK3) proteins, which promote cell death, providing a protective shield against inflammatory TNF-induced cell death. Treatment with the antibiotic cycloheximide, which reduces cFLIP levels, made the pancreatic islets sensitive to TNF-induced cell death, underscoring the central role of protein expression and cFLIP levels in this protective mechanism.

"Our findings suggest that pancreatic b-cells possess a distinct protective mechanism against TNF-induced cytotoxicity, reliant on cFLIP but not on RIPK1. This could lead to novel strategies for preserving b-cell function in diabetic patients," said Peltzer.

These results challenge the dominant paradigm that RIPK1 is universally required for cell death regulation across all cell types. Instead, pancreatic b-cells appear to be uniquely able to resist inflammatory death signalling -- a discovery that breaks new grounds for diabetes research. Onay Veli, first author of the study, added: "We were amazed by the remarkable resistance of b-cells to TNF-induced cell death. We found that b-cells express elevated levels of pro-survival proteins compared to pro-death proteins, which helps us to better understand their resistance mechanism."

In the future, it would be important to explore in details the mechanism by which cFLIP regulate b-cell survival during diabetes, with a focus on therapeutic options to protect b-cells from immune attack or glucotoxicity. In addition, future research may lead to the discovery of strategies to improve b-cell viability during transplantation.
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New AI tool predicts risk for chronic pain in cancer patients | ScienceDaily
A third of cancer patients face chronic pain -- a debilitating condition that can dramatically reduce a person's quality of life, even if their cancer goes into remission.


						
Although doctors have some tools for addressing chronic pain, figuring out who is most at risk for developing it is no easy feat. But a new study, conducted by researchers at the University of Florida and other institutions, uses artificial intelligence to predict which breast cancer patients are most at risk for developing chronic pain. The predictive model could help doctors address underlying conditions that contribute to making pain chronic and ultimately lead to more effective treatments.

"We want to understand the factors that lead someone from having cancer to having chronic pain and how can we better manage these factors," said Lisiane Pruinelli, Ph.D., M.S., R.N., FAMIA, the senior author of the new study and a professor of family, community, and health systems science in the UF College of Nursing. "Our goal is to link this information to some profile of patients so we can identify early on what patients are at risk for developing chronic pain."

The findings of the study were published on July 26 in the Journal of Nursing Scholarship. The authors included Pruinelli, Jung In Park, Ph.D., R.N., FAMIA, of the University of California, Irvine, and Steven Johnson, Ph.D., of the University of Minnesota.

The results showed that, when built with detailed data on more than 1,000 breast cancer patients, the AI model could correctly predict which patients would develop chronic pain more than 80% of the time. The leading factors that were associated with chronic pain included anxiety and depression, previous cancer diagnoses, and certain infections.

Implementing a model like this in doctors' offices would require integrating it into the electronic healthcare records systems that are now ubiquitous in clinics, which would take more research. The researchers said the rise of AI has the potential to help doctors tailor their treatments to a patient's unique disease characteristics.

"Now with the amount of data we have, and with the use of artificial intelligence, we can actually personalize treatments based on patient needs and how they would respond to that treatment," Pruinelli said.

The study was based on the large amount of data made available by the All of Us Research Program, a nationwide research campaign from the National Institutes of Health that seeks to collect anonymized healthcare records from 1 million Americans.

"This wouldn't be possible if we didn't have people contributing their data," Pruinelli said.
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Key challenges and promising avenues in obesity genetics | ScienceDaily
Research on the genetics of obesity dates to the early 1920s, with many of the initial findings indicating the complexity and multifaceted nature of obesity perfectly resonating with more modern discoveries. Researchers at Pennington Biomedical have collected nearly a century's worth of considerations and advancements to frame their perspectives on modern research into the genetics of obesity.


						
The paper, "Considerations on efforts needed to improve our understanding of the genetics of obesity," was published in the International Journal of Obesity as part of a special issue commemorating 100 years of obesity research. It highlights topic areas in obesity genetics that deserve attention due to theirpotential for enhancing the quality and power of future studies on the subject. In addition to the many signature advances in the field so far, Drs. Sujoy Ghosh and Claude Bouchard of Pennington Biomedical in Baton Rouge also outline a number of current challenges and obstacles that can hinder research and limit discoveries into the genetics of obesity.

"The history of genetic obesity research dates back to the early 20th century, but the subsequent decades, powered by extraordinary technological advances and vastly improved computing capabilities, have brought to light many new discoveries, resulting in a much better understanding of the genetic underpinnings of obesity," said Dr. Ghosh, Professor of Functional Genomics. "Acknowledging this comprehensive history provides us with a backdrop as we enter a new and exciting era of obesity research, straddling the line between opportunity and obstacle."

The publication explores the evolving landscape of genetics research into obesity, emphasizing both new discoveries and challenges. It begins by revisiting the historical context of genetic studies in obesity, highlighting the complexity and multifactorial nature of body weight regulation. It then underscores some limitations of using BMI as the sole indicator of obesity in the genetic studies, and advocates for more precise phenotyping methods targeting more relevant and refined phenotypes related to adiposity.

The paper further explores how an individual's genes can result in obesity or thinness, suggesting that both traits are hereditary. Other complex factors of obesity are examined, including the interaction between genes and environment, how weight control varies from person to person, and how certain modifications of gene function can affect a person's weight. The paper also covers recent examinations of obesity, including the role of acquired mutations, the potential for large-scale discoveries through bioinformatics, the link between biological and genetic findings, and the successes of genetic medicine in special types of genetic obesity.

"For the researchers who are pursuing solutions from all corners, the purpose of this paper was to emphasize the wide range of variables, considerations and opportunities as they continue their research," said Dr. Claude Bouchard, Emeritus Professor of Human Genomics.

The paper's comprehensive evaluation of the rich history and future challenges to investigations into the genetics obesity taps into the bedrock of Pennington Biomedical's mission to discover the triggers of obesity and diet-related diseases and improve health for all people. Obesity genetics is currently positioned at an exciting inflection point. While technological advances and the feasibility of big data analytics portend immense promise for advances in genetic studies, the complexity of genetic interactions, small variant effect sizes and the need for precision in phenotyping poses significant hurdles. Such hurdles further emphasize the paper's recommendation to embrace an integrative approach that incorporates diverse scientific fields.

"This publication advances the broader understanding of the genetic basis of obesity and the link between genes and the environment, and I'm proud that our researchers are planting such a guidepost at this fascinating period in obesity research," said Pennington Biomedical Executive Director Dr. John Kirwan. "Drs. Ghosh and Bouchard have clearly and comprehensively highlighted the signature advances of obesity genetics while also drawing our attention to underserved areas that will be critical for future success in this very exciting field."
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Scientists capture immune cells hidden in nasal passages | ScienceDaily
Scientists at La Jolla Institute for Immunology (LJI) have published the first-ever, in-depth analysis of immune cell memory in the upper airways of adult volunteers. Among these immune cells, the researcher spotted "tissue resident" memory cells, which stand ready to defend the airway from SARS-CoV-2 and other respiratory diseases.


						
"We were finally able to take a closer look at the anatomy of infection -- what happens when a virus infects tissues of the upper airway," says LJI Instructor Sydney Ramirez, M.D., Ph.D., who served as first author of the new Nature study.

The researchers also captured a first look at how immune cells that reside in the nasal passages work alongside immune cells that circulate in the bloodstream. Both kinds of immune cells appear essential for fighting upper airway infections and building long-term immunity against specific pathogens.

"We have discovered that there is actually a lot of immune memory physically present in your upper airway. That means you do not necessarily have to wait for immune cells elsewhere in the body to find their way into your upper airway to fight an infection," says LJI Professor and Chief Scientific Officer Shane Crotty, Ph.D., senior author of the new study.

The scientists say these findings may lead to better vaccines to boost immune protection. "This discovery helps us understand immunity to pathogens and will hopefully help us develop new vaccines against viruses that infect the airway," Crotty says.

Hidden in the airway

The researchers found that immune cells such as T cells and B cells leap into action in response to SARS-CoV-2 vaccination or infection. They measured a large variety of T cells and B cells, which have diverse functions in immunity and inflammation.




The researchers also discovered that the airway is home to virus-specific memory immune cell populations including tissue-resident memory T cells, memory B cells and antibody-producing cells. Memory B cells can activate to make potent antiviral and antibacterial antibodies to protect the nose and throat from infections.

Ramirez calls the discovery of these long-lived immune cells "really striking." These specialized "tissue resident" immune cells were adapted to surviving in the upper airway, and they stayed in the airway for at least six months.

Adenoids in action

The scientists also found that the adenoids became more active in response to infection. Adenoids are unique sentinel immune system tissue that sit at the back of the nasal passages, just above the top of the throat. They sample the air we breathe and are home to germinal centers, which produce disease-fighting B cells that make antibodies.

Adenoids are known to shrink in adulthood. "Many medical researchers assumed that you hit a certain age and your tonsils disappear and your adenoids disappear," says Ramirez.

But the new study shows even older study participants had pathogen-fighting cells in their adenoid tissue. These "germinal center" B cells were specially trained to fight specific viruses, such as SARS-CoV-2. The researchers also found immune cells called T follicular helper cells, which send important signals to B cells in the germinal centers.




"These cells are very important, and they have not been easy to sample in the past," says study co-author Paul Lopez, Ph.D., a Research Technician in the Crotty Lab who worked closely with Farhoud Faraji, M.D., Ph.D., of the Crotty Lab and L. Benjamin Hills, M.D., Ph.D., at UC San Diego.

A promising new technique

Many diseases get a foothold in the body by first infecting the upper airway. Until now, however, it has been surprisingly tough to collect these cells, and researchers who do sample these cells often find the cells too degraded for analysis.

For the new study, the researchers worked closely with LJI Clinical Director Gina Levi, R.N., and clinical coordinators in LJI's John and Susan Major Center for Clinical Investigation to develop a new swabbing technique to sample these elusive immune cells.

Levi's team met monthly with study participants and used swabs to collect immune cells from their nasal passages. To make sure the swabs were reaching the correct tissues and properly sampling the adenoids, the LJI team worked with UC San Diego surgical experts Carol H. Yan, MD, and Adam S. DeConde, MD, whose endoscopy skills allowed swabs to be collected while using a camera (endoscope) to document the sample collection site within the nasal cavity.

Speed was also key to success. The researchers found that they could avoid cell loss and degradation if they processed the samples the same day and didn't freeze the cells.

"My coordinators and I were able to get study participants swabbed before 1 p.m. each day," says Levi, who co-authored the new study. "We'd have things ready to process the cells right away, and then Sydney would stay late to analyze the samples."

Next steps for measuring immunity

Going forward, the LJI researchers are interested in studying how immune cell populations in the airway shift in response to intranasal vaccines, such as the influenza vaccine FluMist, which is sprayed into the nose. They are also continuing to sample some study volunteers to track how long their immune cell populations, including those helpful memory B and T cells, remain stable.

Lopez says the swabbing technique and analysis method may also prove important for immunologists investigating other aspects of the immune system, such as immune cells involved in chronic rhinosinusitis from allergies.

"It would be very interesting to measure immune cells during different disease states and maybe use this information as a possible diagnostic tool in the future," Lopez says.

Additional authors of the study, "Immunological memory diversity in the human upper airway," included Benjamin Goodwin, Hannah D. Stacey, Henry J. Sutton, Kathryn M. Hastie, Erica Ollmann Saphire, Hyun Jik Kim, and Sara Mashoof.

This study was supported by National Institutes of Health (NIH, T32 AI007036), the NIH National Institute of Allergy and Infectious Diseases (NIAID, AI142742), and an A.P. Giannini Foundation fellowship award.
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A new use for propofol in treating epilepsy? | ScienceDaily
The general anesthetic propofol may hold the keys to developing new treatment strategies for epilepsy and other neurological disorders, according to a study led by researchers at Weill Cornell Medicine and Sweden's Linkoping University.


						
In their study, published July 31 in Nature, the researchers determined the high-resolution structural details of how propofol inhibits the activity of HCN1, an ion channel protein found on many types of neurons. Drug developers consider inhibiting HCN1 a promising strategy for treating neurologic disorders including epilepsy and chronic pain. The researchers also found, to their surprise, that when HCN1 contains either of two epilepsy-associated mutations, propofol binds to it in a way that restores its functionality.

"We might be able to exploit propofol's unique way of binding to HCN1 for the treatment of these drug-resistant epilepsies and other HCN1-linked disorders, either by directly repurposing propofol or by designing new, more selective drugs that have the same mechanism of action," said study co-senior author Dr. Crina Nimigean, professor of physiology and biophysics in anesthesiology at Weill Cornell Medicine.

The other co-senior author was Dr. Peter Larsson, a professor in the department of biomedical and clinical sciences at Linkoping University.

The study's first author was Dr. Elizabeth Kim, a postdoctoral research associate in the Nimigean laboratory in the Department of Anesthesiology at Weill Cornell Medicine. Dr. Xiaoan Wu, a postdoctoral research associate in the Larsson Laboratory, was co-first author. The laboratories of Dr. Alessio Accardi and Dr. Peter Goldstein from Weill Cornell Medicine also contributed to this work.

HCN ion channels in humans come in four basic forms, HCN1 to HCN4, and are found especially on cells in the heart and nervous system. They work as switches to control the electrical voltage across the cell membrane, opening to admit an inward flow of positively charged potassium and sodium ions -- thus "depolarizing" the cell -- when the voltage reaches a certain threshold. This function underpins much of the rhythmic activity of brain and heart muscle cells, which is why HCN channels are also called pacemaker channels.

In the study, the researchers used cryo-electron microscopy and other methods to determine, at near-atomic scale, how propofol reduces HCN1 activity -- which it does with selectivity for HCN1 over other HCNs. They found that the drug inhibits HCN1 by binding within a groove between two elements of the channel protein's central pore structure, making it harder for the pore to open.




As they investigated propofol's action on HCN1, the researchers examined how the drug affects different known mutants of the channel, including mutants that leave it excessively open and are associated with hard-to-treat epilepsy syndromes such as early infantile epileptic encephalopathy (EIEE). The researchers were surprised to find that for two different HCN1 mutations that cause EIEE, propofol restores the mutant channels to normal or near-normal function.

From their experiments, the researchers derived a model in which the mutations decouple HCN1's voltage-sensing and pore mechanisms, while propofol effectively recouples them, allowing membrane voltage to control ion flow again.

The results suggest at least two possibilities for translation to therapies. One is simply to use propofol, an existing, approved drug, to treat these HCN1-mutation epilepsies and potentially other HCN1-linked disorders. Propofol is a potent anesthetic that requires careful monitoring by anesthesiologists, but it might be able to restore HCN1 function at doses below those used for general anesthesia.

The other possibility, the researchers said, is to use the new structural data on propofol's binding to design modified, non-anesthetic versions of propofol, or even completely different compounds, that bind to HCN1 with a similar effect but much more selectively -- in other words, without binding to other channels, including other HCNs, in the body and thereby potentially causing unwanted side effects.

"For that we will need a better understanding of how propofol inhibits HCN1 better than other HCN channels," Dr. Kim said.

The work presented here was supported in part by the National Institute of General Medical Sciences and the National Institute of Neurological Disorders and Stroke, both part of the National Institutes of Health, through grant numbers GM124451, GM139164, GM128420, R42NS129370, NS137561 and GM145091. Additional support was provided by the Hartwell Foundation. 
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This protein does 'The Twist' | ScienceDaily
Proteins are constantly performing a kind of dance. They move and contort their bodies to fulfill specific functions inside our bodies. The NMDAR protein executes an especially hard dance routine in our brains. One wrong step can lead to a range of neurological disorders. NMDAR binds to the neurotransmitter, glutamate, and another compound, glycine. These bindings control NMDAR's dance steps. When their routine is over, the NMDAR opens. This open ion channel generates electrical signals critical for cognitive functions like memory.


						
The problem is that scientists couldn't figure out the last step in NMDAR's routine -- until now. Cold Spring Harbor Laboratory Professor Hiro Furukawa and his team have deciphered the critical dance move in which NMDAR rotates into an open formation. In other words, they've learned the NMDAR "Twist."

To capture this key step, Furukawa and his team used a technique called electron cryo-microscopy (cryo-EM), which freezes and visualizes proteins in action. First, the team had to find a way to keep a type of NMDAR called GluN1-2B in its open pose long enough to image it. So, Furukawa teamed up with Professors Stephen Traynelis and Dennis Liotta at Emory University. Together, they discovered a molecule that favors NMDAR in an open position.

"It's not the most stable conformation," Furukawa explains. "There are many pieces dancing independently in NMDAR. They have to coordinate with each other. Everything has to go perfectly to open the ion channel. We need a precise amount of electrical signals at the right time for proper behaviors and cognitions."

The cryo-EM images allow researchers to see precisely how the NMDAR's atoms move during its "Twist." This may one day lead to drug compounds that can teach the correct moves to NMDARs that have lost a step. Better drugs that target NMDARs might have applications for neurological disorders like Alzheimer's and depression.

"Compounds bind to pockets within proteins and are imperfect, initially. This will allow us and chemists to find a way to fill those pockets more perfectly. That would improve the potency of the drug. Also, the shape of the pocket is unique. But there could be something similarly shaped in other proteins. That would cause side effects. So, specificity is key," Furukawa explains.

Indeed, there are many types of NMDARs in the brain. Another recent study from Furukawa's lab offers the first view of the GluN1-3A NMDAR. Surprisingly, its dance moves are completely different. This routine results in unusual patterns of electrical signals.

In other words, we're mastering the Twist. Next up: the headspin.
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Gut microbes implicated in bladder cancer | ScienceDaily
At any given time, over 10 trillion microbes call our guts their home. From breaking down nutrients in our food to strengthening our immunity against pathogens, these microbes play an essential role in how we interact with the world. This includes -- as shown in a new study by EMBL researchers and collaborators at the University of Split, Croatia -- the way the body responds to carcinogens and develops cancer.


						
Carcinogens are chemicals that can cause ordinary cells to transform into cancer cells, giving rise to tumours and cancer. They can be found in a number of places, tobacco smoke being one of the most well-known sources. Researchers have previously found that if mice are exposed to the nitrosamine BBN, one of the chemicals found in tobacco smoke, they reliably develop an aggressive form of bladder cancer. This is therefore used as a common laboratory model of carcinogen-induced cancer.

Janos Terzi?'s lab at the University of Split, Croatia, was studying this model when they made a curious observation. If the mice were fed antibiotics, at a dose that kills 99.9% of their gut bacteria, at the same time as they were exposed to BBN the chances of them forming tumours were much lower.

"While 90% of mice exposed to BBN went on to develop bladder tumours, only 10% of those that also received antibiotics did so. This led us to hypothesise that the gut bacteria might be involved in regulating the way BBN is processed in the body," said Blanka Roje, co-first author of the study and PhD student at the Laboratory for Cancer Research, University of Split School of Medicine in Croatia. "I'll never forget seeing BBN and BCPN bands on thin layer chromatography plates following overnight incubation of bacteria and BBN."

"The decrease in tumour incidence was so dramatic that at first I doubted the results, thinking we must have made a mistake somewhere in the experiment. Consequently, we repeated the experiment five times before we finally became 'believers'," Terzi? said. "It was fantastic to realise that with a treatment -- in this case, antibiotics -- we were able to abolish cancer development."

While attending a conference at EMBL Heidelberg, Terzi? met with Michael Zimmermann, a group leader at EMBL Heidelberg. The Zimmermann group specialises in using high-throughput methods to study gut microbiome functions, focusing mainly on a process called biotransformation. Biotransformation is the ability microorganisms have to alter or break down chemicals in their environment.

The initial meeting gave rise to a fruitful collaboration. The two groups decided to combine their expertise to understand whether and how gut bacteria affected the way the mice responded to the carcinogen. Using a variety of microbiology and molecular biology methods, the researchers discovered that bacteria living in the mouse gut could convert BBN into BCPN. Like BBN, BCPN belongs to a class of compounds called nitrosamines. However, the team found that, unlike BBN, BCPN concentrates in the urinary bladder and triggers tumour formation in a microbiome-dependent manner.




The researchers next studied over 500 isolated and cultured bacteria to identify the specific bacterial species involved in converting BBN to BCPN. "We found 12 species that can carry out this carcinogen biotransformation," said Boyao Zhang, co-first author of the study and former PhD student in the Zimmermann group. "We sequenced them and were surprised to find that many of those species were skin-associated and found at relatively low abundance in the gut. We speculated that there might be some transient transfer of such bacteria from the skin to the gut as a consequence of the animals' grooming. But it was important to figure out whether these findings would also be true for humans."

Following these initial studies in mice, the scientists used human faecal samples to show that human gut bacteria can also convert BBN to BCPN. As a proof of concept, they showed that if human stool was transplanted into the intestine of a mouse that had no gut microbiome of its own, they could also convert BBN to BCPN.

However, the researchers also observed large individual differences in the ability of the human gut microbiome to metabolise BBN, as well as in the bacterial species involved in the biotransformation. "We think this lays the foundation for further research to see whether a person's gut microbiome represents a predisposition for chemically induced carcinogenesis and could hence be used to predict the individual risk and potentially prevent cancer development," said Zimmermann.

"This difference in interindividual microbiota could explain why some people, despite being exposed to potential carcinogens, do not develop cancers while others do," Terzi? added.

Do these findings mean antibiotics can universally prevent cancer? No, of course not, says Zimmermann. "This calls for more studies, including some that we are doing currently, to understand how the microbiome influences the metabolism of different types of carcinogens. It is also important to remember that cancer is a multifactorial disease -- there is rarely a single cause."

The study aligns with EMBL's Microbial Ecosystems and Human Ecosystems transversal themes, which were introduced in its 2022-26 Programme, 'Molecules to Ecosystems'. The Microbial Ecosystems theme aims to explore microorganisms and their interactions with each other and with their environments, while the Human Ecosystems theme plans to take advantage of rapidly expanding human datasets to explore the gene-environment interplay and its effects on human phenotypes. Learn more about these research plans here.
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Unraveling a key junction underlying muscle contraction | ScienceDaily
The connections between the nervous system and muscles develop differently across the kingdom of life. It takes newborn humans roughly a year to develop the proper muscular systems that support the ability to walk, while cows can walk mere minutes after birth and run not long after.


						
University of California San Diego researchers, using powerful new visualization technologies, now have a clear picture of why these two scenarios develop so differently. The results offer new insight into understanding muscle contraction in humans that may help in developing future treatments for muscular diseases.

"In this study we set out to understand the molecular details involved in muscle contraction at the point of contact between motor neurons and skeletal muscles, which are the muscles we consciously control," said School of Biological Sciences Professor Ryan Hibbs, of the new study published in Nature. "We have discovered how the muscle protein changes in its composition during development, which is important in the context of diseases that cause progressive muscle weakness."

The ability of skeletal muscles to contract allows for our bodies to move -- from walking and jumping to breathing and blinking our eyes. All skeletal muscle contractions originate at the junction between motor neurons, which originate in the spinal cord and brainstem, and muscle fibers. It's here that neurons release a transmitter chemical called acetylcholine. These molecules bind to a protein receptor on the cells of muscles, triggering an opening in the cell membrane. Electrical currents flow into the cell, which causes muscles to contract.

The way neurons release chemicals that communicate with muscles has been a model system studied for more than a century. But a missing piece of this system has been visual depictions of how the process works. What does the structure of the muscle receptor protein that opens up look like?

To find out, Hibbs, study first author Huanhuan Li, a postdoctoral scholar, and Jinfeng Teng, a research data analyst, tapped cryo-electron microscopy (cryo-EM) technology based at UC San Diego's new Goeddel Family Technology Sandbox, a hub for cutting-edge research instruments. Cryo-EM leverages ultra-powerful microscopes to capture images of molecules that are "frozen" in place.

The results featured the first visualizations of the 3-D structure of the muscle acetylcholine receptor. Since human tissue is difficult to obtain for such muscle contraction studies, the researchers accessed fetal tissue samples from cow skeletal muscles. In order to isolate the receptor in the samples, the researchers turned to an unlikely source: snake venom. A poisonous snake neurotoxin that paralyzes prey was used to latch onto the muscle receptors in the cow samples, allowing the researchers to isolate the receptors to study them. The cryo-EM visualizations then allowed the researchers to witness how the receptor development process unfolds.




Along with the new data came a serendipitous finding. The researchers discovered that they could see the structures of both fetal and adult receptors from the same fetal cow tissue samples.

"We hoped to see the structure of the receptor and we did see that, but we also saw that there were two different versions of it," said Hibbs. "That was a surprise."

In retrospect, the discovery of two receptor types makes sense, according to Hibbs. Since calves are developing in utero, the fetal receptors were expected. To walk like an adult shortly after birth, they start building adult nerve-muscle connections much earlier in development.

"This discovery explains how animals like cows that need to walk on the day they are born form mature neuromuscular junctions before birth, unlike humans, who have poor muscle coordination for months after birth," said Hibbs. "Being able to see the receptor details allows us to connect their differences to how one allows for nerve-muscle connection and the other allows for muscle contraction."

The findings of the study are already being applied to investigations of muscle-based disorders, such as congenital myasthenic syndromes (CMS) that result in muscle weakness. A common autoimmune disease known as myasthenia gravis involves antibodies that mistakenly attack the muscle acetylcholine receptor, causing weak skeletal muscles.

"This new level of insight into the muscle receptor will help researchers understand how mutations in its gene cause disease, and may facilitate personalized treatment for individual patients with different pathologies in the future," said lead author Li.
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For bigger muscles push close to failure, for strength, maybe not | ScienceDaily
When performing resistance training such as lifting weights, there's a lot of interest in how close you push yourself to failure - the point where you can't do another rep - and how it affects your results.


						
While research has looked at this concept in different ways, to date, no meta-analysis has explored the pattern (i.e., linear or non-linear) of how the distance from failure (measured by repetitions in reserve) affects changes in muscle strength and size.

As such, it's still unclear how close to failure one needs to go to maximize muscle growth and strength.

Researchers from Florida Atlantic University and collaborators analyzed how training close to failure or not impacts muscle growth and strength. The study primarily looked at how training close to failure affects muscle growth in the main muscles used in an exercise. For example, if an individual was doing leg presses, the focus was on how training close to failure affects the quadriceps.

Researchers estimated the number of repetitions in reserve, which means how many more reps you could have done before reaching failure. They collected data from 55 various studies and ran detailed statistical analyses to see how different reps in reserve levels affected strength and muscle growth.

Results of the study, published in the journal Sports Medicine, found that how close you train to failure doesn't have a clear impact on strength gains. Whether you stop far from failure or very close to it, your strength improvement appears to be similar. On the other hand, muscle size (hypertrophy) does seem to benefit from training closer to failure. The closer you are to failure when you stop your sets, the more muscle growth you tend to see.

"If you're aiming for muscle growth, training closer to failure might be more effective. In other words, it doesn't matter if you adjust training volume by changing sets or reps; the relationship between how close you train to failure and muscle growth remains the same," said Michael C. Zourdos, Ph.D., senior author and professor and chair of the Department of Exercise Science and Health Promotion within FAU's Charles E. Schmidt College of Science. "For strength, how close you push to failure doesn't seem to matter as much."

The researchers suggest that individuals who aim to build muscle should work within a desired range of 0-5 reps short of failure for optimized muscle growth or while minimizing injury risk. For strength training, they suggest individuals should work toward heavier loads instead of pushing their muscles to failure. As such, they recommend that to train to gain strength, individuals should stop about 3-5 reps short of failure without applying additional physical strain on the body.




"Training closer to failure enhances the accuracy of self-reported repetitions in reserve," said Zac P. Robinson, Ph.D., first author and a Ph.D. graduate of FAU's Department of Exercise Science and Health Promotion. "When people estimate how many reps they have left, this perception influences the weights they choose. If the estimation is off, they might use lighter weights than needed, which could limit strength gains. On the flip side, our meta-analysis shows that training closer to failure also leads to greater muscle growth. So, for the average individual, training close to failure may be the best option - as it seems to improve the accuracy of our perception of effort as well as gains in muscle size."

Findings help underscore the difficulties of training close to failure, which can be tough and harder to recover from, potentially impacting long-term performance negatively. In addition, the researchers say that training closer to failure might better simulate the conditions and experiences of a maximal strength test, commonly used in strength training programs, rehabilitation and athletic performance assessments to gauge an individual's strength capabilities and track progress over time. 

"As the load increases, motor patterns change, which means performing sets closer to failure can more closely mimic the demands of max strength assessments," said Zourdos. "This approach aligns with the principle of specificity by exposing you to similar motor patterns and psychological challenges. Moreover, training near failure may also improve psychological factors like visualization, which are important for achieving maximal strength."

Results from the study could help guide future research and provide valuable insights for trainers on how proximity to failure affects muscle growth and strength. However, researchers say the exact numerical relationship between training close to failure and strength gain remains unclear and future studies should be deliberately designed to explore the continuous nature of the effects in larger samples. 

Study co-authors are Joshua C. Pelland, a graduate student, and Jacob F. Remmert, a Ph.D. student, both within FAU's Department of Exercise Science and Health Promotion; Martin C. Refalo, a Ph.D. student at Deakin University in Australia; Ivan Jukic, Ph.D., a research fellow at Auckland University of Technology in New Zealand; and James Steele, Ph.D., an associate professor of sport and exercise science at Solent University in England.
- FAU -

About Florida Atlantic University: 
Florida Atlantic University, established in 1961, officially opened its doors in 1964 as the fifth public university in Florida. Today, the University serves more than 30,000 undergraduate and graduate students across six campuses located along the southeast Florida coast. In recent years, the University has doubled its research expenditures and outpaced its peers in student achievement rates. Through the coexistence of access and excellence, FAU embodies an innovative model where traditional achievement gaps vanish. FAU is designated a Hispanic-serving institution, ranked as a top public university by U.S. News & World Report and a High Research Activity institution by the Carnegie Foundation for the Advancement of Teaching. For more information, visit www.fau.edu. 
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A brain fingerprint: Study uncovers unique brain plasticity in people born blind | ScienceDaily
A study led by Georgetown University neuroscientists reveals that the part of the brain that receives and processes visual information in sighted people develops a unique connectivity pattern in people born blind. They say this pattern in the primary visual cortex is unique to each person -- akin to a fingerprint.


						
The findings, described July 30, 2024, in PNAS, have profound implications for understanding brain development and could help launch personalized rehabilitation and sight restoration strategies.

For decades, scientists have known that the visual cortex in people born blind responds to a myriad of stimuli, including touch, smell, sound localization, memory recall and response to language. However, the lack of a common thread linking the tasks that activate primary areas in the visual cortex has perplexed researchers. The new study, led by Lenia Amaral, PhD, a postdoctoral researcher; and Ella Striem-Amit, PhD, the Edwin H. Richard and Elisabeth Richard von Matsch Assistant Professor of Neuroscience at Georgetown University's School of Medicine, offers a compelling explanation: differences in how each individual's brain organizes itself.

"We don't see this level of variation in the visual cortex connectivity among individuals who can see -- the connectivity of the visual cortex is usually fairly consistent," said Striem-Amit, who leads the Sensory and Motor Plasticity Lab at Georgetown. "The connectivity pattern in people born blind is more different across people, like an individual fingerprint, and is stable over time -- so much so that the individual person can be identified from the connectivity pattern."

The study included a small sample of people born blind who underwent repeated functional MRI scans over two years. The researchers used a neuroimaging technique to analyze neural connectivity across the brain.

"The visual cortex in people born blind showed remarkable stability in its connectivity patterns over time," Amaral explained. "Our study found that these patterns did not change significantly based on the task at hand -- whether participants were localizing sounds, identifying shapes, or simply resting. Instead, the connectivity patterns were unique to each individual and remained stable over the two-year study period."

Striem-Amit said these findings tell us how the brain develops. "Our findings suggest that experiences after birth shape the diverse ways our brains can develop, especially if growing up without sight. Brain plasticity in these cases frees the brain to develop, possibly even for different possible uses for the visual cortex among different people born blind," Striem-Amit said.

The researchers posit that understanding each person's individual connectivity may be important to better tailor solutions for rehabilitation and sight restoration to individuals with blindness, each based on their own individual brain connectivity pattern.

The authors report having no personal financial interests related to the study.

This work was supported by a grant from National Institutes of Health NEI/OBSSR (R01EY034515) and funds from the Edwin H. Richard and Elisabeth Richard von Matsch Distinguished Professorship in Neurological Diseases.
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New high-resolution 3D maps show how the brain's blood vessels changes with age | ScienceDaily
Healthy blood vessels matter for more than just heart health. Vascular well-being is critical for brain health and potentially in addressing age-related cognitive decline and neurodegenerative disorders, like Alzheimer's disease, according to new study led by Penn State researchers. The findings point to an understudied but possible key role the brain's vascular network -- or energy infrastructure -- plays in the onset of neurodegenerative disease.


						
They published their work today (July 30) in Nature Communications.

Using advanced imaging techniques, the team developed maps of a mouse brain that illustrate how vascular cells and structures like blood vessels change with age and identified areas that are vulnerable to deterioration. When blood vessels degrade, nerve cells in the brain, called neurons, are starved of energy, causing them to malfunction or die. It can lead to a condition called vascular dementia, the second leading cause of cognitive impairment in older adults, and symptoms like sleep disturbance.

"With something like Alzheimer's disease, by the time you can see vascular changes and significant brain shrinkage on a MRI, cell death has already occurred. We need to understand how these cells and structures change before a major catastrophe happens," said Yongsoo Kim, associate professor of neural and behavioral sciences at Penn State College of Medicine and senior author of the study. "This study provides early signs of neurodegenerative disorders, potentially leading to earlier diagnosis, and clues for how we can slow down the aging process and cognitive changes."

According to Kim, aging is one of the primary factors involved in neurodegenerative disorders.

"Yet, we really don't have a good baseline understanding of how normal aging itself changes the brain, particularly the brain's vasculature," Kim said. And with the aging population in the United States growing, he said it's critical to understand these changes, especially within the network of blood vessels.

Blood vessels, especially micro-vessels, regulate oxygen and energy supply and waste removal to and from neurons. Despite their importance, Kim said, most existing research focuses on how neuron structure and function degenerates over time, rather than the vasculature. When researchers do study the brain's vasculature, they've primarily examined larger blood vessels or focused on a single, easy-to-access region of the brain, the somatosensory cortex. More importantly, typical neuroimaging techniques, like MRI, don't provide high enough resolution to see what's happening in the tiny blood vessels, which make up 80% to 85% of the brain's vasculature, according to Kim.




Kim and the research team produced a detailed map of the vascular network of the whole mouse brain using two high-resolution 3D mapping techniques: serial two-photon tomography -- a technique that creates a series of stacked 2D images -- and light sheet fluorescence microscopy, which images intact 3D samples to visualize the whole brain at a single cell-resolution. They imaged the brains of young and old mice to chart vasculature changes across the brain with normal aging.

"Because we're doing high-resolution mapping with the sufficient resolution, we can reconstruct the whole vascular structure and scan the entire brain to pinpoint areas that undergo selective degeneration with age," Kim said. "What we found is that the area that most people study showed the least amount of change, whereas profound change happens in areas in the deep areas of the brain. This suggests that we've been looking at the wrong area when it comes to aging studies."

The images showed that changes in the vascular network don't occur equally across the brain. Rather, they were concentrated in the basal forebrain, deep cortical layers and hippocampal network, suggesting these areas are more vulnerable to vascular degeneration. These regions play a role in attention, sleep, memory processing and storage, among other functions.

As brains age, vascular length and branching density decreases approximately 10%, indicating that there's a sparser network to distribute blood. Arteries in older brains also appear more twisted compared to those in younger brains, which can impede blood flow, especially to areas further away from the main arteries like the deep cortical layers, Kim explained.

The team also examined functional changes of vasculature and found that the system responds more slowly in older brains. That means that it can't provide the neurons with energy as quickly and readily as the cells may need. There's also a loss of pericytes, a type of cell that regulates blood supply and blood vessel permeability, too. As a result, the blood vessels become "leaky," compromising the blood-brain barrier.

This study builds on the group's previous research, where they mapped the vasculature of a young mouse brain. Next, they are studying how Alzheimer's disease-induced changes in the brain influences vascular health and neuronal function. Ultimately, they said they hope their work will lead to treatments for neurodegenerative disorders.

Hannah Bennett, dual medical degree and doctoral degree student, and Steffy Manjila, postdoctoral scholar, co-led the study along with Quingguang Zhang, who was assistant research professor at Penn State at the time of the research and is currently assistant professor at Michigan State University, and Yuan-ting Wu, who was previously research scientist at Penn State and currently project scientist at Cedars-Sinai Medical Center. Other Penn State authors on the paper include: Patrick Drew, professor of engineering science and mechanics, of neurosurgery, of biology and of biomedical engineering and interim director of the Huck Institutes of the Life Sciences; Uree Chon, research technician; Donghui Shin, research technologist; Daniel Vanselow, research project manager; Hyun-Jae Pi, data scientist.

TheNational Institutes of Health and the American Heart Association funded this work.
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Genes or environment? A new model for understanding disease risk factors | ScienceDaily
Every disease is shaped by a genetic component as well as environmental factors like air pollution, climate and socioeconomic status. However, the extent to which genetics or environment plays a role in disease risk -- and how much can be attributed to each -- isn't well understood. As such, the actions individuals can take to reduce their risk for disease aren't often clear.


						
A team led by Penn State College of Medicine researchers found a way to tease apart genetic and environmental effects of disease risk using a large, nationally representative sample. They found that, in some cases, previous assessments overstated the contribution of one's genes to disease risk and that lifestyle and environmental factors play a larger role than previously believed. Unlike genetics, environmental factors, like exposure to air pollution, can be more easily modified. That means there are potentially more opportunities to mitigate disease risk. The researchers published their work in Nature Communications.

"We're trying to disentangle how much genetics and how much the environment influences the development of disease. If we more accurately understand how each contributes, we can better predict disease risk and design more effective interventions, particularly in the era of precision medicine," said Bibo Jiang, assistant professor of public health sciences at the Penn State College of Medicine and senior author of the study.

The researchers said that in the past, it's been difficult to quantify and measure environmental risk factors since they can encompass everything from diet and exercise to climate. However, if environmental factors aren't considered in models of disease risk, analyses may falsely attribute the shared disease risks among family members to genetics.

"People living in the same neighborhood share the same level of air pollution, socioeconomic status, access to health care providers and food environment," said Dajiang Liu, distinguished professor, vice chair for research, director of artificial intelligence and biomedical informatics at the Penn State College of Medicine and co-senior author of the study. "If we can tease apart these shared environments, what's remaining could more accurately reflect genetic heritability of disease."

In this study, the team developed a spatial mixed linear effect (SMILE) model that incorporates both genetics and geolocation data. Geolocation -- a person's approximate geographical location -- served as a surrogate measure for community-level environmental risk factors.

Using data from IBM MarketScan, a health insurance claims database with electronic health records from more than 50 million individuals from employer-based health insurance policies in the United States, the research team filtered out information for more than 257,000 nuclear families and compiled disease outcomes for 1,083 diseases. They then augmented the data to include publicly available environmental data, including climate and sociodemographic data, as well as levels of particulate matter 2.5 (PM2.5) and nitrogen dioxide (NO2).




The team's analysis led to more refined estimates of the contributors to disease risk. For example, previous studies concluded that genetics contributed 37.7% of the risk of developing Type 2 diabetes. When the research team reassessed the data, their model, with its consideration of environmental effects, found that the estimated genetic contribution to Type 2 diabetes risk decreased to 28.4%; a bigger share of disease risk can be attributed to environmental factors. Similarly, estimated contribution to obesity risk attributed to genetics decreased from 53.1% to 46.3% when adjusted for environmental factors.

"Previous studies concluded that genetics played a much larger role in disease risk prediction, and our study recalibrated those numbers," Liu said. "That means that people can stay hopeful even though they have family relatives with Type 2 diabetes, for example, because there's a lot they can do to reduce their own risk."

The research team also used the data to quantitatively assess whether two specific pollutants in the air -- PM2.5 and NO2 -- causally influence disease risks. Previous studies, the researchers said, lump PM2.5 and NO2 together as one collective measure of air pollution. However, what they found in this study was that the two pollutants have different and distinct causal relationships with health conditions. For instance, NO2 is shown to directly cause conditions like high cholesterol, irritable bowel syndrome and both Type 1 and Type 2 diabetes, but not PM2.5. PM2.5, on the other hand, may have a more direct causal effect on lung function and sleep disorders.

Ultimately, the researchers said this model will allow for a more in depth look at questions about why some diseases may be more prevalent in certain geographic locations.

Other Penn State authors on the paper include: Havell Markus and Austin Montgomery, both dual medical degree and doctoral degree students at the Penn State College of Medicine; Laura Carrel, professor of biochemistry and molecular biology; Arthur Berg, professor of public health sciences; and Qunhua Li, professor of statistics. Daniel McGuire, who was a doctoral student in the biostatistics program at the time of the research, co-led the study. Co-author Lina Yang and Jingyu Xu, who were doctoral students in the biostatistics program at the time of the research, also contributed to the paper.

The National Institutes of Health and the Penn State College of Medicine's artificial intelligence and biomedical informatics pilot funding program supported this work in part. Some of the materials employed in this work were provided by the Center for Applied Studies in Health Economics at the Penn State College of Medicine.
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Study finds genetic variant among people who experience a rare recovery from ALS | ScienceDaily
Though exceedingly rare, some people diagnosed with amyotrophic lateral sclerosis (ALS) partially or fully recover from the lethal neurodegenerative disease.


						
A better understanding of this baffling phenomenon, reported in medical literature for at least 60 years, could point to potential new treatment approaches. To that end, researchers at Duke Health and St. Jude's Research Hospital launched a study of ALS recovery patients and found certain genetic factors that appear to protect against the disease's typical assault on motor neurons.

The findings appear in the journal Neurology, the medical journal of the American Academy of Neurology.

"With other neurological diseases, there are now effective treatments," said Richard Bedlack, M.D., Ph.D., the Stewart, Hughes, and Wendt Professor in the Department of Neurology at Duke University School of Medicine. "But we still don't have great options for these patients, and we desperately need to find things. This work provides a starting point to explore how biological reversals of ALS occur and how we might be able to harness that effect therapeutically."

Bedlack and colleagues -- including co-lead author Jesse Crayle, M.D., who is now at Washington University in St. Louis -- conducted a genome-wide association study of 22 participants who had been diagnosed with ALS and recovered, comparing them to similar patients whose ALS progressed. Researchers at St. Jude Children's Research Hospital led the genetic analysis.

"Our whole genome sequencing pipeline leveraged a multiomics strategy to combine newly available gene expression and epigenetic data, and maximized not just this unique dataset but the CReATe and TargetALS patient databases," explained co-lead author Evadnie Rampersaud, Ph.D., St. Jude Children's Research Hospital Center for Applied Bioinformatics. She stated that the finding was made possible because the patient samples were characterized so well.

The team identified a common genetic variation called a single nucleotide polymorphism (SNP). The SNP reduces levels of a protein that blocks the IGF-1 signaling pathway, and study participants with this one-letter change in their DNA were 12 times more likely to have experienced a recovery than those without it.




IGF-1 is a growth factor that has long been a target of interest in ALS research because of its role in protecting the motor neurons. ALS patients with fast progression of disease have lower levels of IGF-1 protein, but clinical trials aimed at raising their IGF-1 levels have had disappointing results.

The current finding provides a potential new approach to targeting IGF-1.

"This suggests that the IGF-1 pathway should be further studied as a potential target for future ALS treatments," Crayle said. "While it may not be effective to simply give people IGF-1, our study indicates we might have a way to go about it differently by reducing the levels of this inhibiting protein. It is also possible that the prior studies with IGF-1 were just not adequately dosed or need to be dosed in a different way."

Bedlack said the research team is now exploring whether there is a correlation between the blocking protein and disease progression in a much larger number of patients. Results of that analysis will inform whether a clinical trial targeting this protein could be launched.

In addition to Bedlack and Crayle, study authors include Jason Myers, Joanne Wuu, J. Paul Taylor, Gang Wu and Michael Benatar.

The study received funding support from the Duke ALS Patient Gift Fund, ALSAC -- the fundraising and awareness organization of St. Jude Children's Research Hospital; the ALS Association (grants 17-LGCA-331 and 16-TACL-242); the CReATe Consortium (U54NS092091), which is part of the NIH Rare Diseases Clinical Research Network (RDCRN; and the National Cancer Institute (P30 CA021765).
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Mucus-based bio-ink could be used to print and grow lung tissue | ScienceDaily
Lung diseases kill millions of people around the world each year. Treatment options are limited, and animal models for studying these illnesses and experimental medications are inadequate. Now, researchers describe in ACS Applied Bio Materials their success in creating a mucus-based bioink for 3D printing lung tissue. This advance could one day help study and treat chronic lung conditions.


						
While some people with lung diseases receive transplants, donor organs remain in short supply. As an alternative, medications and other treatments can be used to manage symptoms, but no cure is available for disorders such as chronic obstructive pulmonary disease and cystic fibrosis. Researchers continue to seek better medications, often relying on testing in rodents. But these animal models may only partially capture the complexities of pulmonary diseases in humans, and they might not accurately predict the safety and efficacy of new drugs. Meanwhile, bioengineers are exploring the production of lung tissue in the lab, either as a more accurate model to study human lungs or as a potential material to use in implants. One technique involves 3D printing structures that mimic human tissue, but designing a suitable bioink to support cell growth remains challenging. So, Ashok Raichur and colleagues set out to overcome this obstacle.

The team began with mucin, a mucus component that hasn't been widely explored for bioprinting. Segments of this antibacterial polymer's molecular structure resemble epidermal growth factor, a protein that promotes cell attachment and growth. Raichur and colleagues reacted mucin with methacrylic anhydride to form methacrylated mucin (MuMA), which they then mixed with lung cells. Hyaluronic acid -- a natural polymer found in connective and other tissues -- was added to increase the bioink's viscosity and enhance cell growth and adhesion to MuMA. After the ink was printed in test patterns including round and square grids, it was exposed to blue light to crosslink the MuMA molecules. The crosslink bonds stabilized the printed structure in the form of a porous gel that readily absorbed water to support cell survival.

The researchers found that the interconnected pores in the gel facilitated diffusion of nutrients and oxygen, encouraging cell growth and formation of lung tissue. The printed structures were nontoxic and slowly biodegraded under physiological conditions, making them potentially suitable as implants in which the printed scaffold would gradually be replaced by newly grown lung tissue. The bioink could also be used to make 3D models of lungs to study lung disease processes and evaluate potential treatments.

The authors acknowledge funding from the Government of India's Department of Science and Technology.
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Friendships in America may be in less peril than previously thought | ScienceDaily
American adults may typically have more friends than indicated by other recent surveys, with fewer Americans having no friends at all -- though many would like closer friendships. Natalie Pennington of Colorado State University, US, and colleagues present these preliminary findings from the ongoing "American Friendship Project" in a study published July 30, 2024, in the open-access journal PLOS ONE.


						
Having more and higher quality friendships is linked with greater happiness and life satisfaction. However, research suggests that more and more American adults are facing loneliness and spending less time being social. Nonetheless, evidence conflicts as to whether the number and quality of friendships among Americans are actually in decline.

To get a clearer picture of American friendship, Pennington and colleagues launched the American Friendship Project, an ongoing, multi-year survey study. In 2022 and 2023, they gathered baseline data by surveying nearly 6,000 American adults about their friendships and wellbeing.

This initial data suggests that an American adult has an average of four or five friends, similar to numbers reported in previous research from 1970 to 2015. Approximately 2 percent of participants reported being friendless, which is also in line with data from prior decades.

These findings suggest that recent concerns about increasing friendlessness may be inaccurate. However, while participants generally reported satisfaction with their friendships, many indicated a desire for more time spent with their friends or for higher quality friendships.

The analysis also suggests that participants often talk with friends in person, though phone calls and texting are also common. A subset of participants who were college students were more likely to report meeting new friends at school and tended to maintain friendships for briefer time periods than a general adult subset of participants.

While analyzing the baseline data, the researchers also evaluated the methodology and limitations of the American Friendship Project, considering such questions as people's varying definitions of "friend" and whether friendships reported in surveys may be reciprocated or not by the other parties.

Overall, the researchers say the project shows promise for shedding new light on friendship and wellbeing over time, which could inform efforts to increase and improve such relationships.

The authors add: "Americans long for greater closeness with friends; although over 75% were satisfied with the number of friends they had, 42% felt they were not as close to their friends as they would like."
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Common blood tests could improve cancer diagnosis for people with stomach pain or bloating | ScienceDaily
The results of routine blood tests could be used to speed up cancer diagnosis among people with stomach pain or bloating, suggests a new study led by UCL researchers.


						
Most people who report these symptoms to their GP are referred for blood tests. However, it is not known how well these blood tests, used to explore a range of possible causes of ill health, can predict cancer risk.

The new study, published in PLOS Medicine, looked at data from more than 400,000 people aged 30 or older in the UK who had visited a GP due to stomach pain and more than 50,000 who had visited their GP due to bloating. Two thirds of this group had blood tests following their appointment.

The researchers found that, in 19 commonly used blood tests, abnormal results were linked to a higher risk of being diagnosed with cancer within a year. They estimated that, if these abnormal results were taken into account, there would have been a 16% increase in the number of people with undiagnosed cancer who were given an urgent referral, compared to assessment based on symptoms, age and sex alone.

This translates as an extra six people with undiagnosed cancer being urgently referred out of 1,000 people who had visited the GP with stomach pain or bloating, on top of 40 people with cancer being urgently referred already, without using blood test results.*

Lead author Dr Meena Rafiq, of the UCL Department of Behavioural Science & Health, said: "Our study suggests we can improve cancer detection with blood tests that are already available and that are routinely given to patients with non-specific symptoms whose cause is unclear. This could be an efficient, affordable way to improve early cancer diagnosis and in some cases increase the likelihood of successful treatment.

"Given that in practice it may be challenging for GPs to interpret a range of blood test data, our study points to the need for an automated tool that could assess cancer risk based on multiple variables."

The study used anonymised patient data from the Clinical Practice Research Datalink (CPRD), collected from a network of GP practices across the UK between 2007 and 2016.




The researchers found that one in 50 (2.2%) people who went to the GP reporting stomach pain were diagnosed with cancer over the next 12 months. Precisely the same proportion (2.2%) of people reporting bloating were also diagnosed with cancer within a year.

In the UK, guidelines from the National Institute for Health and Care Excellence (NICE) say that people should be given an urgent cancer referral (i.e. referred to a specialist or for tests) if their risk of cancer is higher than 3%.

In the new study, the researchers found that people aged 60 or over who had gone to the GP with either stomach pain or bloating had a high enough risk to warrant an urgent cancer referral (that is, their risk was higher than 3%) regardless of blood test results. Currently, over-60s with stomach pain or bloating are only given a cancer referral in the UK if they have an additional potential cancer signal such as weight loss.

Risk of cancer was estimated to be 3.1% for men in their 60s reporting stomach pain, rising to 8.6% for men in their 80s with this symptom. For women in these age groups, the risk was 3.1%, rising to 6.1%.

The researchers cautioned that the incidence of cancer was likely to be higher in the study sample than among a broader group of people experiencing stomach pain or bloating who would not necessarily go to their GP or have blood tests.

In the UK study sample, the researchers found that, among people aged 30 to 59 years with abdominal pain or bloating, anaemia, low albumin, raised platelets, abnormal ferritin, and increased inflammatory markers strongly predicted a risk of undiagnosed cancer.




For example, in women aged 50 to 59 with abdominal bloating, pre-blood test cancer risk of 1.6% increased to 10% with raised ferritin, to 9% with low albumin, to 8% with raised platelets, to 6% with raised inflammatory markers and to 4% with anaemia.

Currently, only raised platelets and anaemia are included in guidelines for cancer referral. The guidelines, the researchers noted, focused on the presence of 'alarm' symptoms and risk of cancer of a single organ, with limited guidance existing for vague symptoms that could be a sign of cancer in a number of different organs.

Dr Rafiq added: "Half of all people with as-yet-undetected cancer will first go to the doctor with vague symptoms that can be challenging to diagnose. Many of these patients are investigated in primary care with commonly used blood tests that could help to identify which patients are most likely to have underlying cancer and should be prioritised for referral.

"This research shows these common tests can substantially enhance assessment of cancer risk."

The study also showed which types of cancer were most common for people with these symptoms and how this varied depending on age and sex. Overall, bowel cancer was most common, followed by prostate and pancreatic cancer in men, while in women bowel cancer was followed by breast and ovarian cancer.

The researchers said the findings on the predictive value of blood tests for cancer could not be extrapolated to other health systems with higher or lower rates of blood test use.

The study was funded by the International Alliance for Cancer Early Detection (ACED), a partnership between UCL, Cancer Research UK (CRUK), Canary Center at Stanford University, the University of Cambridge, OHSU Knight Cancer Institute, and the University of Manchester. Additional funding came from CRUK and the National Institute of Health Research (NIHR).

* If any patient had one or more than one blood test that increased their risk to above 3% (and they would not have been referred based on their age, sex and symptom alone) they were included as an extra urgent referral.
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Peer influence can promote healthier shopping habits, study reveals | ScienceDaily
Amid the rise of chronic diseases, such as heart disease and diabetes, a novel study by Duke-NUS Medical School offers a fresh perspective on encouraging healthier grocery shopping. Despite the widespread use of colour-coded front-of-pack nutrition labels aimed to help consumers make healthier choices, these measures have not been sufficient to stem the rising tide of chronic diseases.


						
To determine if adding behavioural nudges and financial incentives could improve diet quality, researchers from Duke-NUS' Health Services and Systems Research Programme conducted a randomised trial using an experimental online grocery store called NUSMart.

During the study, participants were asked to complete three online shops and spend roughly S$60. Each time they visited the online store, they randomly encountered one of three versions of NUSMart:
    	A control store where packaged food was displayed without any front-of-pack nutritional label;
    	A version where consumers could view the nutritional value of each product via a color-coded front-of-pack label. They also saw a colour-coded barometer that compared the quality of their shopping basket to that of their peers (peer influence); and
    	A version with the front-of-pack label, peer influence and the option to earn a S$5 cash incentive so long their shopping basket was healthier than their peers' at checkout.

Summing up the findings, which were published in the journal Food Policy in May, first author and Assistant Professor Soye Shin, from Duke-NUS Health Services and Systems Research Programme,said:

"We found that when our shoppers were exposed to the front-of-pack labels and peer influence, there was a large improvement in the healthiness of the shopping basket. There was an additional improvement in the "yours-to-lose" cash reward arm, but the biggest bang came from the peer influence."

Boosting nutritional labelling's impact

For their study, the Duke-NUS team applied the Nutri-Score labelling system used in several European countries to provide consumers with nutritional information. This system assigns products a letter grade, ranging from A (healthiest, green) to E (unhealthiest, red) based on

their overall nutrient quality, including factors such as sugar, sodium, saturated fat and calories per serving. Based on a product's letter grade, the team assigned a point score, ranging from 5 points for A to 1 point for E to calculate the healthiness of the grocery basket. The higher the score, the healthier the basket.




When the researchers allowed participants to see the front-of-pack labels and how their shopping basket compared to that of their peers, there was a 14 per cent improvement in the diet quality of the shopping basket relative to the control condition.

Adding the cash incentive, which they presented in a "loss-frame" format (i.e., the reward was "yours to lose"), the improvement in diet quality was only an additional 5.6 per cent. The combined effect of the interventions was akin to moving average nutritional quality from a low C grade to a low B grade.

Even without the incentive, the effects are large enough to generate health improvements. The front-of-pack labels plus peer influence reduced sugar purchases by an average of 8.9 grams per serving. According to a survey by the Singapore Health Promotion Board (HPB) in 2022, Singaporeans consume on average 6 grams of sugar more than the maximum recommended daily sugar intake. Reducing their sugar consumption by 8.9 grams per serving could have a significant impact on the nation's ongoing war on diabetes, the researchers added.

They observed a similar impact on sodium, with consumers opting for groceries that had on average 3.7 grams less per serving. Such a reduction could help the 9 in 10 Singaporeans who, according to HPB, consume 3.6 grams of sodium per day, well above the maximum daily recommended sodium intake of 2.0 grams.

Senior author Professor Eric Finkelstein, from Duke-NUS Health Services and Systems Research Programme, said:

"We've seen peer influence be effective at reducing energy consumption. With this study, we've demonstrated that it can also motivate consumers to select more nutritional items. This is a simple and costless way to fight chronic diseases. I hope our findings encourage supermarkets to introduce these interventions into their online shopping environment."

Commenting on the potential impact of the team's work, Professor Patrick Tan, Senior Vice-Dean for Research at Duke-NUS, said:




"These findings are very timely. The COVID pandemic has had a profound impact on grocery shopping habits, with more consumers turning to online stores. This in turn has created a unique opportunity to implement novel solutions to help consumers improve their diet, which is a cornerstone in our fight against non-communicable diseases, like diabetes and cardiovascular diseases."

Duke-NUS is a leader in medical research and innovation, with a commitment to improving patient care through systems research as well as scientific discovery. This study is part of the School's ongoing efforts to support national policies on healthy living and ageing.
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Working from home is stifling innovation | ScienceDaily
Remote and hybrid working may be great for employees' work-life balance, but it may be stifling innovation, according to new research.


						
The study, led by University of Essex and University of Chicago economists, found that staff who worked in a hybrid model were less likely to come up with innovative ideas than colleagues who always worked in the office. And staff working from home tended to produce lower quality innovative ideas than those who always worked in the office.

"Innovation in the workplace can occur through random, spontaneous 'watercooler' conversations between employees," explained lead researcher Dr Christoph Siemroth. "However, these 'productive accidents' are less likely to occur when employees work from home. Our research has found that innovation is suffering as a result."

Post-pandemic, many firms are hesitant to implement a full time return to working from the office and have adopted a hybrid model, where employees get the best of both worlds, spending some days in the office and some at home.

Many business leaders have voiced concerns over innovation suffering with these new work modes. This new research, published in the journal Scientific Reports, finds their concerns could be valid.

"Of course, this cost to innovation may be acceptable, given the significant benefits for employees in terms of work-life balance, which makes more flexible employers more attractive," added Dr Siemroth, from Essex's Department of Economics.

"Our findings imply that companies should take steps to coordinate when employees are in the office. Innovation does not work well if half the team is in on Mondays while the other half is in on Wednesdays. Instead, set days where the whole team is expected in the office. While this limits the flexibility of hybrid work, our results suggest that innovation benefits as a result."

The study followed over 48,000 employees from a large Indian IT company during periods of working from the office, working from home and hybrid working. Innovation is not a core part of their work, but the company has taken significant steps to instill a culture in which all employees see innovation as a key part of their job, with the company offering financial rewards to foster innovation at work.

The employees write up ideas about process improvements, cost saving measures or new products, which are then evaluated by the company and either implemented or discarded.

Whilst the quantity of ideas did not change during the working from home period compared to working in the office, the quality of ideas suffered. During the later hybrid period, the quantity of submitted ideas fell and innovation suffered, particularly in teams which did not coordinate when they worked at the office or from home.
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Precise genetics: New CRISPR method enables efficient DNA modification | ScienceDaily
The research group led by Prof. Markus Affolter at the Biozentrum, University of Basel, has developed a new method that further improves the existing CRISPR/Cas technologies: it allows a more precise and seamless introduction of tags into proteins at the gene level. This technology could significantly improve research on proteins in living organisms and opens up new possibilities for medical research.


						
With the revolutionary CRISPR/Cas technology, the DNA of living organisms can be precisely altered. Using a guide RNA that recognizes a specific DNA sequence, Cas9 protein is recruited to that sequence and cuts the DNA. This targeted cut allows the DNA to be repaired or altered at this specific location.

Prof. Markus Affolter's team at the Biozentrum, University of Basel, has now developed a new method called SEED/Harvest in the fruit fly (Drosophila melanogaster). This method combines the CRISPR-Cas9 technique with the Single-Strand Annealing (SSA) repair pathway, enabling genome-wide changes to be carried out more efficiently and without leaving unwanted scars. The study has been published in Developmental Cell.

Two methods combined

The SEED/Harvest method proceeds in two steps. In a first step, the researchers introduced a marker gene into the desired DNA site within a protein-coding region. This marker is placed at the targeted location and is used to isolate successful modifications.

In a second step, the marker is excised and the DNA breakpoints are repaired by the Single-Strand Annealing (SSA) repair pathway. "This enables us to cut the DNA seamless while maintaining its full function," explains first author Gustavo Aguilar. "The combination of both methods makes it possible to mark any desired protein in the genome without collateral damage, allowing us to study the functions of proteins in living organisms."

More precise and efficient

"Since we would like to introduce and analyze changes in the DNA throughout the genome for our research, the method must be both precise and efficient," explains Affolter. "And the SEED/Harvest method is both. It combines the most robust screening of successful insertions and all the advantages of seamless tagging."




New research opportunities 

One of the advantages of the SEED/Harvest method is that proteins can be labeled in specific tissues and cell types. "We can now control and determine in various tissues and developmental stages when and where genes are activated or inactivated" adds Gustavo Aguilar. This opens up new possibilities for research to investigate the dynamics of proteins systematically in living cells in real-time.

This method is not only significant for genetics and biotechnology. "The SEED/Harvest method could also be of interest for medical research, for example, to identify defects caused by disease genes," says Affolter.
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A tool for visualizing single-cell data | ScienceDaily
Modern cutting-edge research generates enormous amounts of data, presenting scientists with the challenge of visualizing and analyzing it. Researchers at the Helmholtz Institute for RNA-based Infection Research (HIRI) in Wurzburg and the Technical University of Applied Sciences Wurzburg-Schweinfurt (THWS) have developed a tool for visualizing large data sets. The sCIRCLE tool allows users to explore single-cell analysis data in an interactive and user-friendly way. Their results have been published in the journal NAR Genomics and Bioinformatics.


						
Antibiotic resistance is rising worldwide and poses a major challenge to healthcare systems. Understanding the underlying processes of how and why some bacteria develop such defenses is critical. Differences in bacterial gene expression -- in which the information in a gene is read -- could provide clues. Bacterial single-cell RNA sequencing, or "scRNA-seq," has become an essential tool for analyzing these variations. This technology provides a detailed picture of gene expression in a single cell at a specific point in time. However, the method generates huge amounts of data that are difficult for researchers to visualize and analyze. Accordingly, there is a great need for new approaches and tools to display and understand this information.

Researchers at the Helmholtz Institute for RNA-based Infection Research (HIRI) in Wurzburg, a site of the Helmholtz Centre for Infection Research (HZI) in Braunschweig in cooperation with the Julius-Maximilians-Universitat Wurzburg (JMU), and designers at the Technical University of Applied Sciences Wurzburg-Schweinfurt (THWS) have now developed such a tool. Their desktop application, called sCIRCLE (single-Cell Interactive Real-time Computer visualization for Low-dimensional Exploration), enables interactive 3D visualization of scRNA-seq data. It allows users to view single cells, enriched with metadata, from different angles and in real-time. A variety of filters and settings can be used to explore which genes have been expressed in particular cells at specific points in time. This capability allows researchers to focus on specific cell populations or genes of interest. "sCIRCLE is also a valuable communication tool for collaboratively examining data sets or presenting results," says Lars Barquist. Barquist, a computational biologist who initiated the study, leads a research group at the Helmholtz Institute Wurzburg. Barquist is also a professor at the University of Toronto in Canada. Additionally, sCIRCLE is already compatible with virtual reality devices, marking a step towards immersive 3D data visualization and interaction.

A future-oriented cross-disciplinary collaboration

The user-friendliness of sCIRCLE is notable: "The interface is easy to use and intuitively designed. sCIRCLE is therefore particularly helpful for biologists without extensive knowledge of bioinformatics," adds Barquist. The designers and bioinformaticians worked together to make the data as simple and visually appealing as possible: "Collaboration between the disciplines of bioinformatics and design is extremely important as our data sets continue to grow and we need new ways to make them understandable," says Barquist.

To realize the project, THWS Master's student Maximilian Seeger spent some time in the HIRI research group. There, he had the opportunity to work directly with the scientists. "This allowed me to understand what they wanted to explore in their data and develop an interface that would make this possible," reports Maximilian Seeger. In test runs with data collected by HIRI researchers from different groups, the scientists tried out the tool and provided feedback. The research team has published the results in the journal NAR Genomics and Bioinformatics.

"The joint development of sCIRCLE shows the importance of interdisciplinary and cross-institutional cooperation. I am very pleased we successfully combined the expertise of two Wurzburg-based institutions in this project and look forward to future collaborations," says Erich Schols, professor for interactive media at THWS, who supervised Max Seeger together with Lars Barquist. "This is hopefully just the first step towards developing intuitive, interactive tools for data analysis," says Barquist optimistically. "We will build on this foundation to make our tools even more immersive and user-friendly." While this application currently offers only basic virtual reality integration, the team plans to create additional easy-to-use virtual spaces for data exploration in the future.
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Using the term 'artificial intelligence' in product descriptions reduces purchase intentions | ScienceDaily
Companies may unintentionally hurt their sales by including the words "artificial intelligence" when describing their offerings that use the technology, according to a study led by Washington State University researchers.


						
In the study, published in the Journal of Hospitality Marketing & Management, researchers conducted experimental surveys with more than 1,000 adults in the U.S. to evaluate the relationship between AI disclosure and consumer behavior.

The findings consistently showed products described as using artificial intelligence were less popular, according to Mesut Cicek, clinical assistant professor of marketing and lead author of the study.

"When AI is mentioned, it tends to lower emotional trust, which in turn decreases purchase intentions," he said. "We found emotional trust plays a critical role in how consumers perceive AI-powered products."

In the experiments, the researchers included questions and descriptions across diverse product and service categories. For example, in one experiment, participants were presented with identical descriptions of smart televisions, the only difference being the term "artificial intelligence" was included for one group and omitted for the other. The group that saw AI included in the product description indicated they were less likely to purchase the television.

Researchers also discovered that negative response to AI disclosure was even stronger for "high-risk" products and services, those which people commonly feel more uncertain or anxious about buying, such as expensive electronics, medical devices or financial services. Because failure carries more potential risk, which may include monetary loss or danger to physical safety, mentioning AI for these types of descriptions may make consumers more wary and less likely to purchase, according to Cicek.

"We tested the effect across eight different product and service categories, and the results were all the same: it's a disadvantage to include those kinds of terms in the product descriptions," Cicek said.

Cicek said the findings provide valuable insights for companies.

"Marketers should carefully consider how they present AI in their product descriptions or develop strategies to increase emotional trust. Emphasizing AI may not always be beneficial, particularly for high-risk products. Focus on describing the features or benefits and avoid the AI buzzwords," he said.

In addition to Cicek, the study included co-authors Dogan Gursoy, professor of hospitality at WSU, and Lu Lu, associate professor at Temple University's Fox School of Business and Management.
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'Holiday' or 'Vacation': Similar language leads to more cooperation | ScienceDaily
"Holiday" or "vacation," "to start" or "to begin," "my friend's cat" or "the cat of my friend" -- in our language, there are different ways of expressing the same things and concepts. But can the choice of a particular variant determine whether we prefer to cooperate with certain people rather than with others? A research team led by Theresa Matzinger from the University of Vienna investigated this and showed that people are more likely to co-operate with others if they make similar linguistic choices in a conversation. The experiment suggests that the decisive factor is probably the feeling of belonging to the same social group. The study was recently published in the journal Language and Cognition.


						
In an experiment, 100 English-speaking study participants described pictures for two conversation partners. The pictures showed situations that the study participants could describe using two different grammatical constructions that meant the same thing. Descriptions such as "John gives Mary the book" or "John gives the book to Mary" were available to choose from. In a next step, the players' roles were switched and the study participants were confronted with picture descriptions of their partners. Finally, they had to decide which of their partners they wanted to co-operate with. The incentive for this decision was a subsequent game in which there was money to be won. "We found that, as expected, our study participants chose conversation partners who spoke similarly to them and used the same grammatical construction as them," explains Theresa Matzinger, first author of the study.

Group affiliation counts more than the willingness to adapt

In a further experiment, the research team disentangled what the reasons for the preference for linguistically similar conversation partners could be. The researchers had two hypotheses:
    	People prefer others who speak similarly because they might think that the others belong to the same social group, and one is more likely to cooperate with group members than with outsiders.
    	People favor others who speak similarly because they might think that the others are willing to adapt linguistically and might therefore also be more cooperative in other areas.

To test these two possibilities, the study participants had to name the pictures with the grammatical construction that sounded less natural to them. When they then had to choose their co-operation partners again, they opted for those who resembled their natural language use rather than those who resembled the language they used in the experiment.

"This clearly supports the first of our hypotheses: A sense of belonging to the same social group based on linguistic expression that are natural to oneself is the more decisive factor in the choice of cooperation partners. The idea that the other person is adapting to one's own way of expressing oneself and might therefore be more cooperative was much less important," says Matzinger.

Matzinger summarizes: "Our study shows that even small linguistic differences, which we may not even be consciously aware of, can play a role in our willingness to cooperate." The researchers hope that the results can subsequently be used to better understand how cooperative decisions are made in linguistically heterogeneous groups and to reduce prejudices against people who speak differently.
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How obstetric interventions affect the birthing experience | ScienceDaily
In a recent study by researchers from the universities of Cologne and Dusseldorf as well as University Hospital Bonn, mothers across Germany were asked how they rated their experiences of 'own capacity', 'professional support', 'perceived safety' and 'participation' during their birthing experience eight to twelve months after having given birth. The highest level of satisfaction in all four areas was recorded for vaginal birth without medical intervention. In general, the women rated the birthing experience rather positively, with an average of 3.09 points out of a maximum of 4 points. However, women who underwent obstetric interventions reported significantly lower satisfaction scores. Five percent of the participants reported an overall negative birth experience. The study 'Obstetric interventions' effects on the birthing experience' was published in the journal BMC Pregnancy and Childbirth.


						
Despite the social relevance of this topic and its importance for the women affected, there are only a few scientific studies in Germany that deal with obstetric care in hospitals and the issue of 'women experiencing violence during childbirth'. The study is based on the answers of 852 mothers and is part of the MAM-Care project, which addresses the needs, participation and safety in obstetric care in Germany.

"Since women are more dissatisfied with their birth experience when they undergo obstetric interventions, aspects like empowerment as well as good cooperation between the obstetric team and the persons giving birth are particularly important," said principal investigator Professor Dr Nadine Scholten, who carried out the work at the Institute for Medical Sociology, Health Services Research and Rehabilitation Science (IMVR) at the University of Cologne. She now holds the professorship for psychosomatic and psycho-oncological health services research at the University of Bonn and heads the Research Centre for Health Communication and Health Services Research at Bonn University Hospital.

Obstetric interventions include fundal pressure (pressure on the abdomen), unplanned C-sections, episiotomy and assisted vaginal delivery (vacuum extraction/forceps). Unplanned C-sections received the lowest ratings for 'own capacity' and 'perceived safety'; assisted vaginal deliveries received lower scores than unplanned C-sections in the dimensions of 'professional support' and 'participation'. In general, women who had an unplanned C-section or assisted vaginal delivery rated their 'own capacity' lower than women who had fundal pressure or an episiotomy.

However, the researchers also found that negative experiences in one area of the questionnaire were offset by positive experiences in another. According to the authors, this highlights the importance of support and participation. "Promoting self-efficacy, establishing a connection, offering support and alleviating fears can contribute to a positive birth experience despite interventions," added Anna Volkert, first author of the study.

According to the researchers, further research is needed to investigate the unexplained variance in birthing experiences, particularly in regard to the effects of empowerment and support. They recommend developing strategies together with the obstetric teams to minimize negative birthing experiences in the event of necessary obstetric interventions.
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Arthritis drugs may relieve long COVID lung symptoms | ScienceDaily
University of Virginia School of Medicine researchers have identified a potential treatment for the respiratory symptoms of long COVID after discovering an unknown cause of the condition inside the lungs.


						
The UVA researchers, led by Jie Sun, PhD, found that COVID-19 infection can cause sweeping changes in immune cells inside the lung tissues, promoting scarring and driving ongoing inflammation even after the initial infection has passed. This ongoing inflammation, they believe, drives the lasting respiratory symptoms, such as cough and difficulty breathing, associated with long COVID.

The new research from Sun and his colleagues indicates that doctors may be able to halt this chronic inflammation using a class of drugs, including baricitinib, that are already used to treat rheumatoid arthritis. The anti-inflammatory drugs previously received emergency authorization from the federal Food and Drug Administration to treat the uncontrolled inflammation seen in severe COVID-19 infections.

"Our study identified a root cause of the respiratory complication of long COVID by performing comparative analysis of both clinical samples and a relevant animal model," said Sun, of UVA's Carter Center for Immunology Research and UVA's Division of Infectious Diseases and International Health. "We hope that the identification of the 'driving' mechanisms will help to rationally design clinical studies repurposing those FDA-approved drugs for respiratory long COVID soon."

Millions Struggle With Long COVID

Long COVID is estimated to affect more than 60 million people around the world. For these patients, a COVID-19 infection turns into a seemingly endless ordeal, with symptoms lasting weeks, months or even years. Symptoms of long COVID can range from uncomfortable to debilitating; for example, respiratory symptoms can include shortness of breath, chest pain and even chronic lung scarring known as interstitial lung disease.

Prior research into long COVID has sought answers in patients' blood, but Sun and his team wanted to see what changes were taking place in the lung tissues themselves. So the UVA researchers looked at cell samples collected from the lower airways of both lab mice and human patients. In both cases, they found that immune cells known as macrophages and T cells had gone haywire and were having faulty, harmful interactions. These cells normally help the body fight off the disease, but, in this case, they never stopped fighting, even after the initial COVID infection had passed.




The macrophages, the researchers found, had flooded into the lungs in abnormal numbers and were promoting tissue scarring. The T cells, meanwhile, were pumping out a substance called interferon that spurs continued inflammation.

Sun and his team believe that doctors may be able to break this cycle of inflammation using drugs that are already approved to treat the harmful inflammation seen in rheumatoid arthritis, a chronic autoimmune disease that affects joints. Additional research will be needed, but Sun hopes that UVA's new discoveries will lead to much-needed new treatments for patients struggling with respiratory symptoms from long COVID.

"We hope our clinical colleagues around the globe could perform clinical trials soon to test the efficacty of baricitinib or other similar drugs targeting the same inflammatory pathway in long COVID," Sun said. "Our new study has established a foundation for identification of new therapeutic interventions for long COVID by combining rigorous clinical testing and basic scientific research."

Findings Published 

The researchers have published their findings in the journal Science Translational Medicine. The research team consisted of Chaofan Li, Wei Qian, Xiaoqin Wei, Harish Narasimhan, Yue Wu, Mohd Arish, In Su Cheon, Jinyi Tang, Gislane de Almeida Santos, Ying Li, Kamyar Sharifi, Ryan Kern, Robert Vassallo and Sun. Sun has received funding from Icosavax unrelated to the work; a full list of the authors' disclosures is included in the paper.

The research was supported by the National Institutes of Health, grants AI147394, AG069264, AI112844, AI176171, AI154598 and HL170961.
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What shapes a virus's pandemic potential? SARS-CoV-2 relatives yield clues | ScienceDaily
Two of the closest known relatives to SARS-CoV-2 -- a pair of bat coronaviruses discovered by researchers in Laos -- may transmit poorly in people despite being genetically similar to the COVID-19-causing virus, a new Yale study reveals.


						
The findings -- published July 29 in the journal Nature Microbiology -- provide clues as to why some viruses have greater "pandemic potential" than others and how researchers might go about identifying those that do before they become widespread.

For a virus to cause a pandemic it needs to be able to transmit between people, enter human cells, evade the body's defense systems, and cause disease. SARS-CoV-2, the virus that precipitated the COVID-19 pandemic, has been able to do all of this. But it's not yet clear why it is so efficient.

"We don't know what makes a virus have pandemic potential," said Mario Pena-Hernandez, a Yale Ph.D. student in the labs of Akiko Iwasaki and Craig Wilen and lead author of the study. "These bat strains are 97% identical to SARS-CoV-2 genetically and we thought that, because they are the virus's closest known relatives, their phenotypic behavior -- or the way they infect and cause disease -- would be similar to SARS-CoV-2. But we found that wasn't true."

While the bat coronaviruses were able to efficiently enter some human cells and evade defense systems (often better than SARS-CoV-2 does), they did not transmit, or spread, well between hamsters and caused more mild disease in mice.

"The findings show us that we cannot tell from genomes alone what virus strains have the capacity to create a pandemic," said Pena-Hernandez.

Other authors included Iwasaki, Sterling Professor of Immunobiology at Yale School of Medicine (YSM) and professor of epidemiology (microbial diseases) at Yale School of Public Health, and Wilen, an associate professor of laboratory medicine and of immunobiology at YSM.




For the study, the researchers used copies of the two bat coronaviruses and tested how well they were able to infect lab-cultured human respiratory tract cells and rodents. The work was done under the university's highest standard of biosafety. (Specifically, it was conducted under what is characterized as biosafety level 3+, requirements for which include restricted lab access, specialized personal protective equipment and respirators, and for experiments to be performed in biocontainment cabinets in a negative pressure facility).

The researchers found that while the two bat coronaviruses were effective at infecting cells isolated from the human bronchus -- the airway that connects the trachea to the lung -- they did not replicate well in cells from the nose.

"This is important to know, as most virus transmissions likely happen in the nose," said Iwasaki, a senior author of the study. "That these viruses don't replicate in the nose as well as SARS-CoV-2 could be an important indicator of why they failed to transmit in the animal models." The body has two types of immune protection: innate immunity -- a broad, general, first line of defense -- and adaptive immunity, which develops over time and can protect against more specific pathogens that individuals have already been exposed to. Innate immunity is particularly important against novel viruses to which people may have no adaptive immunity. In the study, the researchers found that the two bat coronaviruses were able to evade certain innate immunity molecules that fight infections.

"So the viruses can infect airway cells and dodge the body's defenses, yet they still failed to transmit between animals," said Wilen, a senior author of the study. "SARS-CoV-2 could evade innate immunity and transmit, so this suggested to us that these bat coronaviruses lack something that SARS-CoV-2 has."

One thing missing from these viruses is a molecular bit known as a "furin cleavage site." In SARS-CoV-2 and some other viruses, the spike protein of the virus can be cut by an enzyme called furin in order for the virus to efficiently enter human cells. Previous studies have found that mutated versions of SARS-CoV-2 lacking this site are less easily transmitted and cause less severe disease. In the new study, the researchers also found SARS-CoV-2 without this cleavage site didn't replicate as well in nasal cells, much like the two bat coronaviruses. In hamsters, viruses that lacked furin cleavage sites were quickly outcompeted by those that had them.

Whether a virus has this cleavage site could be one feature to look out for in the search to identify viral threats, said the researchers. However, it is likely that other viral features from this family of viruses also confer transmission or disease-causing potential. This, they said, highlights the importance of studying these viruses in the laboratory to identify these features. For example, how well a virus replicates in nasal cells could also serve as a proxy for assessing its transmission capacity.

Overall, the findings indicate that these two bat coronaviruses pose a more modest threat to humans, although it is possible that small genetic changes in these or similar viruses may evolve and significantly enhance pandemic risk. However, even in the event that the viruses did cross over to humans, the researchers found that adaptive immunity against SARS-CoV-2 was protective; blood sera samples taken from individuals who were vaccinated against or previously infected by SARS-CoV-2 neutralized the viruses.

"But understanding whether viruses have the potential to transmit between humans is important," said Iwasaki, who is also a professor of dermatology at YSM, a professor of molecular, cellular, and developmental biology in Yale's Faculty of Arts and Sciences, and an investigator of the Howard Hughes Medical Institute.

"Because if we do one day find a virus that is transmissible and distinct enough from SARS-CoV-2 that we don't have immunity against it, then we could create vaccines and other strategies to combat it. We could have a head start."
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Researchers discover high levels of non-coding RNAs in testes, suggesting new roles in sperm function and evolution | ScienceDaily
Researchers at the University of Toronto have mapped the spatial distribution of around 700 long non-coding RNAs, otherwise known as lncRNAs, in the testes. The team discovered much higher levels of lncRNAs in the testes than had been previously estimated, indicating that lncRNAs may play a more significant role in male reproduction than previously believed.


						
The research team initiated a genome-wide analysis of lncRNA localization patterns within the testes of a common model organism used for biomedical research: the fruit fly. They found that both the numbers of lncRNA genes expressed and their levels of expression far exceeded expectations based on existing records and assumptions of their lack of relevance, due partly to lncRNAs not coding for proteins.

"Long non-coding RNAs are a topic of controversy because it's not clear what functions most of them perform, if any," said Matthew Jachimowicz, co-author on the study and PhD student of molecular genetics at U of T's Donnelly Centre for Cellular and Biomolecular Research. "The uncertainty around lncRNAs is due, in part, to the belief that their expression levels are relatively low across genomes. The results of our study disprove this belief and demonstrate many potential roles for lncRNAs in sperm evolution and development."

The study was published in the journal Nature Communications.

Across the animal kingdom, developing sperm have the highest levels of gene expression, with lncRNA genes expressed at even higher levels than coding genes, and for much longer. The Y chromosome, uniquely expressed during sperm development, also presents a unique challenge to researchers because of a host of unusual genetic characteristics, including transposable elements, satellite repeats and pseudogenes.

Transposable elements are DNA sequences that move from one area of the genome to another. Both satellite repeats and pseudogenes are non-coding, with the former being comprised of larger sections of repeating DNA sequences while the latter are structurally similar to genes.

The presence of these repetitive non-coding elements in the Y chromosome results in its silencing at all stages of development outside of sperm production. They can, however, present risks to sperm through the integration of non-coding elements into genes, which can lead to mutations, sperm malfunction or birth anomalies.




The research team found several examples of lncRNA genes that act to minimize potentially harmful transposable activities, keeping them to a level that promotes the evolution of new genes instead of mutations in existing genes.

"Mature sperm have been shown to contain RNA from both coding and non-coding genes," said Jachimowicz. "Non-coding RNA found in the sperm nucleus can impact metabolism and behavior across multiple generations."

The research team also discovered a new type of lncRNA-based particle in seminal fluid that could influence reproduction and offspring. They hypothesize that the new lncRNA-based particles could be produced by both sperm and non-sperm cells, and that they may be sending complex intercellular signals.

"A lot of the lncRNAs we found were missed in previous studies because they are not polyadenylated," said Catherine Shao, first author on the study and lab technician at the Donnelly Centre. "This process adds a tail to the RNA molecule consisting of a string of adenine bases, which stabilizes the molecule and prevents degradation. It turns out that most lncRNAs are not polyadenylated, which is why so many have escaped detection using conventional approaches."

"Our finding of high levels of lncRNA expression in the testes is key to refuting assumptions about lncRNAs being mostly non-functional, as these are largely based on observations of low expression," said Henry Krause, principal investigator on the study and professor of molecular genetics at the Donnelly Centre and the Temerty Faculty of Medicine. "The newly discovered lncRNA-based particles, in particular, have the potential to inform the development of new RNA-based therapies."
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Study reveals link between transthyretin levels and heart disease risk | ScienceDaily
Physician-scientists from the University of Alabama at Birmingham Marnix E. Heersink School of Medicine have uncovered significant findings regarding the impact of transthyretin, or TTR, protein levels on heart disease risk. The study, recently published in Nature Communications, explores how variations in TTR levels are associated with adverse clinical outcomes, providing new insights into the prevention and management of amyloid heart disease. Transthyretin is a transport protein produced in the liver, and its misfolding is linked to the development of cardiac amyloidosis, a condition that leads to heart failure and increased mortality.


						
The study, led by Pankaj Arora, M.D., and Naman Shetty, M.D., examined data from 35,206 participants in the UK Biobank. The researchers investigated the clinical correlates of TTR levels, differences in TTR levels based on genetic variations and the association of TTR levels with health outcomes.

Arora and his team found that lower TTR levels are significantly associated with an increased risk of heart failure and all-cause mortality. Specifically, individuals with low TTR levels had a 17 percent higher risk of heart failure and an 18 percent higher risk of death from any cause compared to those with higher TTR levels. These findings were even more pronounced in individuals carrying the V142I TTR gene variant, which is known to destabilize the TTR protein.

The study revealed that TTR levels were lower in females compared to males and were influenced by several health factors. Higher systolic and diastolic blood pressure, total cholesterol, albumin levels, triglyceride levels, and creatinine levels were associated with increased TTR levels. Higher C-reactive protein levels were linked to lower TTR levels. Notably, carriers of the V142I TTR gene variant had significantly lower TTR levels compared to non-carriers, highlighting a genetic influence on this protein.

"Our research highlights the critical role of TTR levels in predicting heart disease risk," Arora said. "By understanding the factors that influence TTR levels, we can better identify individuals at high risk and develop targeted interventions to prevent adverse outcomes."

"These findings underscore the potential benefits of incorporating TTR level measurements in screening programs, especially for individuals with genetic predispositions," Shetty said.

Arora, the senior author and a cardiologist at the UAB Cardiovascular Institute, says the implications of this study are far-reaching. It suggests that monitoring of TTR levels could be a valuable tool in managing heart disease risk, particularly for those with known genetic variations like the V142I TTR variant. Low TTR levels raise the pre-test probability of a positive genetic test, specifically for detecting the V142I variant, which typically takes time to process.

"This information can be used to counsel family members while they await the results of genetic testing," Arora said. "This research marks a significant step forward in the quest to understand and mitigate the risks associated with cardiac amyloidosis and other heart-related conditions."
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Everyday activities aren't enough to protect against stroke | ScienceDaily
Research conducted at the University of Gothenburg shows that the physical activities we do as we go about our lives, at work or in the home, aren't enough to protect us from having a stroke. However, exercising in our free time and using active modes of transport are associated with a decreased risk of stroke.


						
"Physical activity during leisure time and as transportation is becoming increasingly important now that many jobs and domestic activities are becoming more sedentary," says lead author of the study Adam Viktorisson, researcher at Sahlgrenska Academy at the University of Gothenburg, Sweden.

Twenty years follow-up

The research study covers 3,614 people from the region of Vastra Gotaland, 269 of whom suffered a stroke in the twenty years spanned by the study. Three months after the stroke, 120 of these had died or were dependent on help to carry out activities of daily living.

Physical activity data was gathered from surveys. Some participants were also given a pedometer to wear. Physical activity during leisure time or for transportation showed a link to the objective measurements from the pedometers, while physical activity at work did not.

Occupational physical activity did not protect

The health benefits of physical activity are well known, but earlier studies tend to mainly focus on physical activity during leisure time. Research in recent years has shown that physical activity at work can instead have negative health impacts, increasing the risk of cardiovascular disease.




"How and when we carry out physical activity seems to play a crucial role in determining its health benefits. In our study leisure time and transport related physical activities were associated with a lower risk of stroke, whereas activities during work time or in the household were not" Adam Viktorisson points out.

"Physically demanding jobs are often linked to stress, little opportunity for recovery, air pollution and generally poorer socioeconomic conditions, which can counteract the positive effects of physical activity."

Promote public health

The study used data from the INTERGENE cohort at the University of Gothenburg. Study participants were surveyed and data was collected from 2001 to 2004, encompassing both clinical data and questionnaire data. The researchers hope that these results will bring greater awareness and lead to changes in public health policy to encourage physical activity in society."Encouraging people to be physically active in their daily lives, for example by walking, cycling and doing other types of exercise, can be an important strategy in reducing the number of strokes and improving the prognosis of people who suffer a stroke," says Adam Viktorisson.
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Preclinical study explores approved drug for ovarian cancer | ScienceDaily
An iron-binding drug that is already approved for treatment of other diseases could provide a novel way to attack ovarian tumors, according to a new study led by Weill Cornell Medicine researchers. The preclinical study, which combined the analysis of human ovarian tumors and animal models of the disease, was published on July 29 in Cancer Discovery, a journal of the American Association for Cancer Research.


						
Iron is essential for multiple cellular processes, so actively multiplying cancer cells often need larger amounts of it than normal cells. That's especially true in ovarian cancers.

"We thought that was a perfect opportunity to try a new approach, because there is an FDA-approved iron-chelating drug called deferiprone that has been successfully used for other diseases with abnormal iron accumulation," said senior author Dr. Juan Cubillos-Ruiz, the William J. Ledger, M.D., Distinguished Associate Professor for Infection and Immunology in Obstetrics and Gynecology at Weill Cornell Medicine. Iron-chelating drugs bind tightly to iron, preventing cells from using it.

To confirm the importance of iron in ovarian cancer, Dr. Cubillos-Ruiz's team first looked at a collection of human tumor samples they've amassed over the past decade and analyzed public genomic datasets from ovarian cancer patients with the help of an international team of collaborators.

"We can isolate different components of tumors from ovarian cancer patients, and study their molecular processes," said Dr. Cubillos-Ruiz, who is also co-leader of the Cancer Biology Program in the Sandra and Edward Meyer Cancer Center at Weill Cornell Medicine.

The scientists found that ovarian cancer cells demonstrate increased expression of iron-related genes, which correlated with poor patient prognosis. The investigators also found that fluid surrounding ovarian tumors contain high iron content that is readily available to cancer cells.

The investigators next looked at animal models of the disease.




"We have advanced mouse models of metastatic ovarian cancer that are immunocompetent, so this allows us to study the immune system response in the disease, which is a crucial component," Dr. Cubillos-Ruiz said. Previous iron-related studies have used mice with compromised immune systems, precluding the understanding of how different therapies affect immune responses to tumors.

The investigators found that the mice recapitulated the disease features quite well: as ovarian cancer progressed, there was more iron accumulation in the tumor, and the cancer cells selectively over-expressed the iron-related gene signatures.

In the animals, deferiprone treatment worked even better than cisplatin, the current standard for ovarian cancer chemotherapy, and functioned directly inside the cells. "We demonstrated that deferiprone can chelate iron in ovarian cancer cells, in vivo" said lead author Dr. Tito Sandoval, a former postdoctoral fellow in Dr. Cubillos-Ruiz's lab.

"We found that combining cisplatin and deferiprone markedly extended the survival of mice with metastatic ovarian cancer, working synergistically compared with the monotherapies," said Dr. Sandoval, who is now a senior scientist in radiation oncology at Washington University School of Medicine in St. Louis. "So, we decided to identify the mechanisms behind this effect."

The team found that by starving cancer cells of iron, deferiprone triggers a cellular stress response, which prompts the immune system to attack them. Cisplatin affects cancer cell DNA replication, so the two drugs appear to be complementary.

Dr. Cubillos-Ruiz is now working with clinical collaborators to design human trials of the new approach. Though deferiprone is already approved for treating other conditions, he emphasized that the team still needs to determine the best way to use it against ovarian cancer. "We want to maximize the potential therapeutic effects, so the clinical trial design is critical," he said.
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How an emerging disease in dogs is shedding light on cystic fibrosis | ScienceDaily
A canine gallbladder disease that involves the accumulation of abnormal mucus similar to that seen in human cystic fibrosis (CF) patients is caused by improper expression of the gene associated with CF in humans. The finding could have implications for human CF patients as well as for animal models of CF.


						
The disease, gallbladder mucocele formation, is caused by the slow accumulation of thick, dehydrated mucus that interferes with normal gallbladder function and eventually leads to obstruction and rupture. Mucocele formation is seen primarily in purebred dogs -- in the U.S. it's most common in Shetland sheepdogs, whereas in the U.K. border terriers are most impacted.

"We really only started seeing this disease about 20 years ago in a handful of breeds," says Jody Gookin, professor of small animal internal medicine at North Carolina State University and corresponding author of the research. "What captured my attention was how similar these gallbladders looked to those in animal models of CF."

The thick immobile mucus associated with CF in humans stems from a defect in a gene called CFTR, which is responsible for depositing channels in epithelial cells that then secrete chloride and water. These channels lubricate the cell surface, keeping mucus moist and moveable. In CF, the absence of these lubricating channels means that the mucus dehydrates and clogs lungs and intestines. But in human patients, gallbladders don't fill up with dehydrated mucus.

"There are no recorded instances of naturally occurring CF in any non-human species," Gookin says. "But when researchers study CF in animal models by knocking out the CFTR gene, those animals often develop the same gallbladder pathology that we see in dogs with mucocele formation. "That led us to wonder whether dogs with mucoceles had a mutation in CFTR -- but they didn't. What they did have was a failure of CFTR to function."

Gookin performed whole genome sequencing on blood collected from eight Shetland sheepdogs with gallbladder mucocele formation and compared the location and frequency of variants in the CFTR gene to 115 dogs from 12 breeds at high risk for mucocele formation and 2,519 dogs from 340 breeds considered low risk for mucocele formation. There were no significant differences between the groups. Additionally, the dogs with mucocele formation did not have mutations in CFTR in locations where humans with CF do.

"What that means is that somehow these dogs are acquiring a dysfunction of the CFTR channel that is not based on a defect in the gene," Gookin says. "It could be due to the influence of other genes and environmental factors that influence CFTR function. Our next steps will be looking at the entire genome of these dogs to see if there are other mutations that could be a factor -- if there's something else in their genome that makes them susceptible to developing this disease.

"The most eye-opening piece for me is the idea that it is possible to develop a CF-like disease that isn't caused by a mutation in the CFTR gene. Identifying the underlying cause of CFTR dysfunction in dogs with mucocele formation has important implications for people where similar factors might contribute to CF-like diseases -- or reveal new treatment targets for CF."

The research appears in Gastrointestinal and Liver Physiology and was supported by the Morris Animal Foundation (grant D17CA-068) and the National Institutes of Health (grants T35OD011070 and K01 OD027058). Research techs Jenny Holmes and Stephen Stauffer; veterinary student Nicole Torres-Machado; former veterinary student Bryanna Meredith; postdoctoral scholar Michael Vandewege; radiologist Gabriela Seiler; small animal surgeon Kyle Matthews; and Dean of the College of Veterinary Medicine Kathryn Meurs are NC State co-authors. Steven Friedenberg of the University of Minnesota St. Paul and Lane Clark of the University of Missouri, Columbia, also contributed to the work.
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Fetal brain impacted when mom fights severe flu: New mouse study explains how | ScienceDaily
A bad case of the flu during pregnancy can increase the risk for fetal neurodevelopmental disorders such as schizophrenia and autism spectrum disorder. But it's not the virus itself doing the damage; it's the mother's immune response.


						
New University of Illinois Urbana-Champaign research using live mouse-adapted influenza virus improves upon previous mouse experiments to explain the process on a cellular and molecular level. It also indicates fetal brain changes are more likely once the severity of the mother's infection meets a specific threshold.

"Our data provide really compelling evidence for an infection severity threshold, which mimics what we see in humans. There are only a subset of maternal infections that are going to be severe enough to cause concerns like this. That said, pregnant people should definitely get the flu vaccine to reduce their risk," said senior study author Adrienne Antonson, assistant professor in the Department of Animal Sciences, part of the College of Agricultural, Consumer and Environmental Sciences at Illinois.

The study is one of only a handful to investigate maternal infection in mice using live influenza virus at doses that replicate seasonal flu outbreaks in humans. "That means our results are more relevant to human pathological infection," said lead study author Ashley Otero, a doctoral student in the Neuroscience Program at Illinois.

Antonson's team infected pregnant mice with live influenza A virus, rather than a viral mimic -- an inert molecule that mimics viral behavior -- used by most research groups in recent decades. The viral mimic elicits the innate immune response, broadly categorized as non-specific inflammation, that occurs within 24 to 48 hours of infection.

These studies have provided important clues about which inflammatory proteins are made by the mother and how they interact with the fetal brain. But Otero says viral mimics may prompt slightly different immune responses than the live virus in both mother and fetus, and they fail to capture what happens during the mother's adaptive immune response, which occurs later and helps an animal "remember" past infections.

To address these issues, the team subjected the mice to one of two doses of the virus -- representing a moderate or severe infection -- at the moment in gestation closest to the end of the first trimester in humans. Then, at two and seven days post-infection, they tracked how the infection progressed in the lungs and intestines of the mother, as well as how products from the mother's immune response interacted with the fetal brain. They also measured the physical properties of fetal brains, including the thickness of the cortex, which has been linked to neurodevelopmental disorders in humans.




Several important viral mimic studies in mice have implicated an immune protein called interleukin-17 -- primarily manufactured by T helper (Th)-17 cells in the mother's intestinal tract -- in changes to the fetal brain and neurodevelopmental disorder-like behaviors after birth. But the live virus didn't activate that protein.

"At first, when I saw that interleukin-17 was not elevated in our moms from influenza infection, I was convinced we wouldn't see any changes in the developing fetal brain," Otero said. "But interestingly, we did see very similar responses in the developing neocortex, including dramatic reductions in the upper neuronal layers in fetuses from moms who had the higher-dose infection."

Otero further explains that postmortem human studies have documented smaller cortical structures in people with schizophrenia and autism spectrum disorder. "So, our results were really in line with what we see in human brains."

Antonson added, "We don't think it's ever going to be just one inflammatory molecule that's causing all these different things. But this is the first time this pathway has been thoroughly investigated and compared against models that, thus far, have demonstrated that interleukin-17 is really involved. That's why it's important to move beyond viral mimic models to the true live virus."

Having ruled out interleukin-17, at least at the time points they studied, the team tracked immune cells in the fetal brain. Microglia, which infiltrate the brain and interact with developing neurons, had signatures of increased inflammatory activity in fetuses from high-dose flu-infected mothers. Fetal border-associated macrophages (BAMs), which border the brain's surfaces and provide constant immune surveillance, were also more active and abundant. Both cell types normally aid in healthy brain development, but Otero and Antonson think that when they're spurred into an overactive state, they could attack instead of support healthy developing neurons.

Viral mimic studies have also implicated overactive microglia in causing fetal brain deformities, but BAM activity is vastly understudied. Otero plans to follow up with more research to understand the role of BAMs in prenatal influenza infection.




Antonson emphasizes that maternal infection is only one of many risk factors for neurodevelopmental disorders.

"These disorders are caused by a multitude of elements, including environmental factors, genetics, pharmacological exposures, and more. We're focusing on just this in-utero period, but the early postnatal period is important, and adolescence is important. It's just one slice of a very complicated pie."

The research was supported by the Roy J. Carver Charitable Trust (grant #23-5683), USDA NIFA Research Capacity Fund (Hatch project #ILLU-538-940), the Department of Animal Sciences, and the College of ACES.

Antonson is also affiliated with the Beckman Institute, the Microbial Systems Initiative, and the Carl R. Woese Institute for Genomic Biology at Illinois.
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New drug candidate blocks resistance to cancer therapies | ScienceDaily
A team of researchers at the University of Michigan Health Rogel Cancer Center has designed a molecule that impairs signaling mediated by two key drivers of cancer therapy resistance. The design and preclinical evaluation of the inhibitor, MTX-531 was published in Nature Cancer.


						
Researchers, led by Judith Sebolt-Leopold, Ph.D., discovered MTX-531, a kinase inhibitor with the ability to selectively block both epidermal growth factor receptor (EGFR) and phosphatidylinositol 3-OH kinase (PI3K).

"By dual targeting of EGFR and PI3K, MTX-531 acts to shut down the escape mechanisms that tumors use to resist treatment. In certain cancers, such as head and neck squamous cell carcinomas, each of these kinases are known to mediate resistance to inhibition of the other," said Sebolt-Leopold, research professor of radiology and pharmacology at Michigan Medicine and co-leader of Rogel's developmental therapeutics program."

The study shows that, in mouse models, MTX-531 led to tumor regressions in multiple head and neck cancer models and was well tolerated. Furthermore, MTX-531, in combination with drugs targeting the RAS pathway, was shown to be highly effective against KRAS-mutated gastrointestinal tumors originating in the colon or pancreas.

Other PI3K inhibitors are associated with hyperglycemia, which can be severe enough that treatment must be stopped. MTX-531 does not lead to this side effect, indicating it could become a less-toxic treatment option.

The innovative design of MTX-531 was achieved through a computational chemistry approach, led by Sebolt-Leopold and Christopher Whitehead, Ph.D., a former member of the Leopold laboratory team, and currently chief operating officer of MEKanistic Therapeutics, Inc. The teamwork of Whitehead and Sebolt-Leopold began more than 20 years ago when both scientists collaborated on Pfizer's MEK inhibitor program.

Sebolt-Leopold says that MTX-531 is a demonstration of their continued commitment to advancing cancer research by discovering and advancing first-in-class therapeutics. "In drug company laboratories, one often does not have the opportunity to model clinical applications of lead candidates in detail," said Sebolt-Leopold. "At Michigan Medicine, I have the unique opportunity to extend my research on molecular targeted agents to a more translational level."

Advanced development activities are underway to support the clinical evaluation of MTX-531. Researchers are hopeful that these studies will ultimately lead to initiation of clinical trials in patients.




Additional authors: Chrisopher Whitehead, Elizabeth Ziemke, Christy Frankowski-McGregor, Rachel Mumby, June Chung, Jinju Li, Nathaniel Osher, Oluwadara Coker, Veerabhadran Baladandayuthapani, Scott Kopetz, and Judith Sebolt-Leopold.

Funding: National Institutes of Health grants R01CA220199, R01 CA242764, R21 CA267412, R44CA213715 and R41CA261407

Disclosure: Whitehead and Sebolt-Leopold are inventors on patents describing MTX-531, owned by the University of Michigan and MEKanistic, and may receive royalty payments from the university. Compound patents have been licensed to MEKanistic, Inc., a company in which Whitehead and Sebolt-Leopold have a financial interest.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240729173400.htm



	Previous
	Articles
	Sections
	Next





    
      
        
          	
            Health News
          
          	
            Sections
          
          	
            Environment News
          
        

      

      Technology News

      Top stories featured on ScienceDaily's Space & Time, Matter & Energy, and Computers & Math sections.


      
        Pursuing the middle path to scientific discovery
        Scientists have made significant strides in understanding the properties of a ferroelectric material under an electric field. This breakthrough holds potential for advances in computer memory, lasers and sensors for ultraprecise measurements.

      

      
        'Smarter' semiconductor technology for training 'smarter' artificial intelligence
        Scientists develop next-generation semiconductor technology for high-efficiency, low-power artificial intelligence.

      

      
        Precision oncology via artificial intelligence on cancer biopsies
        An artificial intelligence method to detect biomarkers in tumor biopsies promises to cut weeks and thousands of dollars from cancer detection, extending the benefits of precision oncology to underserved and under-resourced patients.

      

      
        The next generation of RNA chips
        An international research team has succeeded in developing a new version of RNA building blocks with higher chemical reactivity and photosensitivity. This can significantly reduce the production time of RNA chips used in biotechnological and medical research. The chemical synthesis of these chips is now twice as fast and seven times more efficient.

      

      
        Scientists devise method to secure Earth's biodiversity on the moon
        New research led proposes a plan to safeguard Earth's imperiled biodiversity by cryogenically preserving biological material on the moon. The moon's permanently shadowed craters are cold enough for cryogenic preservation without the need for electricity or liquid nitrogen.

      

      
        AI 'hallucinations' tackled
        Significant strides in addressing the issue of AI 'hallucinations' and improving the reliability of anomaly detection algorithms.

      

      
        The rotation of a nearby star stuns astronomers
        Astronomers have found that the rotational profile of a nearby star, V889 Herculis, differs considerably from that of the Sun. The observation provides insights into the fundamental stellar astrophysics and helps us understand the activity of the Sun, its spot structures and eruptions.

      

      
        AI opens door to safe, effective new antibiotics to combat resistant bacteria
        In a hopeful sign for demand for more safe, effective antibiotics for humans, researchers have leveraged artificial intelligence to develop a new drug that already is showing promise in animal trials.

      

      
        Researchers explore the potential of clean energy markets as a hedging tool
        Clean energy investments offer potential stability and growth, especially during volatile market conditions. A recent study explored the relationship between clean energy markets and global stock markets. Significant spillovers were observed from major indices like the SP500 to markets such as Japan's Nikkei225 and Global Clean Energy Index. These interactions suggest opportunities for optimizing investment portfolios and leveraging clean energy assets as hedging tools in volatile market environm...

      

      
        Improving Alzheimer's disease imaging -- with fluorescent sensors
        Neurotransmitter levels in the brain can indicate brain health and neurodegenerative diseases like Alzheimer's. However, the protective blood-brain barrier (BBB) makes delivering fluorescent sensors that can detect these small molecules to the brain difficult. Now, researchers demonstrate a way of packaging these sensors for easy passage across the BBB in mice, allowing for improved brain imaging. With further development, the technology could help advance Alzheimer's disease diagnosis and treatm...

      

      
        More electricity from the sun
        A coating of solar cells with special organic molecules could pave the way for a new generation of solar panels. This coating can increase the efficiency of monolithic tandem cells made of silicon and perovskite while lowering their cost -- because they are produced from industrial, microstructured, standard silicon wafers.

      

      
        Physicists use light to probe deeper into the 'invisible' energy states of molecules
        Physicists have experimentally demonstrates a novel physical effect that was predicted 45 years ago. The effect will result in a new chemical analysis technique, to simultaneously identify molecular bonds and their 3D arrangement in space. This new technique will find applications in pharmaceutical science, security, forensics, environmental science, art conservation, and medicine.

      

      
        Green hydrogen: 'Artificial leaf' becomes better under pressure
        Hydrogen can be produced via the electrolytic splitting of water. One option here is the use of photoelectrodes that convert sunlight into voltage for electrolysis in so called photoelectrochemical cells (PEC cells). A research team has now shown that the efficiency of PEC cells can be significantly increased under pressure.

      

      
        Unraveling a key junction underlying muscle contraction
        Using powerful new visualization technologies, researchers have captured the first 3-D images of the structure of a key muscle receptor, providing new insights on how muscles develop across the animal kingdom and setting the stage for possible future treatments for muscular disorders.

      

      
        Bright prospects for engineering quantum light
        Computers benefit greatly from being connected to the internet, so we might ask: What good is a quantum computer without a quantum internet?

      

      
        Super-black wood can improve telescopes, optical devices and consumer goods
        Thanks to an accidental discovery, researchers have created a new super-black material that absorbs almost all light, opening potential applications in fine jewelry, solar cells and precision optical devices.

      

      
        Mucus-based bio-ink could be used to print and grow lung tissue
        Lung diseases kill millions of people around the world each year. Treatment options are limited, and animal models for studying these illnesses and experimental medications are inadequate. Now, researchers describe their success in creating a mucus-based bioink for 3D printing lung tissue. This advance could one day help study and treat chronic lung conditions.

      

      
        Researchers develop general framework for designing quantum sensors
        Researchers have designed a protocol for harnessing the power of quantum sensors. The protocol could give sensor designers the ability to fine-tune quantum systems to sense signals of interest, creating sensors that are vastly more sensitive than traditional sensors.

      

      
        Injury dressings in first-aid kits provide a new technique to reveal shark species after bite incidents
        Scientists have revealed that injury dressings found in first-aid kits can reliably be used to identify shark species involved in bite incidents by deploying medical gauze to gather DNA samples from aquatic equipment, such as surfboards.

      

      
        What no one has seen before -- simulation of gravitational waves from failing warp drive
        Physicists have been exploring the theoretical possibility of spaceships driven by compressing the four-dimensional spacetime for decades. Although this so-called 'warp drive' originates from the realm of science fiction, it is based on concrete descriptions in general relativity. A new study takes things a step further -- simulating the gravitational waves such a drive might emit if it broke down.

      

      
        Precise genetics: New CRISPR method enables efficient DNA modification
        A research group has developed a new method that further improves the existing CRISPR/Cas technologies: it allows a more precise and seamless introduction of tags into proteins at the gene level. This technology could significantly improve research on proteins in living organisms and opens up new possibilities for medical research.

      

      
        A tool for visualizing single-cell data
        Modern cutting-edge research generates enormous amounts of data, presenting scientists with the challenge of visualizing and analyzing it. Researchers have developed a tool for visualizing large data sets. The sCIRCLE tool allows users to explore single-cell analysis data in an interactive and user-friendly way.

      

      
        North Sea oil and gas extraction spikes pollution by 10,000 percent, study finds
        North Sea oil and gas extraction can cause pollution to spike by more than 10,000 percent within half a kilometer around off-shore sites, a study has found. The research has uncovered the true impact on Britain's seabed life -- with the number of species plummeting nearly 30 percent near platforms.

      

      
        Using the term 'artificial intelligence' in product descriptions reduces purchase intentions
        Companies may unintentionally hurt their sales by including the words 'artificial intelligence' when describing their offerings that use the technology, according to a recent study. Researchers conducted experimental surveys with more than 1,000 adults in the U.S. to evaluate the relationship between AI disclosure and consumer behavior. The findings consistently showed products described as using artificial intelligence were less popular.

      

      
        Breaking MAD: Generative AI could break the internet, researchers find
        Researchers have found that training successive generations of generative artificial intelligence models on synthetic data gives rise to self-consuming feedback loops.

      

      
        The corona is weirdly hot: Parker Solar Probe rules out one explanation
        By diving into the sun's corona, NASA's Parker Solar Probe has ruled out S-shaped bends in the sun's magnetic field as a cause of the corona's searing temperatures.

      

      
        Dark matter: A camera trap for the invisible
        AI-powered image recognition could give researchers a new tool in hunt for dark matter.

      

      
        Shape-shifting 'transformer bots' inspired by origami
        Inspired by the paper-folding art of origami, engineers have discovered a way to make a single plastic cubed structure transform into more than 1,000 configurations using only three active motors.

      

      
        Robotics: Self-powered 'bugs' can skim across water to detect environmental data
        Researchers have developed a self-powered 'bug' that can skim across the water, and they hope it will revolutionize aquatic robotics.

      

      
        Researchers trap atoms, forcing them to serve as photonic transistors
        Researchers have developed a means to realize cold-atom integrated nanophotonic circuits.

      

      
        Hair follicle models from the 3D printer
        Hair follicle infections are often difficult to treat because bacteria settle in the gap between hair and skin, where it is difficult for active substances to reach them. In order to investigate this scenario more closely in the laboratory, researchers have now developed a model with human hair follicles embedded in a matrix produced using 3D printing. In the future, this model can be used to test the effectiveness of new drug candidates against corresponding pathogens directly on human follicles...

      

      
        Faster, cleaner way to extract lithium from battery waste
        Researchers uncover a rapid, efficient and environmentally friendly method for selective lithium recovery using microwave radiation and a readily biodegradable solvent.

      

      
        Optical fibers fit for the age of quantum computing
        A new generation of specialty optical fibers has been developed by physicists to cope with the challenges of data transfer expected to arise in the future age of quantum computing.

      

      
        When allocating scarce resources with AI, randomization can improve fairness
        Researchers argue that, in some situations where machine-learning models are used to allocate scarce resources or opportunities, randomizing decisions in a structured way may lead to fairer outcomes.

      

      
        New additive process can make better -- and greener -- high-value chemicals
        Researchers have achieved a significant breakthrough that could lead to better -- and greener -- agricultural chemicals and everyday products. Using a process that combines natural enzymes and light, the team developed an eco-friendly way to precisely mix fluorine, an important additive, into chemicals called olefins -- hydrocarbons used in a vast array of products, from detergents to fuels to medicines. This groundbreaking method offers an efficient new strategy for creating high-value chemicals...

      

      
        AI method radically speeds predictions of materials' thermal properties
        Researchers developed a machine-learning framework that can predict a key property of heat dispersion in materials that is up to 1,000 times faster than other AI methods, and could enable scientists to improve the efficiency of power generation systems and microelectronics.

      

      
        Win-win potential of grass-powered energy production
        Researchers modeled the impact of using anaerobic digestion to produce renewable natural gas from grassy biomass in different settings and from varying perspectives, analysis that helps flesh out the system's potential.

      

      
        Scientists work to build 'wind-up' sensors
        An international team of scientists has shown that twisted carbon nanotubes can store three times more energy per unit mass than advanced lithium-ion batteries. The finding may advance carbon nanotubes as a promising solution for storing energy in devices that need to be lightweight, compact, and safe, such as medical implants and sensors.

      

      
        Atomic 'GPS' elucidates movement during ultrafast material transitions
        Scientists have created the first-ever atomic movies showing how atoms rearrange locally within a quantum material as it transitions from an insulator to a metal. With the help of these movies, the researchers discovered a new material phase that settles a years-long scientific debate and could facilitate the design of new transitioning materials with commercial applications.

      

      
        New understanding of fly behavior has potential application in robotics, public safety
        Scientists have identified an automatic behavior in flies that helps them assess wind conditions -- its presence and direction -- before deploying a strategy to follow a scent to its source. The fact that they can do this is surprising -- can you tell if there's a gentle breeze if you stick your head out of a moving car? Flies aren't just reacting to an odor with a preprogrammed response: they are responding in context-appropriate manner. This knowledge potentially could be applied to train more ...

      

      
        Fresh light on the path to net zero
        Researchers have used magnetic fields to reveal the mystery of how light particles split. Scientists are closer to giving the next generation of solar cells a powerful boost by integrating a process that could make the technology more efficient by breaking particles of light photons into small chunks.

      

      
        Shining light on similar crystals reveals photoreactions can differ
        A research team has revealed that photoreactions proceed differently depending on the crystal structure of photoreactive molecules, shining a light on the mechanism by which non-uniform photoreactions occur within crystals. This is a new step toward controlling photoreactions in crystals.

      

      
        Generative AI pioneers the future of child language learning
        Researchers create a storybook generation system for personalized vocabulary learning.

      

      
        Pioneering measurement of the acidity of ionic liquids using Raman spectroscopy
        A study has made it possible to estimate experimentally the energy required to transfer protons from water to ionic liquids.

      

      
        A rare form of ice at the center of a cool new discovery about how water droplets freeze
        Researchers explain a new mechanism for ice formation. Ice can form near the free surface of a water droplet via small precursors with a structure resembling ice 0. These are readily formed by negative pressure effects due to surface tension, creating ring-like structures with the same characteristics as ice 0, which act as seeds for nucleation, providing a mechanism for the bulk formation of ice.

      

      
        Researchers develop state-of-the-art device to make artificial intelligence more energy efficient
        Engineering researchers have demonstrated a state-of-the-art hardware device that could reduce energy consumption for artificial intelligent (AI) computing applications by a factor of at least 1,000.

      

      
        Folded peptides are more electrically conductive than unfolded peptides
        What puts the electronic pep in peptides? A folded structure, according to a new study. Researchers combined single-molecule experiments, molecular dynamics simulations and quantum mechanics to validate the findings.

      

      
        'Kink state' control may provide pathway to quantum electronics
        The key to developing quantum electronics may have a few kinks. According to researchers, that's not a bad thing when it comes to the precise control needed to fabricate and operate such devices, including advanced sensors and lasers. The researchers fabricated a switch to turn on and off the presence of kink states, which are electrical conduction pathways at the edge of semiconducting materials.

      

      
        NASA's Fermi finds new feature in brightest gamma-ray burst yet seen
        In October 2022, astronomers were stunned by what was quickly dubbed the BOAT -- the brightest-of-all-time gamma-ray burst (GRB). Now an international science team reports that data from NASA's Fermi Gamma-ray Space Telescope reveals a feature never seen before.

      

      
        'Miracle' filter turns store-bought LEDs into spintronic devices
        Scientists transformed existing optoelectronic devices into ones that can control electron spin at room temperature, without a ferromagnet or magnetic field. Researchers replaced the electrodes of store-bought LEDs with a patented spin filter made from hybrid organic-inorganic halide perovskite.
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Pursuing the middle path to scientific discovery | ScienceDaily
Scientists determined the properties of a material in thin-film form that uses a voltage to produce a change in shape and vice versa. Their breakthrough bridges nanoscale and microscale understanding, opening new possibilities for future technologies.


						
In electronic technologies, key material properties change in response to stimuli like voltage or current. Scientists aim to understand these changes in terms of the material's structure at the nanoscale (a few atoms) and microscale (the thickness of a piece of paper). Often neglected is the realm between, the mesoscale -- spanning 10 billionths to 1 millionth of a meter.

Scientists at the U.S. Department of Energy's (DOE) Argonne National Laboratory, in collaboration with Rice University and DOE's Lawrence Berkeley National Laboratory, have made significant strides in understanding the mesoscale properties of a ferroelectric material under an electric field. This breakthrough holds potential for advances in computer memory, lasers for scientific instruments and sensors for ultraprecise measurements.

The ferroelectric material is an oxide containing a complex mixture of lead, magnesium, niobium and titanium. Scientists refer to this material as a relaxor ferroelectric. It is characterized by tiny pairs of positive and negative charges, or dipoles, that group into clusters called "polar nanodomains." Under an electric field, these dipoles align in the same direction, causing the material to change shape, or strain. Similarly, applying a strain can alter the dipole direction, creating an electric field.

"If you analyze a material at the nanoscale, you only learn about the average atomic structure within an ultrasmall region," said Yue Cao, an Argonne physicist. "But materials are not necessarily uniform and do not respond in the same way to an electric field in all parts. This is where the mesoscale can paint a more complete picture bridging the nano- to microscale."

A fully functional device based on a relaxor ferroelectric was produced by professor Lane Martin's group at Rice University to test the material under operating conditions. Its main component is a thin film (55 nanometers) of the relaxor ferroelectric sandwiched between nanoscale layers that serve as electrodes to apply a voltage and generate an electric field.

Using beamlines in sectors 26-ID and 33-ID of Argonne's Advanced Photon Source (APS), Argonne team members mapped the mesoscale structures within the relaxor. Key to the success of this experiment was a specialized capability called coherent X-ray nanodiffraction, available through the Hard X-ray Nanoprobe (Beamline 26-ID) operated by the Center for Nanoscale Materials at Argonne and the APS. Both are DOE Office of Science user facilities.




The results showed that, under an electric field, the nanodomains self-assemble into mesoscale structures consisting of dipoles that align in a complex tile-like pattern (see image). The team identified the strain locations along the borders of this pattern and the regions responding more strongly to the electric field.

"These submicroscale structures represent a new form of nanodomain self-assembly not known previously," noted John Mitchell, an Argonne Distinguished Fellow. "Amazingly, we could trace their origin all the way back down to underlying nanoscale atomic motions; it's fantastic!"

"Our insights into the mesoscale structures provide a new approach to the design of smaller electromechanical devices that work in ways not thought possible," Martin said.

"The brighter and more coherent X-ray beams now possible with the recent APS upgrade will allow us to continue to improve our device," said Hao Zheng, the lead author of the research and a beamline scientist at the APS. "We can then assess whether the device has application for energy-efficient microelectronics, such as neuromorphic computing modeled on the human brain." Low-power microelectronics are essential for addressing the ever-growing power demands from electronic devices around the world, including cell phones, desktop computers and supercomputers.

This research is reported in Science. In addition to Cao, Martin, Mitchell and Zheng, authors include Tao Zhou, Dina Sheyfer, Jieun Kim, Jiyeob Kim, Travis Frazer, Zhonghou Cai, Martin Holt and Zhan Zhang.

Funding for the research came from the DOE Office of Basic Energy Sciences and National Science Foundation.
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'Smarter' semiconductor technology for training 'smarter' artificial intelligence | ScienceDaily
A research team, consisting of Professor Seyoung Kim from the Department of Materials Science and Engineering and the Department of Semiconductor Engineering and alumnus Kyungmi Noh and PhD student Hyunjeong Kwak from the Department of Materials Science and Engineering at POSTECH, and Professor Hyung-Min Lee from Korea University's School of Electrical Engineering, has recently demonstrated that analog hardware using ECRAM devices can maximize the computational performance of artificial intelligence, showcasing its potential for commercialization. Their research has been published in the international journal, Science Advances.


						
The rapid advancement of AI technology, including applications like generative AI, has pushed the scalability of existing digital hardware (CPUs, GPUs, ASICs, etc.) to its limits. Consequently, there is active research into analog hardware specialized for AI computation. Analog hardware adjusts the resistance of semiconductors based on external voltage or current and utilizes a cross-point array structure with vertically crossed memory devices to process AI computation in parallel. Although it offers advantages over digital hardware for specific computational tasks and continuous data processing, meeting the diverse requirements for computational learning and inference remains challenging.

To address the limitations of analog hardware memory devices, the research team focused on Electrochemical Random Access Memory (ECRAM), which manage electrical conductivity through ion movement and concentration. Unlike traditional semiconductor memory, these devices feature a three-terminal structure with separate paths for reading and writing data, allowing for operation at relatively low power.

In their study, the team successfully fabricated ECRAM devices using three-terminal-based semiconductors in a 64x64 array. Experiments revealed that the hardware incorporating the team's devices demonstrated excellent electrical and switching characteristics, along with high yield and uniformity. Additionally, the team applied the Tiki-Taka algorithm, a cutting-edge analog-based learning algorithm, to this high-yield hardware, successfully maximizing the accuracy of AI neural network training computations. Notably, the researchers demonstrated the impact of the "weight retention" property of hardware training on learning and confirmed that their technique does not overload artificial neural networks, highlighting the potential for commercializing the technology.

This research is significant because the largest array of ECRAM devices for storing and processing analog signals reported in the literature to date is 10x10. The researchers have now successfully implemented these devices on the largest scale, with varied characteristics for each device.

Professor Seyoung Kim of POSTECH remarked, "By realizing large-scale arrays based on novel memory device technologies and developing analog-specific AI algorithms, we have identified the potential for AI computational performance and energy efficiency that far surpass current digital methods."

The research was conducted with support from the Ministry of Trade, Industry and Energy, the Public-Private Partnership for Semiconductor Talent Training Program supported by the Korea Planning & Evaluation Institute of Industrial Technology (KEIT) and Korea Semiconductor Industry Association, and EDA Tool of the IDEC.
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Precision oncology via artificial intelligence on cancer biopsies | ScienceDaily
A new generation of artificial intelligence (AI) tools designed to allow rapid, low-cost detection of clinically actionable genomic alterations directly from tumor biopsy slides has been developed by a team led by engineers and medical researchers at University of California San Diego.


						
A paper describing the new AI protocol for examining routine biopsies, called DeepHRD, was recently published in the Journal of Clinical Oncology.

Senior author Ludmil Alexandrov, Ph.D., professor of bioengineering and professor of cellular and molecular medicine at UC San Diego, says the new method is designed to save weeks and thousands of dollars from clinical oncology treatment workflows for breast and ovarian cancers.

The team says their work represents an enormous step forward in the global efforts to eliminate the delays and health inequalities that have confounded the promise of precision medicine for cancer patients. Big picture: To develop new AI tools that can complement or replace the expensive and time-consuming genomic testing required to determine the best first-line cancer treatment specific for each individual patient.

"A cancer patient today can expect to wait crucial weeks after their initial tumor diagnosis for a standard genomic test, resulting in life-threatening delays in treatment," said Alexandrov. "It is very concerning that high costs and time delays render lifesaving treatment protocols inaccessible for most patients, disproportionately impacting resource-constrained settings."

At UC San Diego, this work represents a collaboration spanning all across campus, including the Department of Cellular and Molecular Medicine in the UC San Diego School of Medicine, the Shu Chien-Gene Lay Department of Bioengineering at the UC San Diego Jacobs School of Engineering, Institute of Engineering in Medicine, Department of Medicine, and the UC San Diego Moores Cancer Center.

It was the potential of precision oncology to tailor an individual patient's treatment options that motivated the collaborators, said Erik Bergstrom, Ph.D., lead author of the study and a postdoctoral researcher in Alexandrov's lab, which bridges bioengineering and medicine.




"Unfortunately, high costs, tissue requirements and slow turnaround times have hindered the widespread use of precision oncology, leading to suboptimal -- potentially detrimental -- treatment for cancer patients," Bergstrom said. "We wanted to see if we could develop a completely different approach to resolve this serious issue by designing AI to circumvent the need for genomic testing."

Bergstrom said the collaborators focused on leveraging the minimum amount of patient information that is available early in the diagnostic process. He explained that virtually every cancer patient undergoes a tumor biopsy, a tissue sample that is routinely processed and examined through a light microscope. The process was developed in the late 19th century and is still the standard backbone of early clinical oncology workflows today.

"Our AI, applied directly to a traditional tissue slide, allows accurate, instantaneous detection of cancer genomic biomarkers," Bergstrom said. He explained that the team focused on AI identification of a specific biomarker for homologous recombination deficiency (HRD), a condition in which a cancerous cell loses a specific DNA damage repair mechanism.

Bergstrom pointed out that patients with ovarian or breast cancers harboring HRD generally respond well to platinum and PARP (poly-ADP ribose polymerase) therapies, two common forms of chemotherapy.

"This AI approach saves the patient critical time," Alexandrov added. "Oncologists can prescribe treatment immediately after initial tissue diagnosis. Remarkably, the AI test has a negligible failure rate, while current genomic tests have a failure rate of 20 to 30 percent, necessitating re-testing, or even invasive re-biopsy."

The study's co-senior author Scott Lippman, M.D., UC San Diego distinguished professor of medicine, Center for Engineering and Cancer, and Moores Cancer Center member, said the new technology will remove barriers of time and money to allow immediate, universal access and equality to actionable genomic biomarker detection -- required for precision therapy -- for people with advanced cancers. The extraordinary aspect of this breakthrough AI, is that it will benefit highly-informed, -resourced populations, and remarkably, will close the severe disparities 'gap' in precision medicine, especially in resource-constrained, remote regions worldwide where testing is not yet extant.




"The era of precision oncology took off in the late 90s, but recent U.S. studies show that the vast majority of cancer patients are not getting FDA-approved precision therapy," Lippman said. "And the prime reason is because they're not getting tested. As a clinical oncologist -- and I've been doing this for nearly 40 years -- there is no question that this approach is the future of precision oncology."

The AI technology behind DeepHRD is protected by provisional patents through UC San Diego, which have been licensed to io9, a company with strong involvement by Alexandrov, Bergstrom and Lippman, and the goal to move this AI platform into the clinical arena as quickly as possible to make precision therapy real for patients with cancer by getting them onto the precise treatments they need faster. The authors expect that the same technology could be applied to most other genomic biomarkers and many forms of cancer.

Affiliations: The authors have the affiliations noted above: Ludmil B. Alexandrov has appointments at UC San Diego Moores Cancer Center, School of Medicine Department of Cellular and Molecular Medicine, Sanford Stem Cell Institute and the Department of Bioengineering at the Irwin & Joan Jacobs School of Engineering. Erik N. Bergstrom is affiliated with Moores Cancer Center and Department of Cellular and Molecular Medicine. Scott M. Lippman has appointments at Moores Cancer Center, Department of Medicine; and is a Member & Board of Advisors and Co-director of the Center for Engineering and Cancer, Institute of Engineering in Medicine. Other co-authors are Ammal Abbasi and Marcos Diaz-Gay, both of Moores Cancer Center and Department of Cellular and Molecular Medicine and the Jacobs School of Engineering Department of Bioengineering; Loick Galland and Sylvain Ladoire, both of the Department of Medical Oncology and the Platform of Transfer in Biological Oncology Centre, Georges-Francois Leclerc Cancer Center and University of Burgundy-Franche, France.

Funding: This work was funded by U.S. National Institutes of Health grants R01ES032547 and U01DE033345 to Ludmil B. Alexandrov, and P30 CA023100 to Scott M. Lippman, as well as by a Curebound Targeted grant and UC San Diego start-up funding to Alexandrov. The research in this study was also supported by UC San Diego Sanford Stem Cell Institute.
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The next generation of RNA chips | ScienceDaily
An international research team led by the University of Vienna has succeeded in developing a new version of RNA building blocks with higher chemical reactivity and photosensitivity. This can significantly reduce the production time of RNA chips used in biotechnological and medical research. The chemical synthesis of these chips is now twice as fast and seven times more efficient. The results of the research were recently published in the journal Science Advances.


						
The emergence and approval of RNA-based medical products, such as mRNA vaccines during the COVID-19 pandemic, has brought the RNA molecule into the public eye. RNA (ribonucleic acid) is an information-carrying polymer -- a chemical compound made up of similar subunits -- but with far greater structural and functional diversity than DNA. About 40 years ago, a method was developed for the chemical synthesis of DNA and RNA, in which any sequence can be assembled from DNA or RNA building blocks using phosphoramidite chemistry. The assembly of a nucleic acid chain is carried out step by step using these special chemical building blocks (phosphoramidites). Each building block carries chemical 'protecting groups' that prevent unwanted reactions and ensure the formation of a natural link in the nucleic acid chain.

Overcoming challenges

This chemical method is also used in the production of microchips (microarrays), where millions of unique sequences can be synthesised and analysed simultaneously on a solid surface the size of a fingernail. While DNA microarrays are already widely used, adapting the technology to RNA microarrays has proved difficult due to the lower stability of RNA.

In 2018, the University of Vienna demonstrated how high-density RNA chips can be produced through photolithography: by precisely positioning a beam of light, areas on the surface can be prepared for the attachment of the next building block through a photochemical reaction. Although this first report was a world first and remains unrivalled, the method suffered from long production times, low yields and poor stability. This approach has now been greatly improved.

Development of a new generation of RNA building blocks

A team from the Institute of Inorganic Chemistry at the University of Vienna, in collaboration with the Max Mousseron Institute for Biomolecules at the University of Montpellier (France), has now developed a new version of RNA building blocks with higher chemical reactivity and photosensitivity. This advance significantly reduces the production time of RNA chips, making synthesis twice as fast and seven times more efficient. The innovative RNA chips can be used to screen millions of candidate RNAs for valuable sequences for a wide range of applications.




"Making RNA microarrays containing functional RNA molecules was simply out of reach with our earlier setup, but it is now a reality with this improved process using the propionyloxymethyl (PrOM) protecting group," says Jory Lietard, Assistant Professor at the Institute of Inorganic Chemistry.

As a direct application of these improved RNA chips, the publication features a study of RNA aptamers, small oligonucleotides that specifically bind to a target molecule. Two "light-up" aptamers that produce fluorescence upon binding to a dye were chosen and thousands of variants of these aptamers were synthesized on the chip. A single binding experiment is sufficient to obtain data on all variants simultaneously, which opens the way for the identification of improved aptamers with better diagnostic properties.

"High-quality RNA chips could be especially valuable in the rapidly growing field of non-invasive molecular diagnostics. New and improved RNA aptamers are critically sought after, such as those that can track hormone levels in real-time or monitor other biological markers directly from sweat or saliva," says Tadija Keki?, PhD candidate in the group of Jory Lietard.

This work was financially supported by a joint grant of the Agence Nationale pour la Recherche/Austrian Science Fund (FWF International Program I4923).
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Scientists devise method to secure Earth's biodiversity on the moon | ScienceDaily
New research led by scientists at the Smithsonian proposes a plan to safeguard Earth's imperiled biodiversity by cryogenically preserving biological material on the moon. The moon's permanently shadowed craters are cold enough for cryogenic preservation without the need for electricity or liquid nitrogen, according to the researchers.


						
The paper, published today in BioScience and written in collaboration with researchers from the Smithsonian's National Zoo and Conservation Biology Institute (NZCBI), Smithsonian's National Museum of Natural History, Smithsonian's National Air and Space Museum and others, outlines a roadmap to create a lunar biorepository, including ideas for governance, the types of biological material to be stored and a plan for experiments to understand and address challenges such as radiation and microgravity. The study also demonstrates the successful cryopreservation of skin samples from a fish, which are now stored at the National Museum of Natural History.

"Initially, a lunar biorepository would target the most at-risk species on Earth today, but our ultimate goal would be to cryopreserve most species on Earth," said Mary Hagedorn, a research cryobiologist at NZCBI and lead author of the paper. "We hope that by sharing our vision, our group can find additional partners to expand the conversation, discuss threats and opportunities and conduct the necessary research and testing to make this biorepository a reality."

The proposal takes inspiration from the Global Seed Vault in Svalbard, Norway, which contains more than 1 million frozen seed varieties and functions as a backup for the world's crop biodiversity in case of global disaster. By virtue of its location in the Arctic nearly 400 feet underground, the vault was intended to be capable of keeping its seed collection frozen without electricity. However, in 2017, thawing permafrost threatened the collection with a flood of meltwater. The seed vault has since been waterproofed, but the incident showed that even an Arctic, subterranean bunker could be vulnerable to climate change.

Unlike seeds, animal cells require much lower storage temperatures for preservation (-320 degrees Fahrenheit or -196 degrees Celsius). On Earth, cryopreservation of animal cells requires a supply of liquid nitrogen, electricity and human staff. Each of these three elements are potentially vulnerable to disruptions that could destroy an entire collection, Hagedorn said.

To reduce these vulnerabilities, scientists needed a way to passively maintain cryopreservation storage temperatures. Since such cold temperatures do not naturally exist on Earth, Hagedorn and her co-authors looked to the moon.

The moon's polar regions feature numerous craters that never receive sunlight due to their orientation and depth. These so-called permanently shadowed regions can be [?]410 degrees Fahrenheit ([?]246 degrees Celsius) -- more than cold enough for passive cryopreservation storage. To block out the DNA-damaging radiation present in space, samples could be stored underground or inside a structure with thick walls made of moon rocks.




At the Hawai?i Institute of Marine Biology, the research team cryopreserved skin samples from a reef fish called the starry goby. The fins contain a type of skin cell called fibroblasts, the primary material to be stored in the National Museum of Natural History's biorepository. When it comes to cryopreservation, fibroblasts have several advantages over other types of commonly cryopreserved cells such as sperm, eggs and embryos. Science cannot yet reliably preserve the sperm, eggs and embryos of most wildlife species. However, for many species, fibroblasts can be cryopreserved easily. In addition, fibroblasts can be collected from an animal's skin, which is simpler than harvesting eggs or sperm. For species that do not have skin per se, such as invertebrates, Hagedorn said the team may use a diversity of types of samples depending on the species, including larvae and other reproductive materials.

The next steps are to begin a series of radiation exposure tests for the cryopreserved fibroblasts on Earth to help design packaging that could safely deliver samples to the moon. The team is actively seeking partners and support to conduct additional experiments on Earth and aboard the International Space Station. Such experiments would provide robust testing for the prototype packaging's ability to withstand the radiation and microgravity associated with space travel and storage on the moon.

If their idea becomes a reality, the researchers envision the lunar biorepository as a public entity to include public and private funders, scientific partners, countries and public representatives with mechanisms for cooperative governance akin to the Svalbard Global Seed Bank.

"We aren't saying what if the Earth fails -- if the Earth is biologically destroyed this biorepository won't matter," Hagedorn said. "This is meant to help offset natural disasters and, potentially, to augment space travel. Life is precious and, as far as we know, rare in the universe. This biorepository provides another, parallel approach to conserving Earth's precious biodiversity."

The study was co-authored by Hagedorn and Pierre Comizzoli of NZCBI, Lynne Parenti of the National Museum of Natural History and Robert Craddock of the National Air and Space Museum. Collaborators from other institutions include Paula Mabee of the U.S. National Science Foundation's National Ecological Observatory Network (Battelle); Bonnie Meinke of the University Corporation for Atmospheric Research; Susan Wolf and John Bischof of the University of Minnesota; and Rebecca Sandlin, Shannon Tessier and Mehmet Toner of Harvard Medical School.
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AI 'hallucinations' tackled | ScienceDaily
Significant strides in addressing the issue of AI 'hallucinations' and improving the reliability of anomaly detection algorithms in Critical National Infrastructures (CNI) have been made by scientists based in Bristol's School of Computer Science.


						
Recent advances in Artificial Intelligence (AI) have highlighted the technology's potential in anomaly detection, particularly within sensor and actuator data for CNIs. However, these AI algorithms often require extensive training times and struggle to pinpoint specific components in an anomalous state. Furthermore, AI's decision-making processes are frequently opaque, leading to concerns about trust and accountability.

To help combat this, the team brought in a number of measures to boost efficiency including:
    	Enhanced Anomaly Detection: Researchers employed two cutting-edge anomaly detection algorithms with significantly shorter training times and faster detection capabilities, while maintaining comparable efficiency rates. These algorithms were tested using a dataset from the operational water treatment testbed, SWaT, at the Singapore University of Technology and Design.
    	Explainable AI (XAI) Integration: To enhance transparency and trust, the team integrated eXplainable AI (XAI) models with the anomaly detectors. This approach allows for better interpretation of AI decisions, enabling human operators to understand and verify AI recommendations before making critical decisions. The effectiveness of various XAI models was also evaluated, providing insights into which models best aid human understanding.
    	Human-Centric Decision Making: The research emphasizes the importance of human oversight in AI-driven decision-making processes. By explaining AI recommendations to human operators, the team aims to ensure that AI acts as a decision-support tool rather than an unquestioned oracle. This methodology introduces accountability, as human operators make the final decisions based on AI insights, policy, rules, and regulations.
    	Scoring System Development: A meaningful scoring system is being developed to measure the perceived correctness and confidence of the AI's explanations. This score aims to assist human operators in gauging the reliability of AI-driven insights.

These advancements not only improve the efficiency and reliability of AI systems in CNIs but also ensure that human operators remain integral to the decision-making process, enhancing overall accountability and trust.

Dr Sarad Venugopalan, co-author of the study, explained: "Humans learn by repetition over a longer period of time and work for shorter hours without being error prone. This is why, in some cases, we use machines that can carry out the same tasks in a fraction of the time and at a reduced error rate.

"However, this automation, involving cyber and physical components, and subsequent use of AI to solve some of the issues brought by the automation, is treated as a black box. This is detrimental because it is the personnel using the AI recommendation that is held accountable for the decisions made by them, and not the AI itself.

"In our work, we use explainable AI, to increase transparency and trust, so the personnel using the AI is informed why the AI made the recommendation (for our domain use case) before a decision is made."

This research is part of the MSc thesis of Mathuros Kornkamon, under the supervision of Dr Sridhar Adepu.

Dr Adepu added: "This work discovers how WaXAI is revolutionizing anomaly detection in industrial systems with explainable AI. By integrating XAI, human operators gain clear insights and enhanced confidence to handle security incidents in critical infrastructure."
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The rotation of a nearby star stuns astronomers | ScienceDaily
Astronomers from the University of Helsinki have found that the rotational profile of a nearby star, V889 Herculis, differs considerably from that of the Sun. The observation provides insights into the fundamental stellar strophysics and helps understanding the activity of the Sun, its spot structures and eruptions.


						
The Sun rotates the fastest at the equator, whereas the rotation rate slows down at higher latitudes and is the slowest as the polar regions. But a nearby Sun-like star V889 Herculis, some 115 light years away in the constellation of Hercules, rotates the fastest at a latitude of about 40 degrees, while both the equator and polar regions rotate more slowly.

Similar rotational profile has not been observed for any other star. The result is stunning because stellar rotation has been considered a well-understood fundamental physical parameter but such a rotational profile has not been predicted even in computer simulations.

"We applied a newly developed statistical technique to the data of a familiar star that has been studied in the University of Helsinki for years. We did not expect to see such anomalies in stellar rotation. The anomalies in the rotational profile of V889 Herculis indicate that our understanding of stellar dynamics and magnetic dynamos are insufficient, "explains researcher Mikko Tuomi who coordinated the research

Dynamics of a ball of plasma

The target star V889 Herculis is much like a young Sun, telling a story about the history and evolution of the Sun. Tuomi emphasises that it is crucial to understand stellar astrophysics in order to, for instance, predict activity-induced phenomena on the Solar surface, such as spots and eruptions.

Stars are spherical structures where matter is in the state of plasma, consisting of charged particles. They are dynamical objects that hang in a balance between the pressure generated in nuclear reactions in their cores and their own gravity. They have no solid surfaces unlike many planets.




The stellar rotation is not constant for all latitudes -- an effect known as differential rotation. It is caused by the fact that hot plasma rises to the star's surface via a phenomenon called convection, which in turn has an effect on the local rotation rate. This is because angular momentum must be conserved and the convection occurs perpendicular to the rotational axis near equator whereas it is parallel to the axis near the poles.

However, many factors such as stellar mass, age, chemical composition, rotation period, and magnetic field have effects on the rotation and give rise to variations in the differential rotation profiles.

A statistical method for determining rotational profile

Thomas Hackman, docent of astronomy, who participated in the research, explains that the Sun has been the only star for which studying the rotational profile has been possible.

"Stellar differential rotation is a very crucial factor that has an effect on the magnetic activity of stars. The method we have developed opens a new window into the inner workings of other stars.

"The astronomers at the Department of Particle Physics and Astrophysics of the Helsinki University have determined the rotational profile of two nearby young stars by applying a new statistical modelling to long-baseline brightness observations. They modelled the periodic variations in the observations by accounting for the differences in the apparent spot movement at different latitudes. The spot movement then enabled estimating the rotational profile of the stars.




"The second one of the targets stars, LQ Hydrae in the constellation of Hydra, was found to be rotating much like a rigid body -- the rotation appeared unchanged from the equator to the poles, which indicates that the differences are very small."

Observations from the Fairborne Observatory

The researchers base their results on the observations of the target stars from the Fairborn observatory. The brightnesses of the stars have been monitored with robotic telescopes for around 30 years, which provides insights into the behaviour of the stars over a long period of time.

Tuomi appreciates the work of senior astronomer Gregory Henry, of Tennessee University, United States, who leads the Fairborne observational campaign.

"For many years, Greg's project has been extremely valuable in understanding the behaviour of nearby stars. Whether the motivation is to study the rotation and properties of young, active stars or to understand the nature of stars with planets, the observations from Fairborn Observatory have been absolutely crucial. It is amazing that even in the era of great space-based observatories we can obtain fundamental information on the stellar astrophysics with small 40cm ground-based telescopes.

The target stars V889 Herculis and LQ Hydrae are both roughly 50 million yeara old stars that in many respects resemble the young Sun. They both rotate very rapidly, with rotation periods of only about one and half days. For this reason, the long-baseline brightness observations contain many rotational cycles. The stars were selected as targets because they have been observed for decades and because they have both been studied actively at the University of Helsinki.
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AI opens door to safe, effective new antibiotics to combat resistant bacteria | ScienceDaily
In a hopeful sign for demand for more safe, effective antibiotics for humans, researchers at The University of Texas at Austin have leveraged artificial intelligence to develop a new drug that already is showing promise in animal trials.


						
Publishing their results in Nature Biomedical Engineering, the scientists describe using a large language model -- an AI tool like the one that powers ChatGPT -- to engineer a version of a bacteria-killing drug that was previously toxic in humans, so that it would be safe to use.

The prognosis for patients with dangerous bacterial infections has worsened in recent years as antibiotic-resistant bacterial strains spread and the development of new treatment options has stalled. However, UT researchers say AI tools are game-changing.

"We have found that large language models are a major step forward for machine learning applications in protein and peptide engineering," said Claus Wilke, professor of integrative biology and statistics and data sciences, and co-senior author of the new paper. "Many use cases that weren't feasible with prior approaches are now starting to work. I foresee that these and similar approaches are going to be used widely for developing therapeutics or drugs going forward."

Large language models, or LLMs, were originally designed to generate and explore sequences of text, but scientists are finding creative ways to apply these models to other domains. For example, just as sentences are made up of sequences of words, proteins are made up of sequences of amino acids. LLMs cluster together words that share common attributes (such as cat, dog and hamster) in what's known as an "embedding space" with thousands of dimensions. Similarly, proteins with similar functions, like the ability to fight off dangerous bacteria without hurting the people who host said bacteria, may cluster together in their own version of an AI embedding space.

"The space containing all molecules is enormous," said Davies, co-senior author of the new paper. "Machine learning allows us to find the areas of chemical space that have the properties we're interested in, and it can do it so much more quickly and thoroughly than standard one-at-a-time lab approaches."

For this project, the researchers employed AI to identify ways to reengineer an existing antibiotic called Protegrin-1 that is great at killing bacteria, but toxic to people. Protegrin-1, which is naturally produced by pigs to combat infections, is part of a subtype of antibiotics called antimicrobial peptides (AMPs). AMPs generally kill bacteria directly by disrupting cell membranes, but many target both bacterial and human cell membranes.




First, the researchers used a high-throughput method they had previously developed to create more than 7,000 variations of Protegrin-1 and quickly identify areas of the AMP which could be modified without losing its antibiotic activity.

Next, they trained a protein LLM on these results so that the model could evaluate millions of possible variations for three features: selectively targeting bacterial membranes, potently killing bacteria and not harming human red blood cells to find those that fell in the sweet spot of all three. The model then helped guide the team to a safer, more effective version of Protegrin-1, which they dubbed bacterially selective Protegrin-1.2 (bsPG-1.2).

Mice infected with multidrug-resistant bacteria and treated with bsPG-1.2 were much less likely to have detectable bacteria in their organs six hours after infection, compared to untreated mice. If further testing offers similarly positive results, the researchers hope eventually to take a version of the AI-informed antibiotic drug into human trials.

"Machine learning's impact is twofold," Davies said. "It's going to point out new molecules that could have potential to help people, and it's going to show us how we can take those existing antibiotic molecules and make them better and focus our work to more quickly get those to clinical practice."

This project highlights how academic researchers are advancing artificial intelligence to meet societal needs, a key theme this year at UT Austin, which has declared 2024 the Year of AI.

The study's other authors are research associate Justin Randall and graduate student Luiz Vieira, both at UT Austin.

Funding for this research was provided by the National Institutes of Health, The Welch Foundation, the Defense Threat Reduction Agency and Tito's Handmade Vodka.
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Researchers explore the potential of clean energy markets as a hedging tool | ScienceDaily
Clean energy investments offer potential stability and growth, especially during volatile market conditions. A recent study by researchers from Korea explored the relationship between clean energy markets and global stock markets. Significant spillovers were observed from major indices like the SP500 to markets such as Japan's Nikkei225 and Global Clean Energy Index. These interactions suggest opportunities for optimizing investment portfolios and leveraging clean energy assets as hedging tools in volatile market environments.


						
Climate change has significantly impacted lives worldwide and prompted governments to adopt policies promoting sustainability and use of clean energy sources. This shift to clean energy has triggered increased investments in renewable energy and technologies. Clean energy assets possess a unique advantage -- they are not affected by parameters influencing their traditional stock market counterparts. However, the interactions between the clean energy and traditional stock markets are not well understood.

To fill this gap, a group of researchers led by Professor Sang Hoon Kang from Pusan National University explored the relationship between clean energy indices and major international stock markets. The researchers investigated if clean energy investments could provide stability when traditional stock markets experience turbulence. Their findings were published online on 10 July 2024 in the journal of Energy Economics. 

The researchers used a method called tail quantile connectedness regression to study how different financial assets interacted, especially during extreme market conditions. This method let them examine how shocks from major stock indices like the SP500 and the FTSE100, as well as the Renewable Energy and Clean Technology Index (RECTI), affect other indices such as Japan's Nikkei225 and the Global Clean Energy Index (GCEI).

Prof. Kang explains, "Investors seek to protect their portfolios from volatility by diversifying with assets that don't follow the same trends as traditional stocks. Clean energy assets are promising for this purpose because they are influenced by different factors, such as government policies and technological advancements in renewable energy."

The study found that financial shocks often start in major markets like the US, the EU, and the UK, and from indices such as the RECTI, then flow to markets in Japan and the GCEI. During normal and bull market (when stock prices are increasing) phases short-term effects dominated, whereas during declining or busting market states, the impacts ranged from intermediate to long-term ones. This shows that different clean energy indices play unique roles in the global financial system, affecting how information and risks are spread across markets, and highlights their resilience and lasting influence, even in challenging economic climates.

Furthermore, the study identified specific roles played by different clean energy indices in information transmission. For instance, the RECTI tends to act actively, while the Green Bond Index remains relatively isolated. The GCEI, on the other hand, tends to receive information passively.




These findings suggest that clean energy investments can act as hedges or buffers during fluctuating market conditions, promoting financial stability and resilience against economic turbulence.

Prof. Kang elaborates, "Our findings suggest that clean energy assets paired with other financial assets such as WTI and CSI300, should form a significant portion of a diversified investment portfolio to mitigate risks during different market conditions."

He concludes with the long-term impact of their study, "Heightened awareness and better understanding of the spillover effects between these markets can drive policy decisions that support sustainable economic growth and environmental protection, ultimately fostering a more resilient global financial system."

In summary, the expanding clean energy sector holds great potential to promote financial stability amidst fluctuating markets.
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Improving Alzheimer's disease imaging -- with fluorescent sensors | ScienceDaily
Neurotransmitter levels in the brain can indicate brain health and neurodegenerative diseases like Alzheimer's. However, the protective blood-brain barrier (BBB) makes delivering fluorescent sensors that can detect these small molecules to the brain difficult. Now, researchers in ACS Central Science demonstrate a way of packaging these sensors for easy passage across the BBB in mice, allowing for improved brain imaging. With further development, the technology could help advance Alzheimer's disease diagnosis and treatment.


						
It is common for neurotransmitter levels to decrease with age, but low levels of the neurotransmitter adenosine triphosphate (ATP) can be an indication of Alzheimer's disease. To measure the location and amount of ATP in the brain, researchers have developed fluorescent sensors from pieces of DNA called aptamers that light up when they bind to a target molecule. Methods for delivering these sensors from the bloodstream to the brain have been developed, but most contain synthetic components that can't easily cross the BBB. To develop sensors for live brain imaging, Yi Lu and colleagues encapsulated an ATP aptamer sensor in brain-cell derived microscopic vesicles called exosomes. They tested the new sensor delivery system in lab models of the BBB and in mouse models of Alzheimer's disease.

The BBB laboratory model consisted of a layer of endothelial cells on top of a solution containing brain cells. The researchers' sensor-loaded exosomes were nearly four times more efficient than conventional sensor delivery systems at passing through the endothelial barrier and releasing the fluorescent sensor into the brain cells. This was confirmed by measuring the observed level of ATP-binding-induced fluorescence. Next, Lu's team injected mouse models of Alzheimer's disease with either the sensor-loaded exosomes or free-floating unloaded sensors. By measuring fluorescence signals in the mice, the researchers found that the free-floating sensors stayed mainly in the blood, liver, kidneys and lungs, while sensors delivered via exosomes accumulated in the brain.

In mouse models of Alzheimer's disease, the exosome-delivered sensors identified the location and concentration of ATP in different regions of the brain. Specifically, they observed low levels of ATP in the hippocampus, cortex and subiculum regions of the brain, which are indicative of the disease. The researchers say that their exosome-loaded ATP-reactive sensors show promise for non-invasive live brain imaging and could be developed further to create sensors for a range of clinically relevant neurotransmitters.

The authors acknowledge funding from the U.S. National Institutes of Health (NIH), Welch Foundation, NIH Chemistry-Biology Interface Training Program at the University of Illinois Urbana-Champaign and a National Science Foundation Graduate Research Fellowship.
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More electricity from the sun | ScienceDaily
A coating of solar cells with special organic molecules could pave the way for a new generation of solar panels. As a research team reports in the journal Angewandte Chemie, this coating can increase the efficiency of monolithic tandem cells made of silicon and perovskite while lowering their cost -- because they are produced from industrial, microstructured, standard silicon wafers.


						
In solar cells, light "knocks" electrons out of a semiconductor, leaving behind positively charged "holes." These two charge carriers are separated from each other and can be collected as current. Tandem cells were developed to better exploit the entire spectrum of sunlight and increase solar cell efficiency. Tandem cells are made of two different semiconductors that absorb different wavelengths of light. Primary contenders for use in this technology are a combination of silicon, which absorbs mostly red and near-infrared light, and perovskite, which very efficiently uses visible light. Monolithic tandem cells are made by coating a support with the two types of semiconductor, one on top of the other. 

For a perovskite/silicon system, this is usually achieved by using silicon wafers that are produced by the zone melting process and have a polished or nanostructured surface. However, these are very expensive. Silicon wafers produced by the Czochralski process with micrometer-scale pyramidal structural elements on their surfaces are significantly cheaper. These microtextures result in better light capture because they are less reflective than a smooth surface. However, the process of coating these wafers with perovskite results in many defects in the crystal lattice, which affect the electronic properties. Transfer of the released electrons is impeded, and electron-hole recombination increasingly occurs through processes that do not emit light. Both the efficiency and the stability of the perovskite layer are decreased.

Headed by Prof. Kai Yao, a Chinese team at Nanchang University, Suzhou Maxwell Technologies, the CNPC Tubular Goods Research Institute (Shaanxi), the Hong Kong Polytechnic University, the Wuhan University of Technology, and Fudan University (Shanghai) has now developed a strategy for surface passivation that allows the surface defects of the perovskite layer to be smoothed out. A thiophenethylammonium compound with a trifluoromethyl group (CF3-TEA) is applied by a dynamic spray coating process. This forms a very uniform coat -- even on microtextured surfaces.

Due to its high polarity and binding energy, the CF3-TEA coating very effectively weakens the effects of the surface defects. Nonradiative recombination is suppressed, and the electronic levels are adjusted so that the electrons at the interface can be more easily transferred to the electron-capturing layer of the solar cell. Surface modification with CF3-TEA allows perovskite/silicon tandem solar cells based on common textured wafers made of Czochralski silicon to attain a very high efficiency of nearly 31% and maintain long-term stability.
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Physicists use light to probe deeper into the 'invisible' energy states of molecules | ScienceDaily
A new optical phenomenon has been demonstrated by an international team of scientists led by physicists at the University of Bath, with significant potential impact in pharmaceutical science, security, forensics, environmental science, art conservation and medicine.


						
Molecules rotate and vibrate in very specific ways. When light shines on them it bounces and scatters. For every million light particles (photons), a single one changes colour. This change is the Raman effect. Collecting many of these colour-changing photons paints a picture of the energy states of molecules and identifies them.

Yet some molecular features (energy states) are invisible to the Raman effect. To reveal them and paint a more complete picture, 'hyper-Raman' is needed.

Hyper-Raman

The hyper-Raman effect is a more advanced phenomenon than simple Raman. It occurs when two photons impact the molecule simultaneously and then combine to create a single scattered photon that exhibits a Raman colour change.

Hyper-Raman can penetrate deeper into living tissue, it is less likely to damage molecules and it yields images with better contrast (less noise from autofluorescence). Importantly, while the hyper-Raman photons are even fewer than those in the case of Raman, their number can be greatly increased by the presence of tiny metal pieces (nanoparticles) close to the molecule.

Despite its significant advantages, so far hyper-Raman has not been able to study a key enabling property of life -- chirality.




Optical activity

In molecules, chirality refers to their sense of twist -- in many ways similar to the helical structure of DNA. Many bio-molecules exhibit chirality, including proteins, RNA, sugars, amino acids, some vitamins, some steroids and several alkaloids.

Light too can be chiral and in 1979, the researchers David L. Andrews and Thiruiappah Thirunamachandran theorised that chiral light used for the hyper-Raman effect could deliver three-dimensional information about the molecules, to reveal their chirality.

However, this new effect -- known as hyper-Raman optical activity -- was expected to be very subtle, perhaps even impossible to measure. Experimentalists who failed to observe it struggled with the purity of their chiral light. Moreover, as the effect is very subtle, they tried using large laser powers, but this ended up damaging the molecules being studied.

Explaining, Professor Ventsislav Valev who led both the Bath team and the study, said: "While previous attempts aimed to measure the effect directly from chiral molecules, we took an indirect approach.

"We employed molecules that are not chiral by themselves, but we made them chiral by assembling them on a chiral scaffold. Specifically, we deposited molecules on tiny gold nanohelices that effectively conferred their twist (chirality) to the molecules.




"The gold nanohelices have another very significant benefit -- they serve as tiny antennas and focus light onto the molecules. This process augments the hyper-Raman signal and helped us to detect it.

"Such nanohelices were not featured on the 1979 theory paper and in order to account for them we turned to none other than one of the original authors and pioneer of this research field."

Confirming a 45-year-old theory

Emeritus Professor Andrews from the University of East Anglia and co-author of the paper said: "It is very gratifying to see this work the experimental finally confirm our theoretical prediction, after all these years. The team from Bath have performed an outstanding experiment."

This new effect could serve to analyse the composition of pharmaceuticals and to control their quality. It can help identify the authenticity of products and reveal fakes. It could also serve to identify illegal drugs and explosives at customs or crime scenes.

It will aid detecting pollutants in environmental samples from air, water and soil. It could reveal the composition of pigments in art for conservation and restoration purposes, and it will likely find clinical applications for medical diagnosis by detecting disease-induced molecular changes.

Professor Valev said: "This research work has been a collaboration between chemical theory and experimental physics across many decades and across academics of all stages -- from PhD student to Emeritus Professor.

"We hope it will inspire other scientists and that it will raise awareness that scientific progress often takes many decades."

Looking ahead he added: "Ours is the very first observation of a fundamental physical mechanism. There is a long way ahead until the effect can be implemented as a standard analytical tool that other scientist can adopt.

he research was funded by The Royal Society, the Leverhulme Trust, and the Engineering and Physical Science Research Council (EPSRC).
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Green hydrogen: 'Artificial leaf' becomes better under pressure | ScienceDaily
Hydrogen can be produced via the electrolytic splitting of water. One option here is the use of photoelectrodes that convert sunlight into voltage for electrolysis in so called photoelectrochemical cells (PEC cells). A research team at HZB has now shown that the efficiency of PEC cells can be significantly increased under pressure.


						
Some call it an 'artificial leaf': instead of the natural Photosystem II complex that green leaves in nature use to split water with sunlight, photoelectrochemical cells, or PEC cells for short, use artificial, inorganic photoelectrodes to generate the voltage required for the electrolytic splitting of water from sunlight.

Minimising losses

The best performing devices already achieve impressive energy conversion efficiencies of up to 19 per cent. At such high efficiencies, losses due to bubble formation start to play an important role. This is because bubbles scatter light, preventing optimal illumination of the electrode. Moreover, bubbles may block the electrolyte from contacting the electrode surface and thus cause electrochemical deactivation. To minimize these losses, it would help to reduce the bubble sizes by operating the device at higher pressure. However, all PEC devices reported thus far have been operating at atmospheric pressure (1 bar).

Enhancing the pressure

A team from the Institute for Solar Fuels at HZB has now investigated water splitting at elevated pressure under PEC-relevant conditions. They used gas to pressurise PEC flow cells to between 1 and 10 bar and recorded a number of different parameters during electrolysis. They also developed a multiphysics model of the PEC process and compared it with experimental data at normal and elevated pressure.

This model now allows to play with the parameters and identify the key levers. "For example, we investigated how the operating pressure affects the size of the gas bubbles and their behaviour at the electrodes," says Dr Feng Liang, first author of the paper now published in Nature Communications.

Energy losses halved

The analysis shows that increasing the operating pressure to 8 bar halves the total energy loss, which could lead to a relative increase of 5-10 percent in the overall efficiency. "The optical scattering losses can be almost completely avoided at this pressure," explains Liang. "We also saw a significant reduction in product cross-over, especially the transfer of oxygen to the counter electrode."

At higher pressures, however, there is no advantage, so the team suggests 6-8 bar as the optimum operating pressure range for PEC electrolysers. "These findings, and in particular the multiphysics model, can be extended to other systems and will help us to increase the efficiencies of both electrochemical and photocatalytic devices," says Prof. Dr. Roel van de Krol, who heads the Institute for Solar Fuels at HZB.
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Unraveling a key junction underlying muscle contraction | ScienceDaily
The connections between the nervous system and muscles develop differently across the kingdom of life. It takes newborn humans roughly a year to develop the proper muscular systems that support the ability to walk, while cows can walk mere minutes after birth and run not long after.


						
University of California San Diego researchers, using powerful new visualization technologies, now have a clear picture of why these two scenarios develop so differently. The results offer new insight into understanding muscle contraction in humans that may help in developing future treatments for muscular diseases.

"In this study we set out to understand the molecular details involved in muscle contraction at the point of contact between motor neurons and skeletal muscles, which are the muscles we consciously control," said School of Biological Sciences Professor Ryan Hibbs, of the new study published in Nature. "We have discovered how the muscle protein changes in its composition during development, which is important in the context of diseases that cause progressive muscle weakness."

The ability of skeletal muscles to contract allows for our bodies to move -- from walking and jumping to breathing and blinking our eyes. All skeletal muscle contractions originate at the junction between motor neurons, which originate in the spinal cord and brainstem, and muscle fibers. It's here that neurons release a transmitter chemical called acetylcholine. These molecules bind to a protein receptor on the cells of muscles, triggering an opening in the cell membrane. Electrical currents flow into the cell, which causes muscles to contract.

The way neurons release chemicals that communicate with muscles has been a model system studied for more than a century. But a missing piece of this system has been visual depictions of how the process works. What does the structure of the muscle receptor protein that opens up look like?

To find out, Hibbs, study first author Huanhuan Li, a postdoctoral scholar, and Jinfeng Teng, a research data analyst, tapped cryo-electron microscopy (cryo-EM) technology based at UC San Diego's new Goeddel Family Technology Sandbox, a hub for cutting-edge research instruments. Cryo-EM leverages ultra-powerful microscopes to capture images of molecules that are "frozen" in place.

The results featured the first visualizations of the 3-D structure of the muscle acetylcholine receptor. Since human tissue is difficult to obtain for such muscle contraction studies, the researchers accessed fetal tissue samples from cow skeletal muscles. In order to isolate the receptor in the samples, the researchers turned to an unlikely source: snake venom. A poisonous snake neurotoxin that paralyzes prey was used to latch onto the muscle receptors in the cow samples, allowing the researchers to isolate the receptors to study them. The cryo-EM visualizations then allowed the researchers to witness how the receptor development process unfolds.




Along with the new data came a serendipitous finding. The researchers discovered that they could see the structures of both fetal and adult receptors from the same fetal cow tissue samples.

"We hoped to see the structure of the receptor and we did see that, but we also saw that there were two different versions of it," said Hibbs. "That was a surprise."

In retrospect, the discovery of two receptor types makes sense, according to Hibbs. Since calves are developing in utero, the fetal receptors were expected. To walk like an adult shortly after birth, they start building adult nerve-muscle connections much earlier in development.

"This discovery explains how animals like cows that need to walk on the day they are born form mature neuromuscular junctions before birth, unlike humans, who have poor muscle coordination for months after birth," said Hibbs. "Being able to see the receptor details allows us to connect their differences to how one allows for nerve-muscle connection and the other allows for muscle contraction."

The findings of the study are already being applied to investigations of muscle-based disorders, such as congenital myasthenic syndromes (CMS) that result in muscle weakness. A common autoimmune disease known as myasthenia gravis involves antibodies that mistakenly attack the muscle acetylcholine receptor, causing weak skeletal muscles.

"This new level of insight into the muscle receptor will help researchers understand how mutations in its gene cause disease, and may facilitate personalized treatment for individual patients with different pathologies in the future," said lead author Li.
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Bright prospects for engineering quantum light | ScienceDaily
Computers benefit greatly from being connected to the internet, so we might ask: What good is a quantum computer without a quantum internet?


						
The secret to our modern internet is the ability for data to remain intact while traveling over long distances, and the best way to achieve that is by using photons. Photons are single units ("quanta") of light. Unlike other quantum particles, photons interact very weakly with their environment. That stability also makes them extremely appealing for carrying quantum information over long distances, a process that requires maintaining a delicate state of entanglement for an extended period of time. Such photons can be generated in a variety of ways. One possible method involves using atomic-scale imperfections (quantum defects) in crystals to generate single photons in a well-defined quantum state.

Decades of optimization have resulted in fiber-optic cables that can transmit photons with extremely low loss. However, this low-loss transmission works only for light in a narrow range of wavelengths, known as the "telecom wavelength band." Identifying quantum defects that produce photons at these wavelengths has proven difficult, but funding from the U.S. Department of Energy and the National Science Foundation (NSF) has enabled researchers in the UC Santa Barbara College of Engineering to understand why that is. They describe their findings in "Rational Design of Efficient Defect-Based Quantum Emitters," published in the journal APL Photonics.

"Atoms are constantly vibrating, and those vibrations can drain energy from a light emitter," says UCSB materials professor Chris Van de Walle. "As a result, rather than emitting a photon, a defect might instead cause the atoms to vibrate, reducing the light-emission efficiency." Van de Walle's group developed theoretical models to capture the role of atomic vibrations in the photon-emission process and studied the role of various defect properties in determining the degree of efficiency.

Their work explains why the efficiency of single-photon emission drastically decreases when the emission wavelength increases beyond the wavelengths of visible light (violet to red) to the infrared wavelengths in the telecom band. The model also allows the researchers to identify techniques for engineering emitters that are brighter and more efficient.

"Choosing the host material carefully, and conducting atomic-level engineering of the vibrational properties are two promising ways to overcome low efficiency," said Mark Turiansky, a postdoctoral researcher in the Van de Walle lab, a fellow at the NSF UC Santa Barbara Quantum Foundry, and the lead researcher on the project.

Another solution involves coupling to a photonic cavity, an approach that benefited from the expertise of two other Quantum Foundry affiliates: computer engineering professor Galan Moody and Kamyar Parto, a graduate student in the Moody lab.

The team hopes that their model and the insights it provides will prove useful in designing novel quantum emitters that will power the quantum networks of the future.
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Super-black wood can improve telescopes, optical devices and consumer goods | ScienceDaily
Thanks to an accidental discovery, researchers at the University of British Columbia have created a new super-black material that absorbs almost all light, opening potential applications in fine jewelry, solar cells and precision optical devices.


						
Professor Philip Evans and PhD student Kenny Cheng were experimenting with high-energy plasma to make wood more water-repellent. However, when they applied the technique to the cut ends of wood cells, the surfaces turned extremely black.

Measurements by Texas A&M University's department of physics and astronomy confirmed that the material reflected less than one per cent of visible light, absorbing almost all the light that struck it.

Instead of discarding this accidental finding, the team decided to shift their focus to designing super-black materials, contributing a new approach to the search for the darkest materials on Earth.

"Ultra-black or super-black material can absorb more than 99 per cent of the light that strikes it -- significantly more so than normal black paint, which absorbs about 97.5 per cent of light," explained Dr. Evans, a professor in the faculty of forestry and BC Leadership Chair in Advanced Forest Products Manufacturing Technology.

Super-black materials are increasingly sought after in astronomy, where ultra-black coatings on devices help reduce stray light and improve image clarity. Super-black coatings can enhance the efficiency of solar cells. They are also used in making art pieces and luxury consumer items like watches.

The researchers have developed prototype commercial products using their super-black wood, initially focusing on watches and jewelry, with plans to explore other commercial applications in the future.




Wonder wood

The team named and trademarked their discovery Nxylon (niks-uh-lon), after Nyx, the Greek goddess of the night, and xylon, the Greek word for wood.

Most surprisingly, Nxylon remains black even when coated with an alloy, such as the gold coating applied to the wood to make it electrically conductive enough to be viewed and studied using an electron microscope. This is because Nxylon's structure inherently prevents light from escaping rather than depending on black pigments.

The UBC team have demonstrated that Nxylon can replace expensive and rare black woods like ebony and rosewood for watch faces, and it can be used in jewelry to replace the black gemstone onyx.

"Nxylon's composition combines the benefits of natural materials with unique structural features, making it lightweight, stiff and easy to cut into intricate shapes," said Dr. Evans.

Made from basswood, a tree widely found in North America and valued for hand carving, boxes, shutters and musical instruments, Nxylon can also use other types of wood such as European lime wood.




Breathing new life into forestry

Dr. Evans and his colleagues plan to launch a startup, Nxylon Corporation of Canada, to scale up applications of Nxylon in collaboration with jewellers, artists and tech product designers. They also plan to develop a commercial-scale plasma reactor to produce larger super-black wood samples suitable for non-reflective ceiling and wall tiles.

"Nxylon can be made from sustainable and renewable materials widely found in North America and Europe, leading to new applications for wood. The wood industry in B.C. is often seen as a sunset industry focused on commodity products -- our research demonstrates its great untapped potential," said Dr. Evans.

Other researchers who contributed to this work include Vickie Ma, Dengcheng Feng and Sara Xu (all from UBC's faculty of forestry); Luke Schmidt (Texas A&M); and Mick Turner (The Australian National University).
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Mucus-based bio-ink could be used to print and grow lung tissue | ScienceDaily
Lung diseases kill millions of people around the world each year. Treatment options are limited, and animal models for studying these illnesses and experimental medications are inadequate. Now, researchers describe in ACS Applied Bio Materials their success in creating a mucus-based bioink for 3D printing lung tissue. This advance could one day help study and treat chronic lung conditions.


						
While some people with lung diseases receive transplants, donor organs remain in short supply. As an alternative, medications and other treatments can be used to manage symptoms, but no cure is available for disorders such as chronic obstructive pulmonary disease and cystic fibrosis. Researchers continue to seek better medications, often relying on testing in rodents. But these animal models may only partially capture the complexities of pulmonary diseases in humans, and they might not accurately predict the safety and efficacy of new drugs. Meanwhile, bioengineers are exploring the production of lung tissue in the lab, either as a more accurate model to study human lungs or as a potential material to use in implants. One technique involves 3D printing structures that mimic human tissue, but designing a suitable bioink to support cell growth remains challenging. So, Ashok Raichur and colleagues set out to overcome this obstacle.

The team began with mucin, a mucus component that hasn't been widely explored for bioprinting. Segments of this antibacterial polymer's molecular structure resemble epidermal growth factor, a protein that promotes cell attachment and growth. Raichur and colleagues reacted mucin with methacrylic anhydride to form methacrylated mucin (MuMA), which they then mixed with lung cells. Hyaluronic acid -- a natural polymer found in connective and other tissues -- was added to increase the bioink's viscosity and enhance cell growth and adhesion to MuMA. After the ink was printed in test patterns including round and square grids, it was exposed to blue light to crosslink the MuMA molecules. The crosslink bonds stabilized the printed structure in the form of a porous gel that readily absorbed water to support cell survival.

The researchers found that the interconnected pores in the gel facilitated diffusion of nutrients and oxygen, encouraging cell growth and formation of lung tissue. The printed structures were nontoxic and slowly biodegraded under physiological conditions, making them potentially suitable as implants in which the printed scaffold would gradually be replaced by newly grown lung tissue. The bioink could also be used to make 3D models of lungs to study lung disease processes and evaluate potential treatments.

The authors acknowledge funding from the Government of India's Department of Science and Technology.
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Researchers develop general framework for designing quantum sensors | ScienceDaily
Researchers from North Carolina State University and the Massachusetts Institute of Technology have designed a protocol for harnessing the power of quantum sensors. The protocol could give sensor designers the ability to fine-tune quantum systems to sense signals of interest, creating sensors that are vastly more sensitive than traditional sensors.


						
"Quantum sensing shows promise for more powerful sensing capability that can approach the fundamental limit set by the law of quantum mechanics, but the challenge lies in being able to direct these sensors to find the signals we want," says Yuan Liu, assistant professor of electrical and computer engineering and computer science at NC State and corresponding author of the research. Liu was formerly a postdoctoral researcher at MIT.

"Our idea was inspired by classical signal processing filter design principles that are routinely used by electrical engineers," Liu says. "We generalized these filter designs to quantum sensing systems, which allows us to 'fine-tune' what is essentially an infinite dimensional quantum system by coupling it to a simple two-level quantum system."

Specifically, the researchers designed an algorithmic framework that couples a qubit to a bosonic oscillator. Qubits, or quantum bits, are quantum computing's counterpart to classical computing's bits -- they store quantum information and can only be in a superposition of two basis states: + |0[?], + |1[?]. Bosonic oscillators are the quantum analog of classical oscillators (think of a pendulum's motion), and they share features similar to classical oscillators, but their states are not limited to a linear combination of only two basis states -- they are infinite-dimensional systems.

"Manipulating the quantum state of an infinite-dimensional sensor is complicated, so we begin by simplifying the question," Liu says. "Instead of trying to figure out amounts of our targets, we just ask a decision question: whether the target has property X. Then we can design the manipulation of the oscillator to reflect that question."

By coupling the infinite dimensional sensor to the two-dimensional qubit and manipulating that coupling, the sensor could be tuned to a signal of interest. Interferometry is used to encode the results into the qubit state which is then measured for readout.

"This coupling gives us a handle on the bosonic oscillator, so we could use a polynomial function -- math that describes wave forms -- to engineer the oscillator's wave function to take a particular shape, thus attuning the sensor to the target of interest," Liu says.




"Once the signal happens, we undo the shaping, which creates interference in the infinite dimensional system that comes back as a readable result -- a polynomial function determined by the original polynomial transformation of the oscillator and the underlying signal -- in the qubit's two-level system. In other words, we end up with a 'yes' or 'no' answer to the question of whether the thing we're looking for is there. And the best part is that we only need to measure the qubit once to extract an answer -- it's a 'single-shot' measurement."

The researchers see the work as providing a general framework for designing quantum sensing protocols for a variety of quantum sensors.

"Our work is useful because it utilizes readily available quantum resources in leading quantum hardware (including trapped ions, superconducting platform, and neutral atoms) in a fairly simple way," Liu says. "This approach serves as an alarm or indicator that a signal is there, without requiring costly repeated measurements. It's a powerful way to extract useful information efficiently from an infinite dimensional system."

The work appears in Quantum and was supported by the Army Research Office under project number W911NF-17-1-0481, and by the U.S. Department of Energy under contract number DE-SC0012704. Jasmine Sinanan-Singh and Gabriel Mintzer, both graduate students at MIT, are co-first authors of the research. Isaac L. Chuang, professor of physics and electrical engineering and computer science at MIT, also contributed to the work.
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Injury dressings in first-aid kits provide a new technique to reveal shark species after bite incidents | ScienceDaily
Scientists have revealed that injury dressings found in first-aid kits can reliably be used to identify shark species involved in bite incidents by deploying medical gauze to gather DNA samples from aquatic equipment, such as surfboards.


						
The Flinders University research shows that this new collection method can improve how shark-related incidents are investigated and can provide accurate and timely information about species using regular first-aid equipment carried by surfers, boaties, and emergency responders.

The study published in the journal Forensic Science International: Genetics included researchers from Flinders University, The New South Wales Department of Primary Industries, and Queensland Department of Agriculture and Fisheries, and is based on three separate shark incidents after which samples were obtained from surf skis and a surfboard.

Using the PCR testing method popularised by COVID-19, they showed that a similar approach that uses a medical gauze to collect organic tissue and DNA samples from shark bites works brilliantly. The researchers successfully identified the shark species responsible for each bite across three separate incidents in Australia and South Africa, including an example that was over a month after the incident.

The researchers also tested the effectiveness of ordinary gauze when compared to specialised forensic swabs, normally used to collect genetic material from shark bite materials. They found that both the gauze and swabs worked well to identify the shark species.

The study's lead author at Flinders University's College of Science & Engineering, Dr. Belinda Martin, says the rapid identification of shark species is important in producing accurate information that can guide future prevention measures and reduce the number of shark incidents.

"Human-shark interactions cause public anxiety, especially following fatal bites, so identifying the species involved, although difficult, is essential to provide information to victims and communities but eye-witness accounts aren't always accurate because people are dealing with trauma after the event, so we've tested and validated a new approach to collect DNA using regular gauze found in first-aid kits."

"This approach is important in providing a new DNA collection technique and will be of interest to first responders, including surfers, lifesavers, police, and paramedics, as well as the wider community."




"As long as humans engage in marine activities, shark-human interactions will continue, and although the likelihood of such interactions remains incredibly low, shark bites deeply affect the victims, family and friends of the victim, witnesses, and communities when they occur."

Co-author Dr Michael Doane at Flinders University says the testing method can provide samples hours to days following a shark bite that can be used to reliably identify the species.

"We have shown that the use of gauzes, which is widely available and accessible, is a simple and effective alternative to forensic-grade sterile swabs. Therefore, we encourage the use of gauze as a means for collecting DNA by first responders, including surf-lifesavers, police, and first aiders." "Moving forward, we recommend that first responders take samples for genetic analysis using sterile gauze from the bite site as soon as reasonable to limit contamination or DNA loss and increase the probability of the species being identified."
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What no one has seen before -- simulation of gravitational waves from failing warp drive | ScienceDaily
Physicists have been exploring the theoretical possibility of spaceships driven by compressing the four-dimensional spacetime for decades. Although this so-called "warp drive" originates from the realm of science fiction, it is based on concrete descriptions in general relativity. A new study published in the Open Journal of Astrophysics takes things a step further -- simulating the gravitational waves such a drive might emit if it broke down. Astrophysicist Prof Dr Tim Dietrich from the University of Potsdam is Co-author.


						
Warp drives are staples of science fiction, and in principle could propel spaceships faster than the speed of light. Unfortunately, there are many problems with constructing them in practice, such as the requirement for an exotic type of matter with negative energy. Other issues with the warp drive metric include the difficulties for those in the ship in actually controlling and deactivating the bubble.

This new research is the result of a collaboration between specialists in gravitational physics at Queen Mary University of London, the University of Potsdam, the Max Planck Institute (MPI) for Gravitational Physics in Potsdam and Cardiff University. Whilst it doesn't claim to have cracked the warp drive code, it explores the theoretical consequences of a warp drive "containment failure" using numerical simulations. Dr Katy Clough of Queen Mary University of London, the first author of the study explains: "Even though warp drives are purely theoretical, they have a well-defined description in Einstein's theory of General Relativity, and so numerical simulations allow us to explore the impact they might have on spacetime in the form of gravitational waves."

The results are fascinating. The collapsing warp drive generates a distinct burst of gravitational waves, a ripple in spacetime that could be detectable by gravitational wave detectors that normally target black hole and neutron star mergers. Unlike the chirps from merging astrophysical objects, this signal would be a short, high-frequency burst, and so current detectors wouldn't pick it up. However, future higher-frequency instruments might, and although no such instruments have yet been funded, the technology to build them exists. This raises the possibility of using these signals to search for evidence of warp drive technology, even if we can't build one ourselves.

Prof Tim Dietrich from the University of Potsdam comments: "For me, the most important aspect of the study is the novelty of accurately modelling the dynamics of negative energy spacetimes, and the possibility of extending the techniques to physical situations that can help us better understand the evolution and origin of our universe, or the processes at the centre of black holes."

Warp speed may be a long way off, but this research already pushes the boundaries of our understanding of exotic spacetimes and gravitational waves. The researchers plan to investigate how the signal changes with different warp drive models.
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Precise genetics: New CRISPR method enables efficient DNA modification | ScienceDaily
The research group led by Prof. Markus Affolter at the Biozentrum, University of Basel, has developed a new method that further improves the existing CRISPR/Cas technologies: it allows a more precise and seamless introduction of tags into proteins at the gene level. This technology could significantly improve research on proteins in living organisms and opens up new possibilities for medical research.


						
With the revolutionary CRISPR/Cas technology, the DNA of living organisms can be precisely altered. Using a guide RNA that recognizes a specific DNA sequence, Cas9 protein is recruited to that sequence and cuts the DNA. This targeted cut allows the DNA to be repaired or altered at this specific location.

Prof. Markus Affolter's team at the Biozentrum, University of Basel, has now developed a new method called SEED/Harvest in the fruit fly (Drosophila melanogaster). This method combines the CRISPR-Cas9 technique with the Single-Strand Annealing (SSA) repair pathway, enabling genome-wide changes to be carried out more efficiently and without leaving unwanted scars. The study has been published in Developmental Cell.

Two methods combined

The SEED/Harvest method proceeds in two steps. In a first step, the researchers introduced a marker gene into the desired DNA site within a protein-coding region. This marker is placed at the targeted location and is used to isolate successful modifications.

In a second step, the marker is excised and the DNA breakpoints are repaired by the Single-Strand Annealing (SSA) repair pathway. "This enables us to cut the DNA seamless while maintaining its full function," explains first author Gustavo Aguilar. "The combination of both methods makes it possible to mark any desired protein in the genome without collateral damage, allowing us to study the functions of proteins in living organisms."

More precise and efficient

"Since we would like to introduce and analyze changes in the DNA throughout the genome for our research, the method must be both precise and efficient," explains Affolter. "And the SEED/Harvest method is both. It combines the most robust screening of successful insertions and all the advantages of seamless tagging."




New research opportunities 

One of the advantages of the SEED/Harvest method is that proteins can be labeled in specific tissues and cell types. "We can now control and determine in various tissues and developmental stages when and where genes are activated or inactivated" adds Gustavo Aguilar. This opens up new possibilities for research to investigate the dynamics of proteins systematically in living cells in real-time.

This method is not only significant for genetics and biotechnology. "The SEED/Harvest method could also be of interest for medical research, for example, to identify defects caused by disease genes," says Affolter.
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A tool for visualizing single-cell data | ScienceDaily
Modern cutting-edge research generates enormous amounts of data, presenting scientists with the challenge of visualizing and analyzing it. Researchers at the Helmholtz Institute for RNA-based Infection Research (HIRI) in Wurzburg and the Technical University of Applied Sciences Wurzburg-Schweinfurt (THWS) have developed a tool for visualizing large data sets. The sCIRCLE tool allows users to explore single-cell analysis data in an interactive and user-friendly way. Their results have been published in the journal NAR Genomics and Bioinformatics.


						
Antibiotic resistance is rising worldwide and poses a major challenge to healthcare systems. Understanding the underlying processes of how and why some bacteria develop such defenses is critical. Differences in bacterial gene expression -- in which the information in a gene is read -- could provide clues. Bacterial single-cell RNA sequencing, or "scRNA-seq," has become an essential tool for analyzing these variations. This technology provides a detailed picture of gene expression in a single cell at a specific point in time. However, the method generates huge amounts of data that are difficult for researchers to visualize and analyze. Accordingly, there is a great need for new approaches and tools to display and understand this information.

Researchers at the Helmholtz Institute for RNA-based Infection Research (HIRI) in Wurzburg, a site of the Helmholtz Centre for Infection Research (HZI) in Braunschweig in cooperation with the Julius-Maximilians-Universitat Wurzburg (JMU), and designers at the Technical University of Applied Sciences Wurzburg-Schweinfurt (THWS) have now developed such a tool. Their desktop application, called sCIRCLE (single-Cell Interactive Real-time Computer visualization for Low-dimensional Exploration), enables interactive 3D visualization of scRNA-seq data. It allows users to view single cells, enriched with metadata, from different angles and in real-time. A variety of filters and settings can be used to explore which genes have been expressed in particular cells at specific points in time. This capability allows researchers to focus on specific cell populations or genes of interest. "sCIRCLE is also a valuable communication tool for collaboratively examining data sets or presenting results," says Lars Barquist. Barquist, a computational biologist who initiated the study, leads a research group at the Helmholtz Institute Wurzburg. Barquist is also a professor at the University of Toronto in Canada. Additionally, sCIRCLE is already compatible with virtual reality devices, marking a step towards immersive 3D data visualization and interaction.

A future-oriented cross-disciplinary collaboration

The user-friendliness of sCIRCLE is notable: "The interface is easy to use and intuitively designed. sCIRCLE is therefore particularly helpful for biologists without extensive knowledge of bioinformatics," adds Barquist. The designers and bioinformaticians worked together to make the data as simple and visually appealing as possible: "Collaboration between the disciplines of bioinformatics and design is extremely important as our data sets continue to grow and we need new ways to make them understandable," says Barquist.

To realize the project, THWS Master's student Maximilian Seeger spent some time in the HIRI research group. There, he had the opportunity to work directly with the scientists. "This allowed me to understand what they wanted to explore in their data and develop an interface that would make this possible," reports Maximilian Seeger. In test runs with data collected by HIRI researchers from different groups, the scientists tried out the tool and provided feedback. The research team has published the results in the journal NAR Genomics and Bioinformatics.

"The joint development of sCIRCLE shows the importance of interdisciplinary and cross-institutional cooperation. I am very pleased we successfully combined the expertise of two Wurzburg-based institutions in this project and look forward to future collaborations," says Erich Schols, professor for interactive media at THWS, who supervised Max Seeger together with Lars Barquist. "This is hopefully just the first step towards developing intuitive, interactive tools for data analysis," says Barquist optimistically. "We will build on this foundation to make our tools even more immersive and user-friendly." While this application currently offers only basic virtual reality integration, the team plans to create additional easy-to-use virtual spaces for data exploration in the future.
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North Sea oil and gas extraction spikes pollution by 10,000 percent, study finds | ScienceDaily
North Sea oil and gas extraction can cause pollution to spike by more than 10,000% within half a kilometre around off-shore sites, a study has found for the first time.


						
The University of Essex, Natural History Museum and Centre for Environment, Fisheries and Aquaculture Science (CEFAS) research has uncovered the true impact on Britain's seabed life -- with the number of species plummeting nearly 30% near platforms.

The findings, published in Science of The Total Environment, come in the face of continued global fossil fuel exploration.

The study discovered pollutants like hydrocarbons were up to 10,613% higher within 500m of the platforms than unimpacted, further away sites.

And heavy metals -- like lead, copper, and nickel -- were 455% higher within the same distance.

Direct impact

Contaminants have been accumulating for decades around platforms and this study shows a direct impact on marine invertebrates -- which play a key role in underwater ecosystems, acting as food for larger animals like fish.




The study examined data for 4,216 species collected from 1981-2012 at nine oil and gas platforms off the coast of Scotland and England and observed a general decrease in the number of species and individuals in the contaminated sediments.

Food webs -- which describe the network of feeding interactions between species in an ecosystem -- also became simpler and smaller from sediments within 500m of oil and gas platforms.

Large predators like starfish disappeared closer to the platforms with smaller organisms like worms able to thrive in the contaminated sediment.

Zelin Chen, a PhD student, led the examination of the data under the supervision of Dr Eoin O'Gorman and Dr Natalie Hicks, in the School of Life Sciences at the University of Essex, and Dr Murray Thompson and Dr Elena Couce at CEFAS.

Consistent trends

Mr Chen said: "We've known for a while that hydrocarbon extraction can impact biodiversity, but this is the first-time consistent trends have been found across several platforms.




"There were clear changes in community diversity and composition, with a general decrease in the number and type of species near the platforms after oil and gas production began.

"We were surprised at how simple the food web is close to the rig, with larger predators being more vulnerable to the changes than other species."

Mr Chen used chemical data to define an impact zone within 500m of a platform, a buffer zone within 500-1500m, and unimpacted areas beyond that.

He then examined biological samples from each zone that were taken before and after production of oil and gas commenced at each platform between 1981-2012.

They showed the impact sites had a 28% decline in species richness, with fewer food web connections closer to platforms.

Concerning legacy

Dr Eoin O'Gorman, from the University of Essex, said: "This is important because simpler food webs with shorter food chains are highly indicative of less productive areas under environmental stress."

Dr Natalie Hicks, also from Essex, added: "These platforms are leaving a potentially concerning legacy, particularly as many are reaching the end of life.

"Many of these sites will be decommissioned in the coming decade and we need to collaborate closely with industry and the Government to ensure decommissioning practice is led by science and done safely.

"The Ocean is one of our greatest natural resources, particularly for mitigating climate change, and we must all work together to safeguard its health for future generations."

Dr Gareth Thomas, a Natural History Museum scientist who worked on the project, said: "Our collaborative study between the NHM, University of Essex, and CEFAS which spans 30 years of field data, demonstrates that oil and gas operations simplify complex ocean ecosystems, favouring small, hardy species and causing the disappearance of more delicate marine life.

"With more research, we hope to investigate the best way to deal with oil rigs after they shut down to find the best solution for our planet's future."
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Using the term 'artificial intelligence' in product descriptions reduces purchase intentions | ScienceDaily
Companies may unintentionally hurt their sales by including the words "artificial intelligence" when describing their offerings that use the technology, according to a study led by Washington State University researchers.


						
In the study, published in the Journal of Hospitality Marketing & Management, researchers conducted experimental surveys with more than 1,000 adults in the U.S. to evaluate the relationship between AI disclosure and consumer behavior.

The findings consistently showed products described as using artificial intelligence were less popular, according to Mesut Cicek, clinical assistant professor of marketing and lead author of the study.

"When AI is mentioned, it tends to lower emotional trust, which in turn decreases purchase intentions," he said. "We found emotional trust plays a critical role in how consumers perceive AI-powered products."

In the experiments, the researchers included questions and descriptions across diverse product and service categories. For example, in one experiment, participants were presented with identical descriptions of smart televisions, the only difference being the term "artificial intelligence" was included for one group and omitted for the other. The group that saw AI included in the product description indicated they were less likely to purchase the television.

Researchers also discovered that negative response to AI disclosure was even stronger for "high-risk" products and services, those which people commonly feel more uncertain or anxious about buying, such as expensive electronics, medical devices or financial services. Because failure carries more potential risk, which may include monetary loss or danger to physical safety, mentioning AI for these types of descriptions may make consumers more wary and less likely to purchase, according to Cicek.

"We tested the effect across eight different product and service categories, and the results were all the same: it's a disadvantage to include those kinds of terms in the product descriptions," Cicek said.

Cicek said the findings provide valuable insights for companies.

"Marketers should carefully consider how they present AI in their product descriptions or develop strategies to increase emotional trust. Emphasizing AI may not always be beneficial, particularly for high-risk products. Focus on describing the features or benefits and avoid the AI buzzwords," he said.

In addition to Cicek, the study included co-authors Dogan Gursoy, professor of hospitality at WSU, and Lu Lu, associate professor at Temple University's Fox School of Business and Management.
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Breaking MAD: Generative AI could break the internet, researchers find | ScienceDaily
Generative artificial intelligence (AI) models like OpenAI's GPT-4o or Stability AI's Stable Diffusion are surprisingly capable at creating new text, code, images and videos. Training them, however, requires such vast amounts of data that developers are already running up against supply limitations and may soon exhaust training resources altogether.


						
Against this backdrop of data scarcity, using synthetic data to train future generations of the AI models may seem like an alluring option to big tech for a number of reasons, including: AI-synthesized data is cheaper than real-world data and virtually limitless in terms of supply; it poses fewer privacy risks (as in the case of medical data); and in some cases, synthetic data may even improve AI performance.

However, recent work by the Digital Signal Processing group at Rice University has found that a diet of synthetic data can have significant negative impacts on generative AI models' future iterations.

"The problems arise when this synthetic data training is, inevitably, repeated, forming a kind of a feedback loop -- what we call an autophagous or 'self-consuming' loop," said Richard Baraniuk, Rice's C. Sidney Burrus Professor of Electrical and Computer Engineering. "Our group has worked extensively on such feedback loops, and the bad news is that even after a few generations of such training, the new models can become irreparably corrupted. This has been termed 'model collapse' by some -- most recently by colleagues in the field in the context of large language models (LLMs). We, however, find the term 'Model Autophagy Disorder' (MAD) more apt, by analogy to mad cow disease."

Mad cow disease is a fatal neurodegenerative illness that affects cows and has a human equivalent caused by consuming infected meat. A major outbreak in the 1980-90s brought attention to the fact that mad cow disease proliferated as a result of the practice of feeding cows the processed leftovers of their slaughtered peers -- hence the term "autophagy," from the Greek auto-, which means "self,"' and phagy -- "to eat."

"We captured our findings on MADness in a paper presented in May at the International Conference on Learning Representations (ICLR)," Baraniuk said.

The study, titled "Self-Consuming Generative Models Go MAD," is the first peer-reviewed work on AI autophagy and focuses on generative image models like the popular DALL*E 3, Midjourney and Stable Diffusion.




"We chose to work on visual AI models to better highlight the drawbacks of autophagous training, but the same mad cow corruption issues occur with LLMs, as other groups have pointed out," Baraniuk said.

The internet is usually the source of generative AI models' training datasets, so as synthetic data proliferates online, self-consuming loops are likely to emerge with each new generation of a model. To get insight into different scenarios of how this might play out, Baraniuk and his team studied three variations of self-consuming training loops designed to provide a realistic representation of how real and synthetic data are combined into training datasets for generative models:
    	fully synthetic loop -- Successive generations of a generative model were fed a fully synthetic data diet sampled from prior generations' output.
    	synthetic augmentation loop -- The training dataset for each generation of the model included a combination of synthetic data sampled from prior generations and a fixed set of real training data.
    	fresh data loop -- Each generation of the model is trained on a mix of synthetic data from prior generations and a fresh set of real training data.

Progressive iterations of the loops revealed that, over time and in the absence of sufficient fresh real data, the models would generate increasingly warped outputs lacking either quality, diversity or both. In other words, the more fresh data, the healthier the AI.

Side-by-side comparisons of image datasets resulting from successive generations of a model paint an eerie picture of potential AI futures. Datasets consisting of human faces become increasingly streaked with gridlike scars -- what the authors call "generative artifacts" -- or look more and more like the same person. Datasets consisting of numbers morph into indecipherable scribbles.

"Our theoretical and empirical analyses have enabled us to extrapolate what might happen as generative models become ubiquitous and train future models in self-consuming loops," Baraniuk said. "Some ramifications are clear: without enough fresh real data, future generative models are doomed to MADness."

To make these simulations even more realistic, the researchers introduced a sampling bias parameter to account for "cherry picking" -- the tendency of users to favor data quality over diversity, i.e. to trade off variety in the types of images and texts in a dataset for images or texts that look or sound good.




The incentive for cherry picking is that data quality is preserved over a greater number of model iterations, but this comes at the expense of an even steeper decline in diversity.

"One doomsday scenario is that if left uncontrolled for many generations, MAD could poison the data quality and diversity of the entire internet," Baraniuk said. "Short of this, it seems inevitable that as-to-now-unseen unintended consequences will arise from AI autophagy even in the near term."

In addition to Baraniuk, study authors include Rice Ph.D. students Sina Alemohammad; Josue Casco-Rodriguez; Ahmed Imtiaz Humayun; Hossein Babaei; Rice Ph.D. alumnus Lorenzo Luzi; Rice Ph.D. alumnus and current Stanford postdoctoral student Daniel LeJeune; and Simons Postdoctoral Fellow Ali Siahkoohi.

The research was supported by the National Science Foundation, Office of Naval Research, the Air Force Office of Scientific Research and the Department of Energy.
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The corona is weirdly hot: Parker Solar Probe rules out one explanation | ScienceDaily
By diving into the sun's corona, NASA's Parker Solar Probe has ruled out S-shaped bends in the sun's magnetic field as a cause of the corona's searing temperatures, according to University of Michigan research published in The Astrophysical Journal Letters.


						
The sun's crown-like atmosphere can be 200 times hotter than the sun's surface, despite being farther away from the ultimate source of heat at the sun's core. How the corona's heat seemingly defies physics has stumped scientists for decades, yet it allows the sun's hot soup of charged particles, or plasma, to move fast enough to escape the sun's gravitational pull and engulf our solar system as the solar wind.

To solve the mystery, NASA built the Parker Solar Probe to dive into the corona and find its heat source. The spacecraft is equipped with a set of instruments designed by Justin Kasper, U-M professor of climate and space sciences and engineering, to directly measure the density, temperature and flow of the corona's plasma.

When it first approached the sun, the probe detected hundreds of S-shaped bends in the sun's magnetic field -- named switchbacks in reference to how they briefly reverse the direction of the magnetic field -- along with thousands of shallower bends. To some scientists, the switchbacks seemed like promising sources of heat to the corona and solar wind. Their severe S-shape bend stored a lot of magnetic energy, which likely released into the surrounding plasma as the switchbacks traveled through space and eventually straightened out.

"That energy has to go somewhere, and it could be contributing to heating the corona and accelerating the solar wind," said Mojtaba Akhavan-Tafti, U-M assistant research scientist of climate and space sciences and engineering and the corresponding author of the study.

But to heat the corona, switchbacks need to move through it, so learning where switchbacks form is critical for understanding their influence on the corona's temperature. After poring over the data from the Parker Solar Probe's first 14 laps around the sun, the research team discovered that while the S-shaped bends are common in the solar wind near the sun, they are absent inside the corona.

Scientists still can't agree on what causes switchbacks. Some think that the magnetic field is bent by turbulence in the solar wind beyond the corona. Others think that switchbacks start their journey at the surface of the sun, when churning magnetic field lines and loops explosively collide and combine into bent shapes.




The study's results rule out the latter hypothesis. If switchbacks were formed by colliding magnetic fields at the surface of the sun, they ought to be even more common inside the corona. However, Akhavan-Tafti thinks magnetic collisions could still play some indirect role in the origins of switchbacks -- and the heating of the corona.

"Our theory could fill the gap between the two schools of thought on S-shaped switchback generation mechanisms," Akhavan-Tafti said. "While they must be formed outside the corona, there could be a trigger mechanism inside the corona that causes switchbacks to form in the solar wind."

When magnetic fields collide at the sun's surface, they vibrate like plucked guitar strings and send waves along the magnetic fields into space. At the same time, the energy from the collisions creates very fast streams of plasma in the solar wind.

Akhavan-Tafti thinks the fast plasma distorts the magnetic waves into switchbacks in the solar wind. If some of those waves dissipate inside the solar atmosphere before becoming switchbacks, they could also play a part in heating the corona.

"The mechanisms that cause the formation of switchbacks, and the switchbacks themselves, could heat both the corona and the solar wind," he said.

There currently isn't enough data to favor triggers at the sun's surface over turbulence in the solar wind as the cause of switchbacks, however.

"Parker Solar Probe's upcoming trips into the sun, as early as December 24, 2024, will collect more data even closer to the sun. We will use the data to further test our hypothesis," Akhavan-Tafti said.

The research was funded by NASA.
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Dark matter: A camera trap for the invisible | ScienceDaily
It sounds fantastical, but it's a reality for the scientists who work at the world's largest particle collider:


						
In an underground tunnel some 350 feet beneath the France-Switzerland border, a huge device called the Large Hadron Collider sends beams of protons smashing into each other at nearly the speed of light, creating tiny eruptions that mimic the conditions that existed immediately after the Big Bang.

Scientists like Duke physicist Ashutosh Kotwal think the subatomic debris of these collisions could contain hints of the universe's "missing matter." And with some help from artificial intelligence, Kotwal hopes to catch these fleeting clues on camera, using a design described May 3 in the journal Scientific Reports.

Ordinary matter -- the stuff of people and planets -- is only part of what's out there. Kotwal and others are hunting for dark matter, an invisible matter that's five times more abundant than the stuff we can see but whose nature remains a mystery.

Scientists know it exists from its gravitational influence on stars and galaxies, but other than that we don't know much about it.

The Large Hadron Collider could change that. There, researchers are looking for dark matter and other mysteries using detectors that act like giant 3D digital cameras, taking continuous snapshots of the spray of particles produced by each proton-proton collision.

Only ordinary particles trigger a detector's sensors. If researchers can make dark matter at the LHC, scientists think one way it could be noticeable is as a sort of disappearing act: heavy charged particles that travel a certain distance -- 10 inches or so -- from the point of collision and then decay invisibly into dark matter particles without leaving a trace.




If you retraced the paths of these particles, they would leave a telltale "disappearing track" that vanishes partway through the detector's inner layers.

But to spot these elusive tracks they'll need to act fast, Kotwal says.

That's because the LHC's detectors take some 40 million snapshots of flying particles every second.

That's too much raw data to hang on to everything and most of it isn't very interesting. Kotwal is looking for a needle in a haystack.

"Most of these images don't have the special signatures we're looking for," Kotwal said. "Maybe one in a million is one that we want to save."

Researchers have just a few millionths of a second to determine if a particular collision is of interest and store it for later analysis.




"To do that in real time, and for months on end, would require an image recognition technique that can run at least 100 times faster than anything particle physicists have ever been able to do," Kotwal said.

Kotwal thinks he may have a solution. He has been developing something called a "track trigger," a fast algorithm that is able to spot and flag these fleeting tracks before the next collision occurs, and from among a cloud of tens of thousands of other data points measured at the same time.

His design works by divvying up the task of analyzing each image among a large number of AI engines running simultaneously, built directly onto a silicon chip. The method processes an image in less than 250 nanoseconds, automatically weeding out the uninteresting ones.

Kotwal first described the approach in a sequence of two papers published in 2020 and 2021. In the more recent paper published this May in Scientific Reports, he and a team of undergraduate student co-authors show that his algorithm can run on a silicon chip.

Kotwal and his students plan to build a prototype of their device by next summer, though it will be another three or four years before the full device -- which will consist of about 2000 chips -- can be installed at detectors at the LHC.

As the performance of the accelerator continues to crank up, it will produce even more particles. And Kotwal's device could help make sure that, if dark matter is hiding among them, scientists won't miss it.

"Our job is to ensure that if dark matter production is happening, then our technology is up to snuff to catch it in the act," Kotwal said.
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Shape-shifting 'transformer bots' inspired by origami | ScienceDaily
Inspired by the paper-folding art of origami, North Carolina State University engineers have discovered a way to make a single plastic cubed structure transform into more than 1,000 configurations using only three active motors. The findings could pave the way for shape-shifting artificial systems that can take on multiple functions and even carry a load -- like versatile robotic structures used in space, for example.


						
"The question we're asking is how to achieve a number of versatile shapes with the fewest number of actuators powering the shapeshifting," said Jie Yin, associate professor of mechanical and aerospace engineering and co-corresponding author of a paper describing the work. "Here we use a hierarchical concept observed in nature -- like layered muscle fibers -- but with plastic cubes to create a transforming robot."

The NC State researchers assembled hollow, plastic cubes using a 3D printer and assembled 36 of them together with rotating hinges; some hinges were fixed with metal pins, while others were activated wirelessly with a motor.

The researchers were able to move the cubes into more than 1,000 shapes using only three active motors. Those shapes included tunnel-like structures, bridge-like structures and even multi-story architectures.

The untethered transformer bots can move forward, backward and sideways -- without feet -- merely by controlling the ways the structure's shape changes. The bots can also transform relatively quickly from flat, or fully open, to a boxlike larger cube, or fully closed. The bots also can carry a load about three times their own weight.

Next, the researchers will attempt to make the transformer bots even better.

"We want to make a more robust structure that can bear larger loads," said Yanbin Li an NC State postdoctoral researcher and co-corresponding author of the paper. "If we want a car shape, for example, how do we design the first structure that can transform into a car shape? We also want to test our structures with real-world applications like space robots."

"We think these can be used as deployable, configurable space robots and habitats," said Antonio Di Lallo, an NC State postdoctoral researcher and co-first author of the paper. "It's modular, so you can send it to space flat and assemble it as a shelter or as a habitat, and then disassemble it."




"For users, it needs to be easy to assemble and to control," Yin said.

Hao Su, associate professor of mechanical and aerospace engineering, is a co-corresponding author of the paper. Junxi Zhu, an NC State Ph.D. student, Yinding Chi, a former Ph.D. student at NC State, also co-authored the paper.

The findings appear in Nature Communications. Funding for the research was provided by the National Science Foundation under grants CMMI-2005374, CMMI-2126072 and 2231419.
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Robotics: Self-powered 'bugs' can skim across water to detect environmental data | ScienceDaily
Researchers at Binghamton University, State University of New York have developed a self-powered "bug" that can skim across the water, and they hope it will revolutionize aquatic robotics.


						
Futurists predict that more than one trillion autonomous nodes will be integrated into all human activities by 2035 as part of the "internet of things." Soon, pretty much any object -- big or small -- will feed information to a central database without the need for human involvement.

Making this idea tricky is that 71% of the Earth's surface is covered in water, and aquatic environments pose critical environmental and logistical issues. To consider these challenges, the U.S. Defense Advanced Research Projects Agency (DARPA) has started a program called the Ocean of Things.

Over the past decade, Binghamton University Professor Seokheun "Sean" Choi -- a faculty member at the Thomas J. Watson School of Engineering and Applied Science's Department of Electrical and Computer Engineering and director of the Center for Research in Advanced Sensing Technologies and Environmental Sustainability (CREATES) -- has received research funding from the Office of Naval Research to develop bacteria-powered biobatteries that have a possible 100-year shelf life. Choi, along with Anwar Elhadad, PhD '24, and PhD student Yang "Lexi" Gao, developed the self-powered bug.

The new aquatic robots use similar technology because it is more reliable under adverse conditions than solar, kinetic or thermal energy systems. A Janus interface, which is hydrophilic on one side and hydrophobic on the other, lets in nutrients from the water and keeps them inside the device to fuel bacterial spore production.

"When the environment is favorable for the bacteria, they become vegetative cells and generate power," he said, "but when the conditions are not favorable -- for example, it's really cold or the nutrients are not available -- they go back to spores. In that way, we can extend the operational life."

The Binghamton team's research showed power generation close to 1 milliwatt, which is enough to operate the robot's mechanical movement and any sensors that could track environmental data such as water temperature, pollution levels, the movements of commercial vessels and aircraft, and the behaviors of aquatic animals.

Being able to send the robots wherever they are needed is a clear upgrade from current "smart floats," which are stationary sensors anchored to one place.

The next step in refining these aquatic robots is testing which bacteria will be best for producing energy under stressful ocean conditions.

"We used very common bacterial cells, but we need to study further to know what is actually living in those areas of the ocean," Choi said. "Previously, we demonstrated that the combination of multiple bacterial cells can improve sustainability and power, so that's another idea. Maybe using machine learning, we can find the optimal combination of bacterial species to improve power density and sustainability."
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Researchers trap atoms, forcing them to serve as photonic transistors | ScienceDaily
Researchers at Purdue University have trapped alkali atoms (cesium) on an integrated photonic circuit, which behaves like a transistor for photons (the smallest energy unit of light) similar to electronic transistors. These trapped atoms demonstrate the potential to build a quantum network based on cold-atom integrated nanophotonic circuits. The team, led by Chen-Lung Hung, associate professor of physics and astronomy at the Purdue University College of Science, published their discovery in the American Physical Society's Physical Review X.


						
"We developed a technique to use lasers to cool and tightly trap atoms on an integrated nanophotonic circuit, where light propagates in a small photonic 'wire' or, more precisely, a waveguide that is more than 200 times thinner than a human hair," explains Hung, who is also a member of the Purdue Quantum Science and Engineering Institute. "These atoms are 'frozen' to negative 459.67 degrees Fahrenheit or merely 0.00002 degrees above the absolute zero temperature and are essentially standing still. At this cold temperature, the atoms can be captured by a 'tractor beam' aimed at the photonic waveguide and are placed over it at a distance much shorter than the wavelength of light, around 300 nanometers or roughly the size of a virus. At this distance, the atoms can very efficiently interact with photons confined in the photonic waveguide. Using state-of-the-art nanofabrication instruments in the Birck Nanotechnology Center, we pattern the photonic waveguide in a circular shape at a diameter of around 30 microns (three times smaller than a human hair) to form a so-called microring resonator. Light would circulate within the microring resonator and interact with the trapped atoms."

A key aspect function the team demonstrates in this research is that this atom-coupled microring resonator serves like a 'transistor' for photons. They can use these trapped atoms to gate the flow of light through the circuit. If the atoms are in the correct state, photons can transmit through the circuit. Photons are entirely blocked if the atoms are in another state. The stronger the atoms interact with the photons, the more efficient this gate is.

"We have trapped up to 70 atoms that could collectively couple to photons and gate their transmission on an integrated photonic chip. This has not been realized before," says Xinchao Zhou, graduate student at Purdue Physics and Astronomy. Zhou is also the recipient of this year's Bilsand Dissertation Fellowship.

The entire research team is based out of Purdue University in West Lafayette, Indiana. Hung served as principal investigator and supervised the project. Zhou performed the experiment to trap atoms on the integrated circuit, which was designed and fabricated in-house by Tzu-Han Chang, a former postdoc now working with Prof. Sunil Bhave at the Birck Nanotechnology Center. The critical portions of the experiment were set up by Zhou and Hikaru Tamura, a former postdoc at Purdue at the time of the research and now an assistant professor at the Institute of Molecular Science in Japan.

"Our technique, which we detailed in the paper, allows us to very efficiently laser cool many atoms on an integrated photonic circuit. Once many atoms are trapped, they can collectively interact with light propagating on the photonic waveguide," says Zhou. "This is unique for our system because all the atoms are the same and indistinguishable, so they could couple to light in the same way and build up phase coherence, allowing atoms to interact with light collectively with stronger strength. Just imagine a boat moving faster when all rowers row the boat in synchronization compared with unsynchronized motion. In contrast, solid-state emitters embedded in a photonic circuit are hardly 'the same' due to slightly different surroundings influencing each emitter. It is much harder for many solid-state emitters to build up phase coherence and collectively interact with photons like cold atoms. We could use cold atoms trapped on the circuit to study new collective effects," says Hung.

The platform demonstrated in this research could provide a photonic link for future distributed quantum computing based on neutral atoms. It could also serve as a new experimental platform for studying collective light-matter interactions and for synthesizing quantum degenerate trapped gases or ultracold molecules.




"Unlike electronic transistors used in daily life, our atom-coupled integrated photonic circuit obeys the principles of quantum superposition," explains Hung. "This allows us to manipulate and store quantum information in trapped atoms, which are quantum bits known as qubits. Our circuit may also efficiently transfer stored quantum information into photons that could 'fly' through the photonic wire and a fiber network to communicate with other atom-coupled integrated circuits or atom-photon interfaces. Our research demonstrates a potential to build a quantum network based on cold-atom integrated nanophotonic circuits."

The team has been working on this research area for several years and plans to pursue it with vigor. Their past research discovery tied to this work include recent breakthroughs such as the realization of the 'tractor beam' method in 2023 listing Zhou as first author, and the realization of highly efficient optical fiber-coupling to a photonic chip in 2022 with a pending US patent application. New research directions have opened up due to the team's successful demonstration of atoms being very efficiently cooled and trapped on a circuit. The future for this research is bright with many avenues to explore.

"There are several promising next steps to explore," says Hung. "We could arrange the trapped atoms in an organized array along the photonic waveguide. These atoms can collectively couple to the waveguide through constructive interference but cannot radiate photons into the surrounding free space due to destructive interference. We aim to build the first nanophotonic platform to realize the so-called 'selective radiance' proposed by theorists in recent years to improve the fidelity of photon storage in a quantum system. We could also try to form new states of quantum matter on an integrated photonic circuit to study few- and many-body physics with atom-photon interactions. We could cool the atoms closer to the absolute zero temperature to reach quantum degeneracy so that the trapped atoms could form a gas of strongly interacting Bose-Einstein condensate. We may also try synthesizing cold molecules from the trapped atoms with the enhanced radiative coupling from the microring resonator."

This work was supported by the U.S. Air Force Office of Scientific Research (Grant No. FA9550-22-1-0031) and the National Science Foundation (Grant No. PHY-1848316 and ECCS-2134931). This work was published with support from the Purdue University Libraries Open Access Publishing Fund. Quantum science and engineering is one of four dimensions within Purdue Computes, a major initiative that enables the university to advance to the forefront with unparalled excellence at scale.
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Hair follicle models from the 3D printer | ScienceDaily
Hair follicle infections are often difficult to treat because bacteria settle in the gap between hair and skin, where it is difficult for active substances to reach them. In order to investigate this scenario more closely in the laboratory, researchers from the Department of Drug Delivery Across Biological Barriers at the Helmholtz Institute for Pharmaceutical Research Saarland (HIPS) have now developed a model with human hair follicles embedded in a matrix produced using 3D printing. In the future, this model can be used to test the effectiveness of new drug candidates against corresponding pathogens directly on human follicles. The team has published their results in the journal ACS Biomaterials Science & Engineering.


						
Hair follicles are complex structures that surround the hair root, anchoring it to the skin and giving the hair its hold. At the same time, the area between the skin and the follicle provides optimal conditions for microorganisms to multiply unhindered. This often leads to chronic inflammation of the follicle, which is not only painful, but in the case of acne inversa can also trigger secondary diseases such as diabetes mellitus or even acute sepsis. In Germany alone, approximately 830,000 people are currently affected by this disease.

In order to successfully develop new active substances against hair follicle inflammation, models are required that can simulate the physiological conditions of the skin in the laboratory as realistically as possible. A team led by Prof. Claus-Michael Lehr at HIPS, a site of the Helmholtz Centre for Infection Research (HZI) in collaboration with Saarland University, has now developed such a model. By transplanting living human hair follicles into a collagen matrix within a 3D-printed polymer scaffold, the researchers were able to successfully replicate the natural environment of hair follicles. "The model has the advantage that we can test new drug candidates in the hair follicle microenvironment at an early stage of development without having to resort to animal testing," says Samy Aliyazdi, first author of the study.

Previously, new drug candidates for hair follicle infections were initially tested in simpler models, such as free-floating human hair follicles in liquid culture. However, these models do not adequately represent the actual conditions in patients and are therefore not ideal for biological efficacy studies. Using the new 3D model, researchers have already shown that nanoparticles penetrate and distribute better in hair follicles than in free-floating hair follicle cultures. Nanoparticles are therefore able to penetrate deep into the hair follicles and are suitable as carriers for active ingredients. Lehr's team was also able to show that hair follicle infections with the hospital pathogen Staphylococcus aureus can be fought significantly better if the antibiotic rifampicin is "packaged" in such nanoparticles.

The described 3D model of human hair follicles overcomes some of the challenges associated with previous laboratory models. "Our model provides a more realistic replication of the human hair follicle microenvironment and can be cultured over the long term. But we have not yet reached the end of the road. We need to further optimize the mechanical properties of the polymer. We are also planning to include additional cell types, such as fibroblasts and immune cells, to make the model even more representative of the patient situation," says Aliyazdi. A more complex model of this type has great potential to provide valuable early insights into hair follicle viability, pathogen behavior, and ultimately the predictability of drug efficacy and safety assessments. Lehr emphasizes: "Our research shows that mimicking the natural hair follicle environment is critical to assessing the efficacy of antibiotics. This model could significantly accelerate the development of new, targeted therapies while reducing the number of animal studies required."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240729110254.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Faster, cleaner way to extract lithium from battery waste | ScienceDaily
Researchers uncover a rapid, efficient and environmentally friendly method for selective lithium recovery using microwave radiation and a readily biodegradable solvent.


						
A microwave-based process boasts 50% recovery rate in 30 seconds.

The "white gold" of clean energy, lithium is a key ingredient in batteries large and small, from those powering phones and laptops to grid-scale energy storage systems.

Though relatively abundant, the silvery-white metal could soon be in short supply due to a complex sourcing landscape impacted by the electric vehicle (EV) boom, net-zero goals and geopolitical factors. Valued at over $65 billion in 2023, the lithium-ion battery (LIB) global market is expected to grow by over 23% in the next eight years, likely heightening existing challenges in lithium supply.

What's more, recovering lithium from spent batteries is environmentally taxing and highly inefficient -- something a team of Rice University researchers led by Pulickel Ajayan is working to change.

In their latest study published in Advanced Functional Materials, the researchers describe a rapid, efficient and environmentally friendly method for selective lithium recovery using microwave radiation and a readily biodegradable solvent. Findings show the new process can retrieve as much as 50% of the lithium in spent LIB cathodes in as little as 30 seconds, overcoming a significant bottleneck in LIB recycling technology.

"We've seen a colossal growth in LIB use in recent years, which inevitably raises concerns as to the availability of critical metals like lithium, cobalt and nickel that are used in the cathodes," said Sohini Bhattacharyya, one of the two lead authors on the study and a Rice Academy Postdoctoral Fellow in the Nanomaterials Laboratory run by Ajayan. "It's therefore really important to recycle spent LIBs to recover these metals."

Conventional recycling methods often involve harsh acids, while alternative eco-friendly solvents like deep eutectic solvents (DESs) have struggled with efficiency and economic viability. Moreover, current recycling methods recover less than 5% of lithium, largely due to contamination and loss during the process as well as the energy intensive nature of recovery.




"The recovery rate is so low because lithium is usually precipitated last after all other metals, so our goal was to figure out how we can target lithium specifically," said Salma Alhashim, a Rice doctoral alumna who is the study's other lead author. "Here we used a DES that is a mixture of choline chloride and ethylene glycol, knowing from our previous work that during leaching in this DES, lithium gets surrounded by chloride ions from the choline chloride and is leached out into solution."

In order to leach other metals like cobalt or nickel, both the choline chloride and the ethylene glycol have to be involved in the process. Knowing that of the two substances only choline chloride is good at absorbing microwaves, the researchers submerged the battery waste material in the solvent and blasted it with microwave radiation.

"This allowed us to leach lithium selectively over other metals," Bhattacharyya said. "Using microwave radiation for this process is akin to how a kitchen microwave heats food quickly. The energy is transferred directly to the molecules, making the reaction occur much faster than conventional heating methods."

Compared to conventional heating methods like an oil bath, microwave-assisted heating can achieve similar efficiencies almost 100 times faster. For example, using the microwave-based process, the team found that it took 15 minutes to leach 87% of the lithium as opposed to the 12 hours needed to obtain the same recovery rate via oil bath heating.

"This also shows that selectivity towards specific elements can be achieved simply by tuning the DES composition," Alhashim said. "Another advantage is solvent stability: Because the oil bath method takes so much longer, the solvent begins to decompose, whereas this does not happen with the short heating cycles of a microwave."

This breakthrough method could dramatically improve the economics and environmental impact of LIB recycling, providing a sustainable solution to a growing global issue.

"This method not only enhances the recovery rate but also minimizes environmental impact, which makes it a promising step toward deploying DES-based recycling systems at scale for selective metal recovery," said Ajayan, the corresponding author on the study and Rice's Benjamin M. and Mary Greenwood Anderson Professor of Engineering and professor and department chair of materials science and nanoengineering.
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Optical fibers fit for the age of quantum computing | ScienceDaily
A new generation of specialty optical fibres has been developed by physicists at the University of Bath in the UK to cope with the challenges of data transfer expected to arise in the future age of quantum computing.


						
Quantum technologies promise to provide unparalleled computational power, allowing us to solve complex logical problems, develop new medicines and provide unbreakable cryptographic techniques for secure communications. However, the cable networks used today to transmit information across the globe are likely to be sub-optimal for quantum communications, due to the solid cores of their optical fibres.

Unlike regular optical fibres, the speciality fibres fabricated at Bath have a micro-structured core, consisting of a complex pattern of air pockets running along the entire length of the fibre.

"The conventional optical fibres that are the workhorse of our telecommunications networks of today transmit light at wavelengths that are entirely governed by the losses of silica glass. However, these wavelengths are not compatible with the operational wavelengths of the single-photon sources, qubits, and active optical components, that are required for light-based quantum technologies." said Dr Kristina Rusimova from the Department of Physics at Bath.

Dr Rusimova and her colleagues describe the state-of-the-art fibres made at Bath, along with other recent and future developments in the emerging field of quantum computing, in an academic paper published today in Applied Physics Letters Quantum.

Dr Rusimova, who is lead senior author of the paper -- known as a perspective -- added: "Optical-fibre design and fabrication is at the forefront of the University of Bath Department of Physics research, and the optical fibres we are developing with quantum computers in mind are laying the foundations for the data transmission needs of tomorrow."

Quantum entanglement

Light is a promising medium for quantum computation. The individual particles of light, called photons, possess some uniquely quantum properties that can be harnessed by quantum technologies.




One such example is quantum entanglement, where two photons separated by a large distance not only hold information about one another but can also instantly influence each other's properties. Unlike the binary bits of classical computers (either a one or a zero), pairs of entangled photons can in fact exist as both a one and a zero at the same time, unleashing enormous amounts of computational power.

Dr Cameron McGarry, until recently a physicist at Bath and first-author of the paper, said: "A quantum internet is an essential ingredient in delivering on the vast promises of such emerging quantum technology.

"Much like the existing internet, a quantum internet will rely on optical fibres to deliver information from node to node. These optical fibres are likely to be very different to those that are used currently and will require different supporting technology to be useful."

In their perspective, the researchers discuss the associated challenges of the quantum internet from the viewpoint of optical fibre technology and present an array of potential solutions for scalability of a robust, wide-scale quantum network.

This encompasses both the fibres that will be used for long-range communication, and specialty fibres that will allow for quantum repeaters, integrated directly into the network in order to extend the distance over which this technology can operate.

Beyond connecting nodes

They also describe how speciality optical fibres can go beyond connecting nodes of a network to implementing quantum computation at the nodes themselves by acting as sources of entangled single photons, quantum wavelength converters, low-loss switches, or vessels for quantum memories.




Dr McGarry said: "Unlike the optical fibres that are standardly used for telecommunications, speciality fibres which are routinely fabricated at Bath have a micro-structured core, consisting of a complex pattern of air pockets running along the entire length of the fibre.

"The pattern of these air pockets is what allows researchers to manipulate the properties of the light inside the fibre and create entangled pairs of photons, change the colour of photons, or even trap individual atoms inside the fibres."

"Researchers around the world are making rapid and exciting advancements in the capabilities of microstructured optical fibres in ways that are of interest to industry," said Dr Kerrianne Harrington who is a postdoctoral researcher in the Department of Physics.

"Our perspective describes the exciting advances of these novel fibres and how they could be beneficial to future quantum technologies."

Dr Alex Davis, an EPSRC Quantum Career Acceleration Fellow at Bath, added: "It's the ability of fibres to tightly confine light and transport it over long distances that makes them useful.

"As well as generating entangled photons, this allows us to generate more exotic quantum states of light with applications in quantum computing, precision sensing and impregnable message encryption."

Quantum advantage -- the ability of a quantum device to perform a task more efficiently than a conventional computer -- has yet to be conclusively demonstrated. The technological challenges identified in the perspective are likely to open new avenues of quantum research, and bring us closer to achieving this important milestone. The optical fibres fabricated at Bath are expected to help lay the foundations for the quantum computers of tomorrow.

The team of researchers at Bath also included senior lecturer, Dr Peter Mosely.
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When allocating scarce resources with AI, randomization can improve fairness | ScienceDaily
Organizations are increasingly utilizing machine-learning models to allocate scarce resources or opportunities. For instance, such models can help companies screen resumes to choose job interview candidates or aid hospitals in ranking kidney transplant patients based on their likelihood of survival.


						
When deploying a model, users typically strive to ensure its predictions are fair by reducing bias. This often involves techniques like adjusting the features a model uses to make decisions or calibrating the scores it generates.

However, researchers from MIT and Northeastern University argue that these fairness methods are not sufficient to address structural injustices and inherent uncertainties. In a new paper, they show how randomizing a model's decisions in a structured way can improve fairness in certain situations.

For example, if multiple companies use the same machine-learning model to rank job interview candidates deterministically -- without any randomization -- then one deserving individual could be the bottom-ranked candidate for every job, perhaps due to how the model weighs answers provided in an online form. Introducing randomization into a model's decisions could prevent one worthy person or group from always being denied a scarce resource, like a job interview.

Through their analysis, the researchers found that randomization can be especially beneficial when a model's decisions involve uncertainty or when the same group consistently receives negative decisions.

They present a framework one could use to introduce a specific amount of randomization into a model's decisions by allocating resources through a weighted lottery. This method, which an individual can tailor to fit their situation, can improve fairness without hurting the efficiency or accuracy of a model.

"Even if you could make fair predictions, should you be deciding these social allocations of scarce resources or opportunities strictly off scores or rankings? As things scale, and we see more and more opportunities being decided by these algorithms, the inherent uncertainties in these scores can be amplified. We show that fairness may require some sort of randomization," says Shomik Jain, a graduate student in the Institute for Data, Systems, and Society (IDSS) and lead author of the paper.




Jain is joined on the paper by Kathleen Creel, assistant professor of philosophy and computer science at Northeastern University; and senior author Ashia Wilson, the Lister Brothers Career Development Professor in the Department of Electrical Engineering and Computer Science and a principal investigator in the Laboratory for Information and Decision Systems (LIDS). The research will be presented at the International Conference on Machine Learning.

Considering claims

This work builds off a previous paper in which the researchers explored harms that can occur when one uses deterministic systems at scale. They found that using a machine-learning model to deterministically allocate resources can amplify inequalities that exist in training data, which can reinforce bias and systemic inequality.

"Randomization is a very useful concept in statistics, and to our delight, satisfies the fairness demands coming from both a systemic and individual point of view," Wilson says.

In this paper, they explored the question of when randomization can improve fairness. They framed their analysis around the ideas of philosopher John Broome, who wrote about the value of using lotteries to award scarce resources in a way that honors all claims of individuals.

A person's claim to a scarce resource, like a kidney transplant, can stem from merit, deservingness, or need. For instance, everyone has a right to life, and their claims on a kidney transplant may stem from that right, Wilson explains.




"When you acknowledge that people have different claims to these scarce resources, fairness is going to require that we respect all claims of individuals. If we always give someone with a stronger claim the resource, is that fair?" Jain says.

That sort of deterministic allocation could cause systemic exclusion or exacerbate patterned inequality, which occurs when receiving one allocation increases an individual's likelihood of receiving future allocations. In addition, machine-learning models can make mistakes, and a deterministic approach could cause the same mistake to be repeated.

Randomization can overcome these problems, but that doesn't mean all decisions a model makes should be randomized equally.

Structured randomization

The researchers use a weighted lottery to adjust the level of randomization based on the amount of uncertainty involved in the model's decision-making. A decision that is less certain should incorporate more randomization.

"In kidney allocation, usually the planning is around projected lifespan, and that is deeply uncertain. If two patients are only five years apart, it becomes a lot harder to measure. We want to leverage that level of uncertainty to tailor the randomization," Wilson says.

The researchers used statistical uncertainty quantification methods to determine how much randomization is needed in different situations. They show that calibrated randomization can lead to fairer outcomes for individuals without significantly affecting the utility, or effectiveness, of the model.

"There is a balance to be had between overall utility and respecting the rights of the individuals who are receiving a scarce resource, but oftentimes the tradeoff is relatively small," says Wilson.

However, the researchers emphasize there are situations where randomizing decisions would not improve fairness and could harm individuals, such as in criminal justice contexts.

But there could be other areas where randomization can improve fairness, such as college admissions, and the researchers plan to study other use-cases in future work. They also want to explore how randomization can affect other factors, such as competition or prices, and how it could be used to improve the robustness of machine-learning models.

"We are hoping our paper is a first move toward illustrating that there might be a benefit to randomization. We are offering randomization as a tool. How much you are going to want to do it is going to be up to all the stakeholders in the allocation to decide. And, of course, how they decide is another research question all together," says Wilson.
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New additive process can make better -- and greener -- high-value chemicals | ScienceDaily
Researchers at the Center for Advanced Bioenergy and Bioproducts Innovation (CABBI) have achieved a significant breakthrough that could lead to better -- and greener -- agricultural chemicals and everyday products.


						
Using a process that combines natural enzymes and light, the team from the University of Illinois Urbana-Champaign developed an eco-friendly way to precisely mix fluorine, an important additive, into chemicals called olefins -- hydrocarbons used in a vast array of products, from detergents to fuels to medicines. This groundbreaking method offers an efficient new strategy for creating high-value chemicals with potential applications in agrochemicals, pharmaceuticals, renewable fuels, and more.

The study, published in Science, was led by CABBI Conversion Theme Leader Huimin Zhao, Professor of Chemical and Biomolecular Engineering (ChBE), Biosystems Design Theme Leader at the Carl R. Woese Institute for Genomic Biology (IGB), and Director of the NSF Molecule Maker Lab Institute at Illinois; and lead author Maolin Li, a Postdoctoral Research Associate with CABBI, ChBE, and IGB.

As an additive, fluorine can make agrochemicals and medicines work better and last longer. Its small size, electronic properties, and ability to dissolve easily in fats and oils all have a profound impact on the function of organic molecules, augmenting their absorption, metabolic stability, and protein interactions. However, adding fluorine is tricky and usually requires complex chemical processes that are not always friendly to the environment.

The scientists in this study used a "photoenzyme" -- a repurposed enzyme that works under light -- to help bring fluorine into these chemicals. By using light and photoenzymes, they were able to precisely attach fluorine to olefins, controlling exactly where and how it is added. Because this method is not only environmentally friendly but very specific, it allows for more efficient creation of useful new compounds that were difficult to make before.

This approach fills a large gap in molecular chemistry, as previous methods to add fluorine were limited and inefficient. It also opens up new possibilities for creating better medicines and agricultural products, as fluorinated compounds are often more effective, stable, and longer-lasting than their non-fluorinated counterparts. That means fertilizers and herbicides could be more effective in protecting crops, and medicines could be more potent or have fewer side effects.

"This breakthrough represents a significant shift in how we approach the synthesis of fluorinated compounds, crucial in numerous applications from medicine to agriculture," Zhao said. "By harnessing the power of light-activated enzymes, we've developed a method that improves the efficiency of these syntheses and aligns with environmental sustainability. This work could pave the way for new, greener technologies in chemical production, which is a win not just for science, but for society at large."

The research advances CABBI's bioenergy mission by pioneering innovative methods in biocatalysis that can enhance the production of bio-based chemicals -- those derived from renewable resources such as plants or microorganisms rather than petroleum. The development of more efficient and environmentally friendly biochemical processes aligns with CABBI's focus on creating sustainable bioenergy solutions that minimize environmental impact and reduce reliance on fossil fuels.




It also contributes to the broader U.S. Department of Energy (DOE) mission of driving advances in bioenergy and bioproducts. The methods developed in this study can lead to more sustainable industrial processes that are less energy-intensive and reduce chemical waste and pollution, supporting DOE's goals of fostering clean energy technologies. The ability to efficiently create high-value fluorinated compounds could lead to enhancements in various fields, including renewable energy sources and bioproducts that support economic growth and environmental sustainability.

"Our research opens up fascinating possibilities for the future of pharmaceutical and agrochemical development," Li said. "By integrating fluorine into organic molecules through a photoenzymatic process, we are not only enhancing the beneficial properties of these compounds but also doing so in a manner that's more environmentally responsible. It's thrilling to think about the potential applications of our work in creating more effective and sustainable products for everyday use."

CABBI researchers Yujie Yuan, Wesley Harrison, and Zhengyi Zhang of ChBE and IGB at Illinois were co-authors on this study.
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AI method radically speeds predictions of materials' thermal properties | ScienceDaily
It is estimated that about 70 percent of the energy generated worldwide ends up as waste heat.


						
If scientists could better predict how heat moves through semiconductors and insulators, they could design more efficient power generation systems. However, the thermal properties of materials can be exceedingly difficult to model.

The trouble comes from phonons, which are subatomic particles that carry heat. Some of a material's thermal properties depend on a measurement called the phonon dispersion relation, which can be incredibly hard to obtain, let alone utilize in the design of a system.

A team of researchers from MIT and elsewhere tackled this challenge by rethinking the problem from the ground up. The result of their work is a new machine-learning framework that can predict phonon dispersion relations up to 1,000 times faster than other AI-based techniques, with comparable or even better accuracy. Compared to more traditional, non-AI-based approaches, it could be 1 million times faster.

This method could help engineers design energy generation systems that produce more power, more efficiently. It could also be used to develop more efficient microelectronics, since managing heat remains a major bottleneck to speeding up electronics.

"Phonons are the culprit for the thermal loss, yet obtaining their properties is notoriously challenging, either computationally or experimentally," says Mingda Li, associate professor of nuclear science and engineering and senior author of a paper on this technique.

Li is joined on the paper by co-lead authors Ryotaro Okabe, a chemistry graduate student; and Abhijatmedhi Chotrattanapituk, an electrical engineering and computer science graduate student; Tommi Jaakkola, the Thomas Siebel Professor of Electrical Engineering and Computer Science at MIT; as well as others at MIT, Argonne National Laboratory, Harvard University, the University of South Carolina, Emory University, the University of California at Santa Barbara, and Oak Ridge National Laboratory. The research appears in Nature Computational Science.

Predicting phonons




Heat-carrying phonons are tricky to predict because they have an extremely wide frequency range, and the particles interact and travel at different speeds.

A material's phonon dispersion relation is the relationship between energy and momentum of phonons in its crystal structure. For years, researchers have tried to predict phonon dispersion relations using machine learning, but there are so many high-precision calculations involved that models get bogged down.

"If you have 100 CPUs and a few weeks, you could probably calculate the phonon dispersion relation for one material. The whole community really wants a more efficient way to do this," says Okabe.

The machine-learning models scientists often use for these calculations are known as graph neural networks (GNN). A GNN converts a material's atomic structure into a crystal graph comprising multiple nodes, which represent atoms, connected by edges, which represent the interatomic bonding between atoms.

While GNNs work well for calculating many quantities, like magnetization or electrical polarization, they are not flexible enough to efficiently predict an extremely high-dimensional quantity like the phonon dispersion relation. Because phonons can travel around atoms on X, Y, and Z axes, their momentum space is hard to model with a fixed graph structure.

To gain the flexibility they needed, Li and his collaborators devised virtual nodes.




They create what they call a virtual node graph neural network (VGNN) by adding a series of flexible virtual nodes to the fixed crystal structure to represent phonons. The virtual nodes enable the output of the neural network to vary in size, so it is not restricted by the fixed crystal structure.

Virtual nodes are connected to the graph in such a way that they can only receive messages from real nodes. While virtual nodes will be updated as the model updates real nodes during computation, they do not affect the accuracy of the model.

"The way we do this is very efficient in coding. You just generate a few more nodes in your GNN. The physical location doesn't matter, and the real nodes don't even know the virtual nodes are there," says Chotrattanapituk.

Cutting out complexity

Since it has virtual nodes to represent phonons, the VGNN can skip many complex calculations when estimating phonon dispersion relations, which makes the method more efficient than a standard GNN.

The researchers proposed three different versions of VGNNs with increasing complexity. Each can be used to predict phonons directly from a material's atomic coordinates.

Because their approach has the flexibility to rapidly model high-dimensional properties, they can use it to estimate phonon dispersion relations in alloy systems. These complex combinations of metals and nonmetals are especially challenging for traditional approaches to model.

The researchers also found that VGNNs offered slightly greater accuracy when predicting a material's heat capacity. In some instances, prediction errors were two orders of magnitude lower with their technique.

A VGNN could be used to calculate phonon dispersion relations for a few thousand materials in just a few seconds with a personal computer, Li says.

This efficiency could enable scientists to search a larger space when seeking materials with certain thermal properties, such as superior thermal storage, energy conversion, or superconductivity.

Moreover, the virtual node technique is not exclusive to phonons, and could also be used to predict challenging optical and magnetic properties.

In the future, the researchers want to refine the technique so virtual nodes have greater sensitivity to capture small changes that can affect phonon structure.

"Researchers got too comfortable using graph nodes to represent atoms, but we can rethink that. Graph nodes can be anything. And virtual nodes are a very generic approach you could use to predict a lot of high-dimensional quantities," Li says.

This work is supported by the U.S. Department of Energy, National Science Foundation, a Mathworks Fellowship, a Sow-Hsin Chen Fellowship, the Harvard Quantum Initiative, and the Oak Ridge National Laboratory.
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Win-win potential of grass-powered energy production | ScienceDaily
Strategically planting perennial grass throughout corn and soybean fields helps address the unintended environmental consequences of growing the dominant row crops, including soil erosion, fertilizer runoff and greenhouse gas emissions.


						
But converting portions of farmland back to prairie has to make financial sense for farmers, which is why a research team led by Iowa State University landscape ecologist Lisa Schulte Moore has spent the past six years studying how to efficiently turn harvested grass into lucrative renewable natural gas.

"We're looking at existing markets where there is already a demand, use existing infrastructure to reduce costs of the energy transition and create wins in multiple categories. We want wins for farmers, wins for businesses, wins for municipalities and wins for society," said Schulte Moore, professor of natural resource ecology and management and director of the Consortium for Cultivating Human And Naturally reGenerative Enterprises (C-CHANGE). "We can have great conversations about what could be, but unless it benefits everyone along these supply chains, it won't happen."

A pair of recently published peer-reviewed articles by Schulte-Moore's research group modeled the economic feasibility of grass-to-gas production in different settings and from varying perspectives, analysis that helps flesh out the system's win-win potential.

"To replace natural gas with resources that revitalize sustainable agriculture, we have to be able to quantify how much energy we can produce and show it can be cost effective and environmentally friendly," said associate professor of mechanical engineering Mark Mba-Wright, co-author of the studies.

City-based scenarios

The ongoing research is funded in part by a $10 million federal grant in 2020, another $10 million in federal support in 2022 and about $650,000 from the Walton Family Foundation. The work centers on optimizing and expanding the use of anaerobic digesters. Biogas is released in anaerobic digestion, the natural process of organic matter biodegrading without oxygen. Captured in tank-like digesters, biogas can be processed into a fuel that easily swaps in for petroleum-based natural gas. It also can power electrical generators and produce fertilizer.




In a study published in BioEnergy Research, the Iowa State researchers modeled how a network of digesters in and around Ames could supply the city's heat and power demands. Livestock manure, biofuel byproducts, food waste and wastewater would join grassy biomass as the feedstock supplies for up to 10 digesters. The locations, size and number of facilities depended on whether the network was designed primarily to produce natural gas or power.

The analysis found renewable natural gas was the most economically practical focus, with a levelized cost roughly twice the historical average price of traditional natural gas. Incentives supporting clean energy production could provide a boost to make pricing competitive. Regardless, seeing how digester supply chains would work to serve municipal needs helps city leaders envision possibilities, Mba-Wright said.

"We wanted to consider the seasonality of the supply and demand over a year to give a mayor, for instance, scenarios to look at and strategize around," he said.

Researchers have discussed anaerobic digestion with municipal wastewater officials in several cities in Iowa, and generally they've been curious, said Schulte Moore, co-director of the Bioeconomy Institute and a 2021 MacArthur Fellow.

"Their immediate need is to provide a service to their customers 24-7. But they work on 15- to 30-year planning horizons, so they're also thinking about the future," she said.

A grass-to-gas road map

A study published in Global Change Biology Bioenergy modeled the economic and environmental impact of two hypothetical digesters processing grassy biomass in the Grand River Basin in northwest Missouri and southwest Iowa.




Over their expected 20-year lifespan, the digesters would produce a combined profit of more than $400 million under the best conditions, based on the researchers' analysis. The 45 million gigajoules of renewable natural gas created over two decades -- equal to about 12.5 billion kilowatt hours -- would have a carbon footprint 83% lower than natural gas derived from fossil fuels. Emissions also project to be lower than those from corn-based ethanol or soybean-based biodiesel.

Most existing anaerobic digesters that produce renewable natural gas have run on dairy manure, so it's essential to pencil out how they would perform on a grass diet, Mba-Wright said.

"This is dotting our 'i's and crossing our 't's to confirm the benefits are what we'd expect. We're providing a road map to help build infrastructure, which will in turn reduce future costs," he said.

The profitable scenarios examined in the study rely on existing carbon credit programs, including the California Low Carbon Fuel Standard and federal Renewable Fuel Standard. The most valuable outcomes also require high-yield grass and prairie restoration on some of the least-productive farmland.

Researchers aimed to be as realistic as possible in both studies, accounting for all known costs -- including capital expenses. But they'll be even more accurate in the coming years, as methods improve and new research results roll in, Schulte Moore said.

"In the future, we will refine our models by plugging in data our research teams have collected right here in Iowa," she said.
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Scientists work to build 'wind-up' sensors | ScienceDaily
An international team of scientists, including two researchers who now work in the Center for Advanced Sensor Technology (CAST) at UMBC, has shown that twisted carbon nanotubes can store three times more energy per unit mass than advanced lithium-ion batteries. The finding may advance carbon nanotubes as a promising solution for storing energy in devices that need to be lightweight, compact, and safe, such as medical implants and sensors. The research was published recently in the journal Nature Nanotechnology.


						
Sanjeev Kumar Ujjain, from CAST, was a lead researcher on the work. He started the project while at Shinshu University, in Nagano, Japan, and continued after arriving at UMBC in 2022. Preety Ahuja, from CAST, also contributed to the material characterization aspects of the research.

The researchers studied single-walled carbon nanotubes, which are like straws made from pure carbon sheets only 1-atom thick. Carbon nanotubes are lightweight, relatively easy to manufacture, and about 100 times stronger than steel. Their amazing properties have led scientists to explore their potential use in a wide range of futuristic-sounding technology, including space elevators.

To investigate carbon nanotubes' potential for storing energy, the UMBC researchers and their colleagues manufactured carbon nanotube "ropes" from bundles of commercially available nanotubes. After pulling and twisting the tubes into a single thread, the researchers then coated them with different substances intended to increase the ropes' strength and flexibility.

The team tested how much energy the ropes could store by twisting them up and measuring the energy that was released as the ropes unwound. They found that the best-performing ropes could store 15,000 times more energy per unit mass than steel springs, and about three times more energy than lithium-ion batteries. The stored energy remains consistent and accessible at temperatures ranging from -76 to +212 degF (-60 to +100 degC). The materials in the carbon nanotube ropes are also safer for the human body than those used in batteries.

"Humans have long stored energy in mechanical coil springs to power devices such as watches and toys," Kumar Ujjain says. "This research shows twisted carbon nanotubes have great potential for mechanical energy storage, and we are excited to share the news with the world." He says the CAST team is already working to incorporate twisted carbon nanotubes as an energy source for a prototype sensor they are developing.
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Atomic 'GPS' elucidates movement during ultrafast material transitions | ScienceDaily
Scientists from the U.S. Department of Energy's (DOE) Brookhaven National Laboratory have created the first-ever atomic movies showing how atoms rearrange locally within a quantum material as it transitions from an insulator to a metal. With the help of these movies, the researchers discovered a new material phase that settles a yearslong scientific debate and could facilitate the design of new transitioning materials with commercial applications.


						
This research, recently published in Nature Materials, marks a methodological achievement; the researchers demonstrated that a materials characterization technique called atomic pair distribution function (PDF) analysis is feasible -- and successful -- at X-ray free-electron laser (XFEL) facilities. PDF is typically employed for synchrotron light source experiments, during which samples are bombarded with pulses of X-rays. By studying how X-ray diffraction patterns change after interacting with materials, scientists can better understand the properties of those materials. But these experiments are restricted by the shortest X-ray pulses that can be generated.

"It's like a camera's shutter speed," explained Jack Griffiths, co-lead author of the paper. "If you are taking a photo of something changing faster than your camera's shutter speed, your photo will be blurry. Like a quick shutter speed, shorter X-ray pulses help us view quickly changing materials in more detail." Griffiths was a postdoctoral researcher in the X-ray Scattering Group within Brookhaven's Condensed Matter Physics & Materials Science (CMPMS) Department when the research was conducted and is now a postdoctoral researcher at the National Synchrotron Light Source II (NSLS-II), a DOE Office of Science user facility at Brookhaven Lab.

Synchrotron light sources are excellent for characterizing materials that aren't changing or materials that change over minutes to hours, like batteries as they charge and discharge. But this group of scientists wanted to observe material changes on picosecond time scales.

"It's hard to imagine how fast a picosecond really is," Griffiths said. In one second, light can travel around the Earth seven and a half times. But in one picosecond, light can only travel one third of a millimeter. "The time scales are almost incomparable."

So, the scientists brought the PDF technique to an XFEL called the Linac Coherent Light Source (LCLS), a DOE Office of Science user facility at DOE's SLAC National Accelerator Laboratory that generates incredibly bright and short pulses of X-rays.

"When you are doing something for the first time, there is always this aspect of unknown. It can be nerve-racking but also very exciting," said Emil Bozin, the other co-lead author and a physicist in the CMPMS X-ray Scattering Group. "We knew the core limitations of bringing PDF to an XFEL, but we didn't really know what to expect."

With the fast "shutter speed" of LCLS, the scientists were able to create movies elucidating atomic movement, like that which occurs when their quantum material sample transitioned between a metal and an insulator.




"I was simply blown away by how well it worked," said Simon Billinge, a physicist in the X-ray Scattering Group and a professor at Columbia University's School of Engineering and Applied Science.

"It's similar to needing a navigation app," Billinge added. "You know where you are now and what your destination is, but you need the app to give you a route or a few route options. Ultrafast PDF was our navigation app."

Understanding these atomic routes is an important first step for designing transitioning materials with a myriad of applications in computing, chemistry, and energy storage. Once scientists understand how the materials transition, they can then manipulate the atomic routes and design materials optimized for commercial applications. Computer memory materials, for example, transition to a different phase when a file is saved. In this case, it is important to have materials that don't require a lot of energy to switch phases. But they also have to be resistant to unwanted phase switching and data corruption over long periods of time.

"Getting PDF working with an XFEL was the result of a huge organizational effort," said Ian Robinson, the X-ray Scattering Group leader at Brookhaven Lab and a professor at the London Centre for Nanotechnology at University College London (UCL). For example, Robinson noted, "we closely coordinated with Sebastien Boutet and Vincent Esposito from LCLS to determine that the Macromolecular Femtosecond Crystallography (MFX) beamlines were the most promising for the PDF technique."

The team also included physicists from Columbia University, University of Wisconsin, Madison, DOE's Argonne National Laboratory, and the United Kingdom's Science and Technology Facilities Council.

With their successful proof-of-principle experiments, the researchers were eager to look into another phase transition of the quantum material, which scientists study as a "model" for other useful materials. And the excitation of the material with a laser pulse led to an exciting discovery.




Uncovering a new material phase

Like the insulator to metal transition of this quantum material, some material transitions are driven by changes in temperature, pressure, or magnetic field. But because these environmental changes can occur naturally or unintentionally, they can be unreliable for some applications. When it comes to computing, it is important that the materials responsible for storing files don't switch phases just because a room became too hot or cold.

So, the researchers looked into "non-equilibrium" transitions, a change in material state induced by a reliable and controlled trigger. In this case, they zapped the quantum material with a laser pulse.

Even though the laser light perturbed just a few atoms, those atoms' neighbors responded to the change. And then the neighbors' neighbors felt the impact, until the local change had propagated throughout the entire quantum material.

"It was just like how an earthquake on the ocean floor can disrupt a little bit of water and create a wave that eventually reaches the edge of the ocean," added Billinge.

Using ultrafast PDF, the researchers closely observed atomic movement as the sample was bombarded with laser pulses. And for the first time, they directly observed the quantum material transitioning to a new state that had not yet been identified.

"This was like discovering a new, hidden phase of matter that is inaccessible during equilibrium transitions," said Bozin.

The scientists' discovery contributed to a yearslong debate of what really happens when certain quantum materials are excited by a laser; it is not just like heating the material, but rather the generation of a transient "metastable" intermediate state.

Interestingly, the material was disordered for tens of picoseconds, "even though it started and ended in an ordered state," Griffiths said.

Robinson added, "The discovery of a transient state represents a new phase of the material, which lives for just a short time. This is a vital sign that an undiscovered, fully stable material may be lying at a nearby composition."

Scientists are eager to uncover these "hidden" materials. But they also want to unlock the full potential of the new ultrafast PDF technique.

"There are several forms of complex phase switches that occur in quantum materials, and we plan to explore them with ultrafast PDF," said Bozin. "Understanding these phase transitions can facilitate the development of commercial materials. But the scientific community can also use the technique to answer fundamental physics questions, explore ultrafast phenomena, and build better superconductors."

He added, "Though we answered questions about material transition pathways, it seems as if we have opened a door rather than closing one."

Like this project, future ones will not be successful without multidisciplinary collaboration.

"We didn't just use the LCLS facilities at SLAC," Billinge explained. "The people there were also integral to making ultrafast PDF a success."

The Brookhaven team is ready to optimize the ultrafast PDF technique, especially as LCLS is upgraded to LCLS-II-HE, which will enable even higher resolution molecular movies.

"There is international interest in making this a routine and successful technique," said Bozin. "And we are looking forward to being a part of it."

Sample preparation was done at the Center for Functional Nanomaterials, a DOE Office of Science user facility at Brookhaven Lab. Additional measurements were taken at the Advanced Photon Source, a DOE Office of Science user facility at Argonne.

This work was mainly supported by the DOE Office of Science.
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New understanding of fly behavior has potential application in robotics, public safety | ScienceDaily
Why do flies buzz around in circles when the air is still? And why does it matter?


						
In a paper published online July 26, 2024 by the scientific journal Current Biology, University of Nevada, Reno Assistant Professor Floris van Breugel and Postdoctoral Researcher S. David Stupski respond to this up-until-now unanswered question. And that answer could hold a key to public safety -- specifically, how to better train robotic systems to track chemical leaks.

"We don't currently have robotic systems to track odor or chemical plumes," van Breugel said. "We don't know how to efficiently find the source of a wind-borne chemical. But insects are remarkably good at tracking chemical plumes, and if we really understood how they do it, maybe we could train inexpensive drones to use a similar process to find the source of chemicals and chemical leaks."

A fundamental challenge in understanding how insects track chemical plumes -- basically, how does the fly find the banana in your kitchen? -- is that wind and odors can't be independently manipulated.

To address this challenge, van Breugel and Stupski used a new approach that makes it possible to remotely control neurons -- specifically the "smell" neurons -- on the antennae of flying fruit flies by genetically introducing light-sensitive proteins, an approach called optogenetics. These experiments, part of a $450,000 project funded through the Air Force Office of Scientific Research, made it possible to give flies identical virtual smell experiences in different wind conditions.

What van Breugel and Stupski wanted to know: how do flies find an odor when there's no wind to carry it? This is, after all, likely the wind experience of a fly looking for a banana in your kitchen. The answer is in the Current Biology article, "Wind Gates Olfaction Driven Search States in Free Flight." The print version will appear in the Sept. 9 issue.

Flies use environmental cues to detect and respond to air currents and wind direction to find their food sources, according to van Breugel. In the presence of wind, those cues trigger an automatic "cast and surge" behavior, in which the fly surges into the wind after encountering a chemical plume (indicating food) and then casts -- moves side to side -- when it loses the scent. Cast-and-surge behavior long has been understood by scientists but, according to van Breugel, it was fundamentally unknown how insects searched for a scent in still air.

Through their work, van Breugel and Stupski uncovered another automatic behavior, sink and circle, which involves lowering altitude and repetitive, rapid turns in a consistent direction. Flies perform this innate movement consistently and repetitively, even more so than cast-and-surge behavior.

According to van Breugel, the most exciting aspect of this discovery is that it shows flying flies are clearly able to assess the conditions of the wind -- its presence, and direction -- before deploying a strategy that works well under these conditions. The fact that they can do this is actually quite surprising -- can you tell if there is a gentle breeze if you stick your head out of the window of a moving car? Flies aren't just reacting to an odor with the same preprogrammed response every time like a simple robot, they are responding in context-appropriate manner. This knowledge potentially could be applied to train more sophisticated algorithms for scent-detecting drones to find the source of chemical leaks.

So, the next time you try to swat a fly in your home, consider the fact that flies might actually be a little more aware of some of their natural surroundings than you are. And maybe just open a window to let it out.
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Fresh light on the path to net zero | ScienceDaily
Scientists are closer to giving the next generation of solar cells a powerful boost by integrating a process that could make the technology more efficient by breaking particles of light -- photons -- into small chunks.


						
In a study published today in Nature Chemistry, researchers unravel the scientific understanding of what happens when light particles split -- a process called singlet fission -- and its underlying workings.

Lead researcher Professor Tim Schmidt from UNSW Sydney's School of Chemistry has studied singlet fission for more than a decade. He says the process could be invoked and applied to improve existing silicon solar cell technologies.

"Today's solar cells work by absorbing photons which are then sucked away to the electrodes to do the work," Prof. Schmidt says.

"But as part of this process, a lot of this light is lost as heat. Which is why solar panels don't run at full efficiency."

Almost all photovoltaic solar panels on the market today are made from silicon. Co-author Professor Ned Ekins-Daukes from UNSW's School of Photovoltaics & Renewable Energy Engineering says although the technology is now cheap, it is also nearing its fundamental limits in terms of performance.

"The efficiency of a solar panel represents the fraction of energy supplied by the sun that can be converted into electricity," Prof. Ekins-Daukes says.




"The highest efficiency was set earlier this year by our industrial collaborator, LONGi. They demonstrated a 27.3 per cent efficient silicon solar cell," he says.

"The absolute limit is 29.4 per cent."

Prof. Schmidt says scientists were still trying to understand how the molecular process of singlet fission worked. Specifically, how does one become two? He says the process is complex and detailed.

"Our study addresses the route of this process. And we used magnetic fields for the interrogation.

"The magnetic fields manipulate the wavelengths of emitted light to reveal the way that singlet fission occurs.

"And that hasn't been done before."

Working smarter, not harder




Different colours of light have photons with different energies. Prof. Schmidt says it doesn't matter what the incoming energy of the light is -- it will always supply the same energy to the cell, and any excess energy gets turned into heat.

"So, if you absorb a red photon then there's a bit of heat," Prof. Schmidt says.

"With blue photons, there's lots of heat.

"There is a limit on efficiency for solar cells."

He says a paradigm shift was needed to allow silicon cells to achieve a greater potential.

"Introducing singlet fission into a silicon solar panel will increase its efficiency," Prof. Ekins-Daukes says.

"This enables a molecular layer to supply additional current to the panel."

The process breaks the photon into two smaller energy chunks. These can then be used individually. This ensures more of the higher energy part of the spectrum is being used -- not lost as heat.

Investing in the future

Last year, the Australian Renewable Energy Agency (ARENA) selected UNSW's singlet fission project for their Ultra Low Cost Solar program. The program aims to develop technologies capable of achieving greater than 30 per cent efficiency at a cost below 30 cents per watt by 2030.

The team used a single wavelength laser to excite the singlet fission material. Then they used an electromagnet to apply magnetic fields -- which reduced the speed of the singlet fission process, making it easier to observe.

"From this firm scientific understanding of singlet fission, we can now make a prototype of an improved silicon solar cell and then work with our industrial partners to commercialise the technology," Prof. Ekins-Daukes says.

"We're confident we can get silicon solar cells to an efficiency above 30 per cent," Prof. Schmidt says.
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Shining light on similar crystals reveals photoreactions can differ | ScienceDaily
A research team led by Osaka Metropolitan University researchers has revealed that photoreactions proceed differently depending on the crystal structure of photoreactive molecules, shining a light on the mechanism by which non-uniform photoreactions occur within crystals. This is a new step toward controlling photoreactions in crystals.


						
A rose by any other name is a rose, but what of a crystal? Osaka Metropolitan University-led researchers have found that single crystals of four anthracene derivatives with different substituents react differently when irradiated with light, perhaps holding clues to how we can use such materials in functional ways.

Graduate student Sogo Kataoka, Dr. Daichi Kitagawa, a lecturer, and Professor Seiya Kobatake of the Graduate School of Engineering and colleagues compared the photoreactions of the single crystals when the entire anthracene crystal was irradiated with light.

For two of the anthracene derivatives, the photoreaction proceeds uniformly throughout the crystal. For the other two, the photoreaction proceeds non-uniformly from the edge to the center of the crystal. The research team also found that in non-uniform photoreactions, the molecules must rotate significantly during the process, so the reaction proceeds from the edge of the crystal where sufficient rotational space is available.

"If we can control the arrangement and reactivity of molecules in crystals based on the findings of this research, it will be possible to make reactions proceed in a spatially selective manner and induce photoreactions only at the desired location," Dr. Kitagawa explained. "In the future, we aim to shine a light on more detailed factors by conducting 3D simulations and design functional materials that can exhibit arbitrary behavior."
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Generative AI pioneers the future of child language learning | ScienceDaily
Professor Inseok Hwang from the Department of Computer Science and Engineering, along with students Jungeun Lee, Suwon Yoon, and Kyoosik Lee from the Department of Computer Science and Engineering at POSTECH in collaboration with Professor Dongsun Yim from Ewha Womans University's Department of Communication Disorders have created an innovative system for generating personalized storybooks. This system utilizes generative artificial intelligence and home IoT technology to assist children in language learning. Their research was showcased at the "ACM CHI (ACM SIGCHI Conference on Human Factors in Computing Systems)," the leading conference in human-computer interaction, where it earned an "Honorable Mention Award," recognizing it as one of the top 5% of submissions.


						
Children's language development is crucial as it impacts their cognitive and academic growth, their interactions with peers, and overall social development. It is essential to regularly evaluate language progress and provide timely language interventions1) to support language acquisition. The issue is that children grow up in diverse environments, leading to variations in their exposure to vocabulary. However, traditional approaches often rely on standardized vocabulary lists and pre-made storybooks or toys for language skill assessments and interventions, lacking the diversity support.

Recognizing the shortcomings of conventional, one-size-fits-all approaches that fail to address the diverse backgrounds of children, the team created an innovative educational system tailored to each child's unique environment. They began by employing home IoT devices to capture and monitor the language children hear and speak in their daily lives. Through speaker separation2) and morphological analysis techniques3), the researchers examined the vocabulary children were exposed to, the words they spoke, and those they heard but did not vocalize. They then assessed each word by calculating scores for each word based on key factors relevant to speech pathology.

To create personalized educational materials, the team utilized advanced generative AI technologies, including GPT-4 and Stable Diffusion. This enabled them to produce custom children's books that seamlessly integrate the target vocabulary for each individual child. By combining speech pathology theory with practical expertise, the researchers developed an effective and personalized language learning system.

The researchers designed the system to accommodate variations in children's language development by allowing for individualized weighting of factors and flexible vocabulary selection criteria. The system can automate both the extraction of target vocabulary for each child and the creation of personalized storybooks, ensuring that both the vocabulary and the storybooks could be continuously updated in response to changes in the child's language development and environment. After testing the system in 9 families over a four-week period, the results showed that children effectively learned the target vocabulary, demonstrating the system's applicability in everyday settings beyond the therapy room.

Jungeun Lee from POSTECH, the lead author of the paper, expressed her aspirations by commenting, "We effectively addressed the limitations of traditional, one-size-fits-all approaches to child language assessment and intervention by using generative AI." She added, "Our goal is to leverage AI to create customized guides tailored to different individuals' levels and needs."

Professor Inseok Hwang from POSTECH, the corresponding author, remarked, "Through interdisciplinary research, we have successfully developed a personalized language stimulation and development system that integrates generative AI technology with speech pathology theory." He continued, "We hope our findings will encourage educators to respect and incorporate the diverse environments and learning goals of children."

Co-author Professor Dongsun Yim from Ewha Womans University also expressed her expectation by saying, "Our work demonstrates the potential for non-traditional, personalized language support services." She added, "The system showcases the ability to tailor target vocabulary extraction and linguistic stimuli delivery for children exposed to varied environments and languages."

The research was conducted with support from the Mid-Career Researcher Program of the National Research Foundation of Korea, the SSK, the ITRC of the IITP, and the ICT R&D Innovation Voucher Program.
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Pioneering measurement of the acidity of ionic liquids using Raman spectroscopy | ScienceDaily
Researchers have for the first time determined the acidity of ionic liquids using Raman spectroscopy, thanks to Hammett acidity functions. This advance promises to revolutionise our understanding and use of these organic solvents, in which dissolvedacids can be remarkably more acidic than in water, with an acidity that can be up to 100 million times greater.


						
Ionic liquids, composed of organic salts and liquid at room temperature, have a lower proton solvation, which makes these protons more active and therefore more acidic. Conventional pH measurement is not possible in these solvents, so Hammett acidity functions, based on the protonation of weak bases in acidic solutions, are used. However, the traditional UV-Visible spectroscopy method has its limitations, notably the need for optically transparent media and the use of coloured indicators that can interact with ionic liquids, distorting the measurements.

The article presents an innovative method using Raman spectroscopy to measure Hammett acidity functions in three aprotic ionic liquids based on the cation 1-n-alkyl-3-methylimidazolium coupled to the anion bistriflimide. Unlike UV-Visible spectroscopy, Raman spectroscopy does not require perfectly transparent media or coloured indicators, thus eliminating potential sources of error," explains Aurelie Rensonnet, an researcher at the University of Liege. The measurements we obtained using Raman spectroscopy confirmed the possibility of determining the acidity functions in the ionic liquids studied. These results provide a better understanding of acidity-sensitive chemical reactions in these complex media and open up new prospects for the in-situ characterisation of pH-sensitive chemical processes."

This pioneering study makes it possible to experimentally estimate the energy required to transfer protons from water to ionic liquids. These results can be compared with developments in computational chemistry by other research teams, providing a valuable tool for modelling these complex media.

The potential applications are many and varied," explains Cedric Malherbe, researcher at University of Liege and co-author of the publication. Understanding the super-acidity of ionic liquids is crucial for their use in acid-catalysed processes, as stable electrolytes in batteries or for the depolymerisation of lignocellulosic waste from biomass, with a view to its recovery."

By paving the way for new methods of measuring acidity in ionic liquids, this study marks a significant advance in the field of ionic solvent chemistry. The research prospects and promising industrial applications reinforce the importance of this innovation for years to come.
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A rare form of ice at the center of a cool new discovery about how water droplets freeze | ScienceDaily
Ice is far more complicated than most of us realize, with over 20 different varieties known to science, forming under various combinations of pressure and temperature. The kind we use to chill our drinks is known as ice I, and it's one of the few forms of ice that exist naturally on Earth. Researchers from Japan have recently discovered another type of ice: ice 0, an unusual form of ice that can seed the formation of ice crystals in supercooled water.


						
The formation of ice near the surface of liquid water can start from tiny crystal precursors with a structure similar to a rare type of ice, known as ice 0. In a study published this month in Nature Communications, researchers from the Social Cooperation Research Department "Frost Protection Science," at the Institute of Industrial Science, The University of Tokyo showed that these ice 0-like structures can cause a water droplet to freeze near its surface rather than at its core. This discovery resolves a longstanding puzzle and could help redefine our understanding of how ice forms.

Crystallization of ice, known as ice nucleation, usually happens heterogeneously, or in other words, at a solid surface. This is normally expected to happen at the surface of the water's container, where liquid meets solid. However, this new research shows that ice crystallization can also occur just below the water's surface, where it meets the air. Here, the ice nucleates around small precursors with the same characteristic ring-shaped structure as ice 0.

"Simulations have shown that a water droplet is more likely to crystallize near the free surface under isothermal conditions," says lead author of the study Gang Sun. "This resolves a longstanding debate about whether crystallization occurs more readily on the surface or internally."

Ice 0 precursors have a structure very similar to supercooled water, allowing water molecules to crystallize more readily from it, without needing to directly form themselves into the structure of regular ice. The tiny ice 0 precursors are formed spontaneously, as a result of negative pressure effects caused by the surface tension of water. Once crystallization begins from these precursors, structures similar to ice 0 quickly rearrange themselves into the more familiar ice I.

Senior author, Hajime Tanaka stresses the wide-ranging implications of this study, noting that, "The findings regarding the mechanism of surface crystallization of water are expected to contribute significantly to various fields, including climate studies and food sciences, where water crystallization plays a critical role."

A more detailed understanding of ice and how it forms can give invaluable insight into a variety of areas of study. This work may have particular importance in meteorology, for example, where ice formation via ice 0-like precursors may have a much more noticeable effect in small water droplets like those found in clouds. Understanding ice can have benefits in technology too, from food sciences to air conditioning.
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Researchers develop state-of-the-art device to make artificial intelligence more energy efficient | ScienceDaily
Engineering researchers at the University of Minnesota Twin Cities have demonstrated a state-of-the-art hardware device that could reduce energy consumption for artificial intelligent (AI) computing applications by a factor of at least 1,000.


						
The research is published in npj Unconventional Computing, a peer-reviewed scientific journal published by Nature. The researchers have multiple patents on the technology used in the device.

With the growing demand of AI applications, researchers have been looking at ways to create a more energy efficient process, while keeping performance high and costs low. Commonly, machine or artificial intelligence processes transfer data between both logic (where information is processed within a system) and memory (where the data is stored), consuming a large amount of power and energy.

A team of researchers in the University of Minnesota College of Science and Engineering demonstrated a new model where the data never leaves the memory, called computational random-access memory (CRAM).

"This work is the first experimental demonstration of CRAM, where the data can be processed entirely within the memory array without the need to leave the grid where a computer stores information," said Yang Lv, a University of Minnesota Department of Electrical and Computer Engineering postdoctoral researcher and first author of the paper.

The International Energy Agency (IEA) issued a global energy use forecast in March of 2024, forecasting that energy consumption for AI is likely to double from 460 terawatt-hours (TWh) in 2022 to 1,000 TWh in 2026. This is roughly equivalent to the electricity consumption of the entire country of Japan.

According to the new paper's authors, a CRAM-based machine learning inference accelerator is estimated to achieve an improvement on the order of 1,000. Another example showed an energy savings of 2,500 and 1,700 times compared to traditional methods.




This research has been more than two decades in the making,

"Our initial concept to use memory cells directly for computing 20 years ago was considered crazy" said Jian-Ping Wang, the senior author on the paper and a Distinguished McKnight Professor and Robert F. Hartmann Chair in the Department of Electrical and Computer Engineering at the University of Minnesota.

"With an evolving group of students since 2003 and a true interdisciplinary faculty team built at the University of Minnesota -- from physics, materials science and engineering, computer science and engineering, to modeling and benchmarking, and hardware creation -- we were able to obtain positive results and now have demonstrated that this kind of technology is feasible and is ready to be incorporated into technology," Wang said.

This research is part of a coherent and long-standing effort building upon Wang's and his collaborators' groundbreaking, patented research into Magnetic Tunnel Junctions (MTJs) devices, which are nanostructured devices used to improve hard drives, sensors, and other microelectronics systems, including Magnetic Random Access Memory (MRAM), which has been used in embedded systems such as microcontrollers and smart watches.

The CRAM architecture enables the true computation in and by memory and breaks down the wall between the computation and memory as the bottleneck in traditional von Neumann architecture, a theoretical design for a stored program computer that serves as the basis for almost all modern computers.

"As an extremely energy-efficient digital based in-memory computing substrate, CRAM is very flexible in that computation can be performed in any location in the memory array. Accordingly, we can reconfigure CRAM to best match the performance needs of a diverse set of AI algorithms," said Ulya Karpuzcu, an expert on computing architecture, co-author on the paper, and Associate Professor in the Department of Electrical and Computer Engineering at the University of Minnesota. "It is more energy-efficient than traditional building blocks for today's AI systems."

CRAM performs computations directly within memory cells, utilizing the array structure efficiently, which eliminates the need for slow and energy-intensive data transfers, Karpuzcu explained.




The most efficient short-term random access memory, or RAM, device uses four or five transistors to code a one or a zero but one MTJ, a spintronic device, can perform the same function at a fraction of the energy, with higher speed, and is resilient to harsh environments. Spintronic devices leverage the spin of electrons rather than the electrical charge to store data, providing a more efficient alternative to traditional transistor-based chips.

Currently, the team has been planning to work with semiconductor industry leaders, including those in Minnesota, to provide large scale demonstrations and produce the hardware to advance AI functionality.

In addition to Lv, Wang, and Karpuzcu, the team included University of Minnesota Department of Electrical and Computer Engineering researchers Robert Bloom and Husrev Cilasun; Distinguished McKnight Professor and Robert and Marjorie Henle Chair Sachin Sapatnekar; and former postdoctoral researchers Brandon Zink, Zamshed Chowdhury, and Salonik Resch; along with researchers from Arizona University: Pravin Khanal, Ali Habiboglu, and Professor Weigang Wang

This work was supported by grants from the U.S. Defense Advanced Research Projects Agency (DARPA), National Institute of Standards and Technology (NIST), the National Science Foundation (NSF), and Cisco Inc. Research including nanodevice patterning was conducted in collaboration with the Minnesota Nano Center and simulation/calculation work was done with the Minnesota Supercomputing Institute at the University of Minnesota. To read the entire research paper entitled, "Experimental demonstration of magnetic tunnel junction-based computational random-access memory," visit the npj Unconventional Computing website.
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Folded peptides are more electrically conductive than unfolded peptides | ScienceDaily
What puts the electronic pep in peptides? A folded structure, according to a new study in the Proceedings of the National Academy of Sciences.


						
Electron transport, the energy-generating process inside living cells that enables photosynthesis and respiration, is enhanced in peptides with a collapsed, folded structure. Interdisciplinary researchers at the Beckman Institute for Advanced Science and Technology combined single-molecule experiments, molecular dynamics simulations and quantum mechanics to validate their findings.

"This discovery provides a new understanding of how electrons flow through peptides with more complex structures while offering new avenues to design and develop more efficient molecular electronic devices," said lead investigator Charles Schroeder, the James Economy Professor in Materials Science and Engineering at the University of Illinois Urbana-Champaign.

Proteins reside in all living cells and are integral to cellular activities like photosynthesis, respiration (taking in oxygen and expelling carbon dioxide) and muscle contraction.

Chemically, proteins are long sequences of amino acids strung like holiday lights, the different colors representing different amino acids like tryptophan and glutamine.

In a protein's simplest form (its primary structure) the amino acid string lies flat. But amino acids are prone to mingling; when they interact with one another, the string tangles, causing the structural collapse referred to as protein folding (or secondary structure).

The researchers asked if and how a protein's structure impacts its ability to conduct electricity -- a question not clearly answered by existing literature.




Rajarshi "Reeju" Samajdar, a graduate student in the Schroeder Group, was patiently probing this protein problem by experimenting on one molecule at a time. But Samajdar was not looking at proteins at all. Instead, he focused on peptides, fragments of proteins with a fraction of the amino acids. For this study, Samajdar used peptides with about four or five amino acids, which permitted more granular observation, he said.

Samajdar saw something surprising: stretched-out peptides with a primary structure seemed to be less effective energy conductors than their folded counterparts with a secondary structure. The stark difference between the peptides' behavior in each state piqued his curiosity.

"Peptides are very flexible. We were interested in understanding how the conductance properties changed as you stretch them out and the peptides transition from a folded secondary structure to an extended conformation. Interestingly, I saw a distinct jump between those two structures, with different electronic properties in each," Samajdar said.

To verify his observations, Samajdar called on Moeen Meigooni, a graduate research assistant working with Emad Tajkhorshid, a Beckman researcher, professor and the J. Woodland Hastings Endowed Chair in Biochemistry.

The team simulated the peptides' conformational behavior with computer modelling, confirming the jerky structural shifts Samajdar observed. Leaving no scientific stones unturned, the researchers worked with Martin Mosquera, an assistant professor of chemistry at Montana State University, and Nicholas Jackson, a Beckman researcher and an assistant professor of chemistry at Illinois, to use quantum mechanical calculations to confirm that these two discrete structures were indeed linked to the changes in conductivity.

"We believe that our approach combining single-molecule experiments, structural modelling with molecular dynamics and quantum mechanics is a very powerful approach for understanding molecular electronics," Samajdar said. "We could have gone straight to quantum, but we didn't. The computer simulation piece allowed us to study the entire conformational space of the peptides."

The researchers' triple-checked results indicate that peptides with a folded secondary structure do conduct electricity better than peptides with an unfolded primary structure. The specific secondary structure they observed formed a shape called the 310 helix.

Because this work was conducted on peptides, the results lend themselves to a greater understanding of electron transport in larger, more complex proteins and other biomolecules, pointing toward applications in molecular electronic devices like semiconductors that work by switching between two distinct structures.
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'Kink state' control may provide pathway to quantum electronics | ScienceDaily
The key to developing quantum electronics may have a few kinks. According to a team led by researchers at Penn State, that's not a bad thing when it comes to the precise control needed to fabricate and operate such devices, including advanced sensors and lasers. The researchers fabricated a switch to turn on and off the presence of kink states, which are electrical conduction pathways at the edge of semiconducting materials. By controlling the formation of the kink states, researchers can regulate the flow of electrons in a quantum system.


						
"We envision the construction of a quantum interconnect network using the kink states as the backbone," said team leader Jun Zhu, professor of physics at Penn State. Zhu is also affiliated with Penn State's Center for 2-Dimensional Layered Materials. "Such a network may be used to carry quantum information on-chip over a long distance, for which a classical copper wire won't work because it has resistance and therefore cannot maintain quantum coherence."

The work, published recently in Science, potentially provides a foundation for researchers to continue investigating kink states and their application in electron quantum optics devices and quantum computers.

"This switch operates differently from a conventional switch, where the electrical current is regulated through a gate, similarly to traffic through a toll plaza," Zhu said. "Here, we are removing and rebuilding the road itself."

Kink states exist in a quantum device built with a material known as Bernal bilayer graphene. This comprises two layers of atomically thin carbon stacked together, in such a way that the atoms in one layer are misaligned to the atoms in the other. This arrangement, together with the use of an electric field, creates unusual electronic properties -- including the quantum valley Hall effect.

This effect refers to the phenomenon of electrons occupying different "valley" states -- identified based on their energy in relation to their momentum -- also move in opposing forward and backward directions. Kink states are manifestations of the quantum valley Hall effect.

"The amazing thing about our devices is that we can make electrons moving in opposite directions not collide with one another -- which is called backscattering -- even though they share the same pathways," said first author Ke Huang, a graduate student pursing a doctorate in physics at Penn State under Zhu's mentorship. "This corresponds to the observation of a 'quantized' resistance value, which is key to the potential application of the kink states as quantum wires to transmit quantum information."

While the Zhu lab has published on the kink states before, they only achieved the quantization of the quantum valley Hall effect in the current work after improving the electronic cleanness of the devices, meaning they removed sources that could allow electrons moving in opposite directions to collide. They did this by incorporating a clean graphite/hexagonal boron nitride stack as a global gate -- or a mechanism that can allow the flow of electrons -- into the devices.




Both graphite and hexagonal boron nitride are compounds commonly used as lubricant for paints, cosmetics and more. Graphite conducts electricity well while hexagonal boron nitride is an insulator. The researchers used this combination to contain electrons to the kink states and control their flow.

"The incorporation of a graphite/hexagonal boron nitride stack as a global gate is critically important to the elimination of electron backscattering," Huang said, noting that this material use was the key technical advancement of the current study.

The researchers also found that the quantization of the kink states remains even when the temperature is raised to several tens of Kelvin, the scientific unit of temperature. Zero Kelvin corresponds to -460 degrees Fahrenheit.

"Quantum effects are often fragile and only survive at cryogenic temperatures of a few Kelvin," Zhu said. "The higher temperature we can make this work, the more likely it can be used in applications."

The researchers experimentally tested the switch they built and found that it could quickly and repeatedly control the current flow. This adds to the arsenal of kink state-based quantum electronics widgets that help control and direct electrons -- valve, waveguide, beam splitter -- previously built by the Zhu lab.

"We have developed a quantum highway system that could carry electrons without collision, be programmed to direct current flow and is potentially scalable -- all of which lays a strong foundation for future studies exploring the fundamental science and application potentials of this system," Zhu said. "Of course, to realize a quantum interconnect system, we still have a long way to go."

Zhu noted that her lab's next goal is demonstrate how electrons behave like coherent waves when traveling on the kink state highways.




Other authors include Hailong Fu, a former postdoctoral scholar and Eberly Fellow in physics at Penn State, and a current assistant professor at Zhejiang University, China; and Kenji Watanabe and Takashi Taniguchi, both with the National Institute for Materials Science in Japan.

The U.S. National Science Foundation, the U.S. Department of Energy, the Penn State Eberly Research Fellowship, the Kaufman New Initiative of the Pittsburgh Foundation, the Japan Society for the Promotion of Science and the World Premier International Research Initiative of Japan's Ministry of Education, Culture, Sports, Science and Technology funded this research.
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NASA's Fermi finds new feature in brightest gamma-ray burst yet seen | ScienceDaily
In October 2022, astronomers were stunned by what was quickly dubbed the BOAT -- the brightest-of-all-time gamma-ray burst (GRB). Now an international science team reports that data from NASA's Fermi Gamma-ray Space Telescope reveals a feature never seen before.


						
"A few minutes after the BOAT erupted, Fermi's Gamma-ray Burst Monitor recorded an unusual energy peak that caught our attention," said lead researcher Maria Edvige Ravasio at Radboud University in Nijmegen, Netherlands, and affiliated with Brera Observatory, part of INAF

(the Italian National Institute of Astrophysics) in Merate, Italy. "When I first saw that signal, it gave me goosebumps. Our analysis since then shows it to be the first high-confidence emission line ever seen in 50 years of studying GRBs."

A paper about the discovery appears in the July 26 edition of the journal Science.

When matter interacts with light, the energy can be absorbed and reemitted in characteristic ways. These interactions can brighten or dim particular colors (or energies), producing key features visible when the light is spread out, rainbow-like, in a spectrum. These features can reveal a wealth of information, such as the chemical elements involved in the interaction. At higher energies, spectral features can uncover specific particle processes, such as matter and antimatter annihilating to produce gamma rays.

"While some previous studies have reported possible evidence for absorption and emission features in other GRBs, subsequent scrutiny revealed that all of these could just be statistical fluctuations. What we see in the BOAT is different," said coauthor Om Sharan Salafia at INAF-Brera Observatory in Milan, Italy. "We've determined that the odds this feature is just a noise fluctuation are less than one chance in half a billion."

GRBs are the most powerful explosions in the cosmos and emit copious amounts of gamma rays, the highest-energy form of light. The most common type occurs when the core of a massive star exhausts its fuel, collapses, and forms a rapidly spinning black hole. Matter falling into the black hole powers oppositely directed particle jets that blast through the star's outer layers at nearly the speed of light. We detect GRBs when one of these jets points almost directly toward Earth.




The BOAT, formally known as GRB 221009A, erupted Oct. 9, 2022, and promptly saturated most of the gamma-ray detectors in orbit, including those on Fermi. This prevented them from measuring the most intense part of the blast. Reconstructed observations, coupled with statistical arguments, suggest the BOAT, if part of the same population as previously detected GRBs, was likely the brightest burst to appear in Earth's skies in 10,000 years.

The putative emission line appears almost 5 minutes after the burst was detected and well after it had dimmed enough to end saturation effects for Fermi. The line persisted for at least 40 seconds, and the emission reached a peak energy of about 12 MeV (million electron volts). For comparison, the energy of visible light ranges from 2 to 3 electron volts.

So what produced this spectral feature? The team thinks the most likely source is the annihilation of electrons and their antimatter counterparts, positrons.

"When an electron and a positron collide, they annihilate, producing a pair of gamma rays with an energy of 0.511 MeV," said coauthor Gor Oganesyan at Gran Sasso Science Institute and Gran Sasso National Laboratory in L'Aquila, Italy. "Because we're looking into the jet, where matter is moving at near light speed, this emission becomes greatly blueshifted and pushed toward much higher energies."

If this interpretation is correct, to produce an emission line peaking at 12 MeV, the annihilating particles had to have been moving toward us at about 99.9% the speed of light.

"After decades of studying these incredible cosmic explosions, we still don't understand the details of how these jets work," noted Elizabeth Hays, the Fermi project scientist at NASA's Goddard Space Flight Center in Greenbelt, Maryland. "Finding clues like this remarkable emission line will help scientists investigate this extreme environment more deeply."

The Fermi Gamma-ray Space Telescope is an astrophysics and particle physics partnership managed by Goddard. Fermi was developed in collaboration with the U.S. Department of Energy, with important contributions from academic institutions and partners in France, Germany, Italy, Japan, Sweden, and the United States.
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'Miracle' filter turns store-bought LEDs into spintronic devices | ScienceDaily
Traditional electronics use semiconductors to transmit data through bursts of charged carriers (electrons or holes) to convey messages in "1s" and "0s." Spintronic devices can process an order of magnitude more information by assigning binary code to the orientation of electrons' magnetic poles, a property known as spin -- an "up" spin is a 1, a "down" is a 0.


						
A major barrier to commercial spintronics is setting and maintaining the electron spin orientation. Most devices tune spin-orientation using ferromagnets and magnetic fields, a burdensome and unreliable process. Decades of research has shown that carriers lose their spin orientation moving from materials with high-conductivity to low-conductivity -- for example, from metallic ferromagnets to undoped silicon and conjugated polymer materials that make up most modern semiconductors.

For the first time, scientists transformed existing optoelectronic devices into ones that can control electron spin at room temperature, without a ferromagnet or magnetic field.

Most optoelectronic devices, such as LEDs, only control charge and light but not the spin of the electrons. In the new study led by the University of Utah physicists and researchers at the National Renewable Energy Laboratory (NREL), replaced the electrodes of store-bought LEDs with a patented spin filter, made from hybrid organic-inorganic halide perovskite material. The LEDs produced circularly polarized light, a tell-tale sign that the filter had injected spin-aligned electrons into LED's existing semiconductor infrastructure, a massive step forward for spintronics technology.

"It's a miracle. For decades, we've been unable to efficiently inject spin-aligned electrons into semiconductors because of the mismatch of metallic ferromagnets and non-magnetic semiconductors," said Valy Vardeny, Distinguished Professor in the Department of Physics & Astronomy at the U and co-author of the paper. "All kinds of devices that use spin and optoelectronics, like spin-LEDs or magnetic memory, will be thrilled by this discovery."

The study was published in the journal Nature on June 19, 2024.

Spin filters

In 2021, the same collaborators developed the technology that acts as an activespinfilter made of two successive layers of material, called chiral hybrid organic-inorganic halide perovskites. Chirality describes molecule's symmetry, where its mirror image cannot be superimposed on itself. Human hands are the classic example; hold yours out, palms facing away. The right and left hands are arranged as mirrors of one another -- you can flip your right hand 180deg to match the silhouette, but now the right palm is facing you while the left palm faces away. They're not the same.




Some molecules, such as DNA, sugar and layers of chiral hybrid organic-halide perovskites, have their atoms arranged in chiral symmetry. The filter works by using a "left-handed" oriented chiral layer to allow electrons with "up" spins to pass, but block electrons with "down" spins, and vice versa. At the time, the scientists claimed the discovery could be used to transform conventional optoelectronics into spintronic devices simply by incorporating the chiral spin filter. The new study did just that.

"We took an LED from the shelf. We removed one electrode and put the spin filter material and another regular electrode. And voila! The light was highly circularly polarized," said Vardeny.

Chemists from the NERL fabricated the spin LEDs by stacking several layers, each with specific physical properties.The first layer is a common transparent metallic electrode; the second layer's material blocks electrons having spin in the wrong direction, a layer that the authors call a chirality-induced spin filter. The spin-aligned electrons then recombine in the third layer, a standard semiconductor used as an active layer in regular LEDs. The injected spin aligned electrons cause this layer to produce photons that move in unison along a spiral path, rather than a conventional wave pattern, to produce the LED's signature circular polarized electroluminescence,

"This work demonstrates the unique and powerful ability for these emerging 'hybrid' semiconductors to combine and take advantage of the interplay of the distinct properties of organic and inorganic systems," said Matthew Beard, coauthor of the study of NREL. "Here the chirality is borrowed from the organic molecules and provides control over spin while the inorganic component both orients the organic component and provides conductivity or control over charge."

Once they installed the filter into a standard LED, Xin Pan, research assistant in the Department of Physics & Astronomy at the U, confirmed that the device worked as intended, namely by spin-aligned electrons. However, more research is needed to explain the exact mechanisms at work to create the polarized spins.

"That's the $64,000 question for a theorist to answer," said Vardeny. "It's really a miracle. And the miracle is without knowing the exact underlying mechanism. So that's the beauty of being experimentalist. You just try it."

The authors assert that other scientists can apply the technique using other chiral materials, such as DNA, in many contexts.
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      Environment News

      Top stories featured on ScienceDaily's Plants & Animals, Earth & Climate, and Fossils & Ruins sections.


      
        Mass extinction 66 million years ago triggered rapid evolution of bird genomes
        Study finds that the mass extinction caused by an asteroid about 66 million years ago led to critical changes in bird genomes that ultimately sparked the incredibly diversity living birds.

      

      
        The next generation of RNA chips
        An international research team has succeeded in developing a new version of RNA building blocks with higher chemical reactivity and photosensitivity. This can significantly reduce the production time of RNA chips used in biotechnological and medical research. The chemical synthesis of these chips is now twice as fast and seven times more efficient.

      

      
        3D models provide unprecedented look at corals' response to bleaching events
        Marine biologists are providing a glimpse into coral 'bleaching' responses to stress, using imaging technology to pinpoint coral survival rates following multiple bleaching events off the island of Maui. Using a time series of coral reef 3D models from Maui, the researchers tracked the bleaching response of 1,832 coral colonies from 2014 to 2021. The seven-year data set provided detailed imagery of the reefs year-by-year, allowing the team to identify patterns of coral growth and survivorship thr...

      

      
        Underwater mapping reveals new insights into melting of Antarctica's ice shelves
        Clues to future sea level rise have been revealed by the first detailed maps of the underside of a floating ice shelf in Antarctica. An international research team deployed an unmanned submersible beneath the Dotson Ice Shelf in West Antarctica.

      

      
        Scientists devise method to secure Earth's biodiversity on the moon
        New research led proposes a plan to safeguard Earth's imperiled biodiversity by cryogenically preserving biological material on the moon. The moon's permanently shadowed craters are cold enough for cryogenic preservation without the need for electricity or liquid nitrogen.

      

      
        Researchers explore cancer susceptibility in birds
        In one of the largest studies of cancer susceptibility across bird species, researchers describe an intriguing relationship between reproductive rates and cancer susceptibility.

      

      
        Barriers designed to prevent saltwater intrusion may worsen inland flooding
        Building protection barriers without accounting for potential inland flooding risks from groundwater can eventually worsen the very issues they aim to solve.

      

      
        Cracking the carb code: Researchers create new glycemic index database to improve dietary awareness
        Researchers create the first national glycemic index database, revealing how common foods impact health and contribute to chronic diseases.

      

      
        Cash and conservation: A worldwide analysis of wildlife represented on money
        Researchers investigate the representation of native fauna on 4,541 banknotes from 207 countries between 1980 and 2017, to identify geographic hotspots and taxonomic patterns, and determine whether threatened and endemic species were more readily represented.

      

      
        Climate change means that tropical cyclones in Southeast Asia are developing faster, lasting longer
        A study reveals that tropical cyclones in Southeast Asia are now forming closer to coastlines, intensifying more rapidly, and lingering longer over land.

      

      
        AI opens door to safe, effective new antibiotics to combat resistant bacteria
        In a hopeful sign for demand for more safe, effective antibiotics for humans, researchers have leveraged artificial intelligence to develop a new drug that already is showing promise in animal trials.

      

      
        What's the weather like in the deep sea?
        A new study has revealed how even the deepest seafloors are affected by the daily back-and-forth of the tides, and the change of the seasons, and that currents at the bottom of the ocean are far more complicated than previously thought. These findings are helping us understand the deep-sea pathways of nutrients that support important deep-sea ecosystems, assess where microplastics and other pollutants accumulate in the ocean, and reconstruct past climate change.

      

      
        Researchers explore the potential of clean energy markets as a hedging tool
        Clean energy investments offer potential stability and growth, especially during volatile market conditions. A recent study explored the relationship between clean energy markets and global stock markets. Significant spillovers were observed from major indices like the SP500 to markets such as Japan's Nikkei225 and Global Clean Energy Index. These interactions suggest opportunities for optimizing investment portfolios and leveraging clean energy assets as hedging tools in volatile market environm...

      

      
        New principle for treating tuberculosis
        Researchers have succeeded in identifying and synthesizing a group of molecules that can act against the cause of tuberculosis in a new way. They describe that the so-called callyaerins act against the infectious disease by employing a fundamentally different mechanism compared to antibiotic agents used to date.

      

      
        More electricity from the sun
        A coating of solar cells with special organic molecules could pave the way for a new generation of solar panels. This coating can increase the efficiency of monolithic tandem cells made of silicon and perovskite while lowering their cost -- because they are produced from industrial, microstructured, standard silicon wafers.

      

      
        Strong El Nino makes European winters easier to forecast
        Forecasting European winter weather patterns months in advance is made simpler during years of strong El Ni o or La Ni a events in the tropical Pacific Ocean, a new study has found.

      

      
        Green hydrogen: 'Artificial leaf' becomes better under pressure
        Hydrogen can be produced via the electrolytic splitting of water. One option here is the use of photoelectrodes that convert sunlight into voltage for electrolysis in so called photoelectrochemical cells (PEC cells). A research team has now shown that the efficiency of PEC cells can be significantly increased under pressure.

      

      
        Scientists capture immune cells hidden in nasal passages
        Scientists uncover 'striking' immune cell populations poised to fight SARS-CoV-2 in upper airway.

      

      
        Recent volcanic 'fires' in Iceland triggered by storage and melting in crust
        Scientists have detected geochemical signatures of magma pooling and melting beneath the subsurface during the 'Fagradalsfjall Fires', that began on Iceland's Reykjanes peninsula in 2021. Samples show that the start of the eruption began with massive pooling of magma, contrasting initial hypothesis for magma ascent straight from the mantle.

      

      
        This protein does 'The Twist'
        The NMDAR is involved in numerous cognitive functions including memory. Its movements are tightly coordinated like a choreographed dance routine. Scientists have now figured out how the protein performs a difficult 'Twist'-like dance move. The discovery could lead to new drug compounds that bind to NMDAR more effectively.

      

      
        Gut microbes implicated in bladder cancer
        Bladder cancer is the tenth most common type of cancer worldwide and is often linked to exposure to harmful chemicals, such as those found in tobacco smoke. A new study shows that the bacteria in our guts may play an important role in bladder cancer development. The scientists showed experimentally that certain gut bacteria can transform a class of carcinogens, often found in cigarette smoke, into related chemicals that accumulate in the bladder and give rise to tumors.

      

      
        Unraveling a key junction underlying muscle contraction
        Using powerful new visualization technologies, researchers have captured the first 3-D images of the structure of a key muscle receptor, providing new insights on how muscles develop across the animal kingdom and setting the stage for possible future treatments for muscular disorders.

      

      
        New collaborative research generates lessons for more adaptive lake management
        A professor gathered feedback from 26 Colorado River Basin managers and experts took on water user roles to discuss consuming, banking and trading Colorado River water.

      

      
        Scientists discover entirely new wood type that could be highly efficient at carbon storage
        Researchers undertaking an evolutionary survey of the microscopic structure of wood from some of the world's most iconic trees and shrubs have discovered an entirely new type of wood.

      

      
        Genes or environment? A new model for understanding disease risk factors
        Researchers have developed a model that more accurately predicts how genetics and air pollution levels causally influence disease development.

      

      
        Super-black wood can improve telescopes, optical devices and consumer goods
        Thanks to an accidental discovery, researchers have created a new super-black material that absorbs almost all light, opening potential applications in fine jewelry, solar cells and precision optical devices.

      

      
        Injury dressings in first-aid kits provide a new technique to reveal shark species after bite incidents
        Scientists have revealed that injury dressings found in first-aid kits can reliably be used to identify shark species involved in bite incidents by deploying medical gauze to gather DNA samples from aquatic equipment, such as surfboards.

      

      
        Precise genetics: New CRISPR method enables efficient DNA modification
        A research group has developed a new method that further improves the existing CRISPR/Cas technologies: it allows a more precise and seamless introduction of tags into proteins at the gene level. This technology could significantly improve research on proteins in living organisms and opens up new possibilities for medical research.

      

      
        Scientists using new sound tech to save animals from extinction
        Scientists are using new technology to help endangered animals by listening to their sounds.

      

      
        North Sea oil and gas extraction spikes pollution by 10,000 percent, study finds
        North Sea oil and gas extraction can cause pollution to spike by more than 10,000 percent within half a kilometer around off-shore sites, a study has found. The research has uncovered the true impact on Britain's seabed life -- with the number of species plummeting nearly 30 percent near platforms.

      

      
        What shapes a virus's pandemic potential? SARS-CoV-2 relatives yield clues
        Two of the closest known relatives to SARS-CoV-2 -- a pair of bat coronaviruses discovered by researchers in Laos -- may transmit poorly in people despite being genetically similar to the COVID-19-causing virus, a new study reveals. The findings provide clues as to why some viruses have greater 'pandemic potential' than others and how researchers might go about identifying those that do before they become widespread.

      

      
        Platypus and chicken reveal how chromosomes balance between the sexes
        Geneticists uncover new insights into how sex chromosome systems work in the platypus and the chicken -- which will lead to better understandings of our own sex chromosome evolution and gene regulation.

      

      
        How researchers turn bacteria into cellulose-producing mini-factories
        Researchers have modified certain bacteria with UV light so that they produce more cellulose. The basis for this is a new approach with which the researchers generate thousands of bacterial variants and select those that have developed into the most productive.

      

      
        Is that glass bottle of OJ better for the planet than a plastic container?
        Which packaging type for a 12-ounce, single-serve container of orange juice would you choose as the most sustainable option: Aluminum/canned, made with recycled material; Carton, described as biodegradable/compostable; Glass, 100% recyclable; or Plastic, described as biodegradable/compostable? If you were like the U.S. consumers surveyed by food scientists you'd prefer glass and believe it was the most sustainable choice. And you all would be mistaken.

      

      
        MicroRNA study sets stage for crop improvements
        MicroRNAs can make plants more capable of withstanding drought, salinity, pathogens and more. However, in a recent study scientists showed just how much we didn't know about the intricate processes plants use to produce them.

      

      
        NASA data shows July 22, 2024 was Earth's hottest day on record
        July 22, 2024, was the hottest day on record, according to a NASA analysis of global daily temperature data. July 21 and 23 of this year also exceeded the previous daily record, set in July 2023. These record-breaking temperatures are part of a long-term warming trend driven by human activities, primarily the emission of greenhouse gases.

      

      
        Winter breeding offers lifeline for monarch butterflies in Northern California
        Monarch butterflies in Northern California are adapting to a changing climate by embracing an unexpected strategy: breeding in the winter. The shift could be key to the survival of the iconic insect, according to a new study.

      

      
        A blue miracle: How sapphires formed in volcanoes
        Sapphires are among the most precious gems, yet they consist solely of chemically 'contaminated' aluminum oxide, or corundum. It is widely assumed that these crystals with their characteristically blue color come from deep crustal rocks and accidentally ended up on the Earth's surface as magma ascended. Geoscientists have now been able to show that the sapphire grains found in the Eifel (Germany) formed in association with volcanism.

      

      
        How an emerging disease in dogs is shedding light on cystic fibrosis
        A canine gallbladder disease that involves the accumulation of abnormal mucus similar to that seen in human cystic fibrosis (CF) patients is caused by improper expression of the gene associated with CF in humans. The finding could have implications for human CF patients as well as for animal models of CF.

      

      
        Fetal brain impacted when mom fights severe flu: New mouse study explains how
        New research using live mouse-adapted influenza virus improves upon previous mouse experiments to explain how maternal infection impacts fetal brain development. The study also indicates fetal brain changes are more likely once the severity of the mother's infection meets a specific threshold.

      

      
        From genes to jeans: New genetic insights may lead to drought resilient cotton
        Cotton is woven into the very fabric of our lives, from soft T-shirts to comfortable jeans and cozy bedsheets. It's the world's leading renewable textile fiber and the backbone of a global industry worth billions. As climate change intensifies, cotton farmers face increasing challenges from drought and heat. However, new research offers hope for developing more resilient varieties that can maintain high yields even under water-stressed conditions.

      

      
        California a botanical and climate change hot spot
        Climate-driven shifts in California's biodiversity call for innovation and continued environmental stewardfship, says a new study. California's 30x30 Initiative and efforts to harmonize biodiversity with renewable energy are promising steps, while wildfire strategies need to further adapt.

      

      
        New progress in research into malignant catarrhal fever in cattle
        A research team has published a groundbreaking study on malignant catarrhal fever (MCF). This disease is caused by the alcelaphine gammaherpesvirus 1 (AlHV-1), which infects its natural host, the wildebeest. This study sheds light on the mechanisms by which this virus, which is asymptomatic and latent in the wildebeest, causes an oligoclonal expansion of CD8+ T lymphocytes in cattle, leading to the development of MCF.

      

      
        Local food production saves costs and carbon
        Emphasizing local food production over imported substitutes can lead to significant cost and carbon savings, according to data from the Inuvialuit Settlement Region in the Canadian Arctic. The research shows potential annual savings of more than 3.1 million Canadian dollars and roughly half the carbon emissions when locally harvested food is used instead of imported food. The study underscores the importance of climate change policies that take local food systems into account. Weakening of these ...

      

      
        Bold moves needed for California agriculture to adapt to climate change
        California needs urgent and bold measures to adapt its $59 billion agriculture sector to climate change as the amount of water available for crops declines, according to a new report. The report provides a roadmap for more water capture, storage, and distribution systems that are in harmony with climate projections and ecosystems. It further considers how runoff and groundwater can be used repeatedly as it flows generally from mountainsides to coastal lands.

      

      
        Scientists untangle interactions between the Earth's early life forms and the environment over 500 million years
        The atmosphere, the ocean and life on Earth interacted over the past 500-plus million years in ways that improved conditions for early organisms to thrive. Now, an interdisciplinary team of scientists has produced a perspective article of this co-evolutionary history.

      

      
        Healthy diet with less sugar is linked to younger biological age
        Researchers have found a link between following a diet that is rich in vitamins and minerals, especially one without much added sugar, and having a younger biological age at the cellular level.

      

      
        Researchers decipher new molecular mechanisms related to biological tissue regeneration
        A study opens new perspectives to better understand how the molecular mechanisms involved in regenerative medicine work. The study focuses on tumor necrosis factor- (TNF- ) and its receptors TNFR, molecules of key interest in biomedicine due to their involvement in multiple diseases such as obesity related to type 2 diabetes mellitus, inflammatory bowel disease and several types of cancer.

      

      
        Countries need to co-operate on migration as climate crisis worsens
        Humanity must rethink migration as the climate crisis drives rapid global changes, researchers say.

      

      
        Faster, cleaner way to extract lithium from battery waste
        Researchers uncover a rapid, efficient and environmentally friendly method for selective lithium recovery using microwave radiation and a readily biodegradable solvent.
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Mass extinction 66 million years ago triggered rapid evolution of bird genomes | ScienceDaily
Shortly after an asteroid slammed into Earth 66 million years ago, life for non-avian dinosaurs ended, but the evolutionary story for the early ancestors of birds began.


						
The fossil record tells us that the early ancestors of living birds began their evolutionary journey just after the mass extinction event caused by the asteroid, but researchers weren't sure how they would see that story reflected in bird genomes. Now, a University of Michigan study has identified important changes in birds' genomes sparked by the mass extinction, called the end-Cretaceous mass extinction event, ultimately contributing to the incredible diversity of living birds.

The study examined the evolutionary trajectory of all major bird groups and found evidence of "genomic fossils" in birds' DNA that mark critical evolutionary steps as birds evolved into more than 10,000 living species. The research is published as an open-access article in the journal Science Advances.

"By studying the DNA of living birds, we can try to detect patterns of genetic sequences that changed just after one of the most important events in Earth's history," said lead author Jake Berv, who completed the study as a Michigan Life Sciences Fellow in the U-M Department of Ecology and Evolutionary Biology. "The signature of those events seems to have imprinted into the genomes of the survivors in a way that we can detect tens of millions of years later."

A living organism's genome comprises four nucleotide molecules, referred to by the letters A, T, G and C. The order of these nucleotides in a genome defines the "blueprint" of life. The DNA code can sometimes evolve in a way that shifts the overall composition of DNA nucleotides across the whole genome. These compositional changes are crucial in determining what kind of genetic variation is possible, contributing to an organism's evolutionary potential, or its ability to evolve.

The researchers found that the mass extinction event sparked shifts in nucleotide composition. They also found that these shifts seem to be connected to the way birds develop as babies, their adult size and their metabolism.

For example, within approximately 3 million to 5 million years of the mass extinction, surviving bird lineages tended to develop smaller body sizes. They also changed how they developed as hatchlings, with more species becoming "altricial." This means they are still very embryonic when they hatch, need their parents to feed them, and can take weeks to fledge, Berv says. Birds that hatch ready to fend for themselves, like chickens and turkeys, are called "precocial."

"We found that adult body size and patterns of pre-hatching development are two important features of bird biology we can link to the genetic changes we're detecting," said Berv, now a Schmidt AI in Science postdoctoral fellow with U-M's Michigan Institute for Data & AI in Society.




Berv says one of the most significant challenges in evolutionary biology and ornithology is teasing out the relationships between major bird groups -- it's difficult to determine the structure of the tree of life for living birds. Over the past 15 years, researchers have been applying increasingly large genomic data sets to try to solve the problem.

Previously, researchers used genomic data to study the evolution of birds' genomes using statistical models that make strong assumptions. These "traditional" models allow researchers to reconstruct the history of genetic changes, but they typically assume that the composition of DNA, its proportion of A, T, G and C nucleotides, does not change across evolutionary history.

In late 2019, Berv began working with Stephen Smith, U-M professor of ecology and evolutionary biology, who was developing a software tool to more closely track DNA composition over time and across different branches of the tree of life. With this tool, the researchers were able to relax the assumption that the composition of DNA remains constant. Smith said that this allowed the "model" of DNA evolution to vary across the evolutionary tree and identify places where there was likely a shift in DNA composition.

For this new research, these shifts were concentrated in time, within about 5 million years of the end-Cretaceous mass extinction, Berv says. Their approach also allowed them to estimate which bird traits were most closely associated with these shifts in DNA composition.

"This is an important type of genetic change that we think we can link to the mass extinction event," he said. "As far as we know, changes in DNA composition have not been previously associated with the end-Cretaceous mass extinction in such a clear way."

Daniel Field, professor of vertebrate paleontology at the University of Cambridge and co-author of the study, has been interested in understanding how the end-Cretaceous mass extinction affected the evolution of birds. He provided guidance related to early bird evolution following the mass extinction.




"We know that mass extinction events can dramatically affect biodiversity, ecology and organismal form. Our study emphasizes that these extinction events can actually influence organismal biology even more profoundly -- by altering important aspects of how genomes evolve," Field said. "This work furthers our understanding of the dramatic biological impacts of mass extinction events and highlights that the mass extinction that wiped out the giant dinosaurs was one of the most biologically impactful events in the entire history of our planet."

The researchers say that by relaxing the typical assumptions used in evolutionary biology, they are building more nuanced insight into the sequence of events that occurred in the early history of birds.

"We have typically not looked at the change in DNA composition and model across the tree of life as a change that something interesting has happened at a particular point of time and place," Smith said. "This study illustrates that we have probably been missing something."

U-M co-authors include Benjamin Winger, assistant professor of ecology and evolutionary biology and curator of birds at the U-M Museum of Zoology, and Matt Friedman, professor of earth and environmental sciences and director of the U-M Museum of Paleontology.

Other study co-authors include Sonal Singhal, California State University; Nathanael Walker-Hale, University of Cambridge; Sean McHugh, Washington University; J. Ryan Shipley, Swiss Federal Institute for Forest, Snow and Landscape Research; Eliot Miller, Cornell Lab of Ornithology; Rebecca Kimball and Edward Braun, University of Florida; Alex Dornburg, University of North Carolina; C. Tomomi Parins-Fukuchi, University of Toronto; and Richard Prum, Yale University.
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The next generation of RNA chips | ScienceDaily
An international research team led by the University of Vienna has succeeded in developing a new version of RNA building blocks with higher chemical reactivity and photosensitivity. This can significantly reduce the production time of RNA chips used in biotechnological and medical research. The chemical synthesis of these chips is now twice as fast and seven times more efficient. The results of the research were recently published in the journal Science Advances.


						
The emergence and approval of RNA-based medical products, such as mRNA vaccines during the COVID-19 pandemic, has brought the RNA molecule into the public eye. RNA (ribonucleic acid) is an information-carrying polymer -- a chemical compound made up of similar subunits -- but with far greater structural and functional diversity than DNA. About 40 years ago, a method was developed for the chemical synthesis of DNA and RNA, in which any sequence can be assembled from DNA or RNA building blocks using phosphoramidite chemistry. The assembly of a nucleic acid chain is carried out step by step using these special chemical building blocks (phosphoramidites). Each building block carries chemical 'protecting groups' that prevent unwanted reactions and ensure the formation of a natural link in the nucleic acid chain.

Overcoming challenges

This chemical method is also used in the production of microchips (microarrays), where millions of unique sequences can be synthesised and analysed simultaneously on a solid surface the size of a fingernail. While DNA microarrays are already widely used, adapting the technology to RNA microarrays has proved difficult due to the lower stability of RNA.

In 2018, the University of Vienna demonstrated how high-density RNA chips can be produced through photolithography: by precisely positioning a beam of light, areas on the surface can be prepared for the attachment of the next building block through a photochemical reaction. Although this first report was a world first and remains unrivalled, the method suffered from long production times, low yields and poor stability. This approach has now been greatly improved.

Development of a new generation of RNA building blocks

A team from the Institute of Inorganic Chemistry at the University of Vienna, in collaboration with the Max Mousseron Institute for Biomolecules at the University of Montpellier (France), has now developed a new version of RNA building blocks with higher chemical reactivity and photosensitivity. This advance significantly reduces the production time of RNA chips, making synthesis twice as fast and seven times more efficient. The innovative RNA chips can be used to screen millions of candidate RNAs for valuable sequences for a wide range of applications.




"Making RNA microarrays containing functional RNA molecules was simply out of reach with our earlier setup, but it is now a reality with this improved process using the propionyloxymethyl (PrOM) protecting group," says Jory Lietard, Assistant Professor at the Institute of Inorganic Chemistry.

As a direct application of these improved RNA chips, the publication features a study of RNA aptamers, small oligonucleotides that specifically bind to a target molecule. Two "light-up" aptamers that produce fluorescence upon binding to a dye were chosen and thousands of variants of these aptamers were synthesized on the chip. A single binding experiment is sufficient to obtain data on all variants simultaneously, which opens the way for the identification of improved aptamers with better diagnostic properties.

"High-quality RNA chips could be especially valuable in the rapidly growing field of non-invasive molecular diagnostics. New and improved RNA aptamers are critically sought after, such as those that can track hormone levels in real-time or monitor other biological markers directly from sweat or saliva," says Tadija Keki?, PhD candidate in the group of Jory Lietard.

This work was financially supported by a joint grant of the Agence Nationale pour la Recherche/Austrian Science Fund (FWF International Program I4923).
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3D models provide unprecedented look at corals' response to bleaching events | ScienceDaily
In a new study, marine biologists from Scripps Institution of Oceanography at UC San Diego and Arizona State University are providing a first-of-its-kind glimpse into coral "bleaching" responses to stress, using imaging technology to pinpoint coral survival rates following multiple bleaching events off the island of Maui. Their findings were published July 31 in the journal PLOS ONE.


						
Using a time series of coral reef 3D models from Maui, a team of researchers led by Scripps Oceanography's Smith Lab tracked the bleaching response of 1,832 coral colonies from 2014 to 2021. The seven-year data set provided detailed imagery of the reefs year-by-year, allowing the team to identify patterns of coral growth and survivorship through sequential bleaching events that occurred in 2015 and 2019.

The researchers aimed to distinguish between two different processes: natural selection, where only the hardiest corals in a population survive, and acclimatization, where an individual coral becomes more heat tolerant over time as it is exposed to heat stress.

While some corals bleached and died during the study, the corals that survived both bleaching events showed hopeful signs of resilience. Among these survivors, the researchers found little evidence that bleaching impacted coral growth over time. This unexpected finding has the potential to inform approaches to coral reef conservation and restoration.

"This is one of the first studies to use this type of time series to look at multiple coral bleaching events and how the processes of acclimatization and selection play out," said lead author Orion McCarthy, a recent graduate of Scripps Oceanography who conducted the research as a PhD student. "We found that older corals, which are more likely to have survived multiple bleaching events, could be a good source of outplants for coral restoration."

As the oceans warm due to climate change, coral reefs are threatened by bleaching events. These prolonged warming events stress corals and may ultimately lead to their deaths, yet some corals have managed to survive. Researchers around the globe are trying to understand what makes certain corals more resilient than others in an effort that can inform coral restoration projects.

During prolonged ocean warming events, stressed corals expel beneficial algae that live inside their tissue. This causes corals to turn white and "bleach." Bleaching doesn't cause corals to immediately die, but it does deprive them of their main source of food. If water temperatures remain elevated for too long, bleaching can cause widespread coral mortality. However, low- to moderate-strength bleaching events are most likely to leave behind some surviving coral colonies. These survivors reshape the makeup of the reef and its response to future bleaching events.




The two bleaching events measured in this study were both moderate-strength, with a sustained increase in sea-surface temperatures of more than 1 degree Celsius (1.8 degrees Fahrenheit) for several months. Despite facing similar heat stress in 2015 and 2019, corals did not always respond in the same way. Some corals bleached and died after the first event, some didn't bleach in either event, some bleached both times but still survived, and some that bleached the first time didn't bleach the second time. Moreover, hardy survivors were often located right next to more sensitive corals that perished, even though both were the same species and experienced the same environmental conditions.

Several species of coral showed signs of acclimatization to bleaching, notably Porites lobata. Populations of Pocillopora corals fared the worst, with the lowest levels of survivorship.

"Based on our observations, we recommend that restoration practitioners in Hawaii should focus on colonies of Porites and Montipora with a proven track-record of growth and survival," said McCarthy, who now works as a science lead for Sustainable Surf, a nonprofit organization that supports restoration projects focused on coral reefs and other marine ecosystems.

The researchers credited innovative 3D technology with enabling them to detect signs of acclimatization and selection that would have been difficult to track and quantify using traditional in-water surveys. The time series was launched in 2014 by Scripps Oceanography marine biologist Jennifer Smith, a co-author on the study, and her former PhD student Emily Kelly, who now works at the World Economic Forum.

For the past decade, Smith and other members of her lab, including McCarthy, have used large-area imaging, or photogrammetry, to capture a 3D snapshot of coral reefs at fixed sites off Maui. The scuba diving scientists use specialized underwater cameras to capture thousands of overlapping images of the reef, repeating this process year after year. In the lab, these images are processed using advanced software that seamlessly stitches together thousands of 2D pictures into a detailed 3D model of the underwater landscape. Their work in Maui is part of a broader coral reef monitoring initiative called the 100 Island Challenge, which aims to describe global patterns of coral reef change over time using large-area imagery.

"This approach has revolutionized our ability to study long-term changes in coral reef communities at very fine scales," said Smith, a professor of marine biology at Scripps Oceanography. "We can literally watch these systems change in 3D; we can watch corals grow and shrink and visualize how they respond to global stressors. We can use the knowledge gained from using this approach for education and outreach and our results can help to inform management and conservation action."

McCarthy compared the process of tracking coral fates through multiple bleaching events to studying human health outcomes following numerous pandemic-like events. By following the responses of individuals during a single event -- for example, the COVID-19 pandemic -- researchers can infer whether certain traits or qualities are aligned with better or worse health outcomes. If a second pandemic event occurred a short time later, researchers could then look at those data to better understand who survived the first event, and how those survivors fared during the second event. The same logic holds true for corals and bleaching events.




The authors noted that efforts to address climate change -- the primary driver of ocean warming -- are crucial for securing better outcomes for coral reefs. Severe bleaching events have the potential to cause widespread coral mortality, highlighting the urgency to prevent such dire outcomes through global action to address climate change.

"Coral reefs are dynamic and bleaching isn't necessarily going to kill every coral -- at least not in the short term -- so there is still cause for hope for these reefs and a need for active conservation," said McCarthy. "Tools like 3D modeling are allowing us to get a more specific understanding of which corals are living and which ones aren't, and we can use that information to help guide coral restoration efforts."

In addition to McCarthy and Smith, the study was co-authored by PhD student Morgan Winston from the University of Arizona.

McCarthy's graduate research at Scripps Oceanography was supported by the National Science Foundation's Graduate Research Fellowship Program award, though funding was generalized and not awarded for this study specifically.
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Underwater mapping reveals new insights into melting of Antarctica's ice shelves | ScienceDaily
Clues to future sea level rise have been revealed by the first detailed maps of the underside of a floating ice shelf in Antarctica.


						
An international research team -- including scientists from the University of East Anglia (UEA) -- deployed an unmanned submersible beneath the Dotson Ice Shelf in West Antarctica.

The underwater vehicle, 'Ran', was programmed to dive into the cavity of the 350metre-thick ice shelf and scan the ice above it with an advanced sonar. Over 27 days, the submarine travelled more than 1000 kilometres back and forth under the shelf, reaching 17 kilometres into the cavity.

An ice shelf is a mass of glacial ice, fed from land by tributary glaciers, that floats in the sea above an ice shelf cavity. Dotson Ice Shelf is part of the West Antarctic ice sheet -- and next to Thwaites Glacier -- which is considered to have a potentially large impact on future sea level rise due to its size and location.

The researchers report their findings of this unique survey in a new paper published today in the journal Science Advances.

They found some things as expected, for example the glacier melts faster where strong underwater currents erode its base. Using the submersible, they were able to measure the currents below the glacier for the first time and prove why the western part of Dotson Ice Shelf melts so fast. They also found evidence of very high melt at vertical fractures that extend through the glacier.

However, the team also saw new patterns on the glacier base that raise questions. The mapping showed that the base is not smooth, but there is a peak and valley ice-scape with plateaus and formations resembling sand dunes. The researchers hypothesize that these may have been formed by flowing water under the influence of Earth's rotation.




Lead author Anna Wahlin, Professor of Oceanography at the University of Gothenburg in Sweden, said: "We have previously used satellite data and ice cores to observe how ice shelves change over time. By navigating the submersible into the cavity, we were able to get high resolution maps of the ice underside. It's a bit like seeing the back of the moon for the first time."

The expedition was carried out in regions of drifting ice in West Antarctica in 2022 during a research cruise for the TARSAN project, a joint US-UK funded initiative that is part of the International Thwaites Glacier Collaboration. The project is studying how atmospheric and oceanic processes are influencing the behaviour of the Thwaites and Dotson Ice Shelves -- neighbouring ice shelves which are behaving differently.

Co-author Dr Rob Hall, from UEA's School of Environmental Sciences, co-led the cruise on the RV Nathaniel B Palmer, on which the observations were made in January to March 2022. He said: "Anna and her team successfully piloted their autonomous underwater vehicle 'Ran' over 1000 km under Dotson Ice Shelf collecting a huge range of data and samples, which will take several years to process and analyse.

"The incredible high-resolution images of the underside of the ice shelf are the icing on the cake and will open up a whole new avenue of scientific research."

Prof Karen Heywood, also from UEA and a co-author, is UK lead scientist on the TARSAN project. She said: "This has been such an exciting project to work on. When Anna sent round the first images of the underside of the Dotson ice shelf we were thrilled -- nobody had ever seen this before. But we were also baffled -- there were cracks and swirls in the ice that we weren't expecting. It looked more like art!

"We wondered what could be causing these. All of the glaciologists and the oceanographers in the TARSAN project got together to brainstorm ideas. It's been like detective work -- using fundamental ocean physics to test theories against the shape and size of the patterns under the ice. We've been able to show for the first time some of the processes that melt the underside of ice shelves.




Prof Heywood added: "These ice shelves are already floating on the sea, so their melting doesn't directly affect sea level. However ultimately the melting of ice shelves causes the glaciers on land further upstream to flow faster and destabilise, which does lead to sea level rise, so these new observations will help the community of ice modellers to reduce the large uncertainties in future sea level."

Scientists now realise there is a wealth of processes left to discover in future research missions under the glaciers.

"The mapping has given us new data that we need to look at more closely. It is clear that many previous assumptions about melting of glacier undersides are falling short. Current models cannot explain the complex patterns we see. But with this method, we have a better chance of finding the answers," said Prof Wahlin.

"Better models are needed to predict how fast the ice shelves will melt in the future. It is exciting when oceanographers and glaciologists work together, combining remote sensing with oceanographic field data. This is needed to understand the glaciological changes taking place -- the driving force is in the ocean."

In January 2024, the group returned with Ran to Dotson Ice Shelf to repeat the surveys, hoping to document changes. However, they were only able to complete one dive before Ran disappeared under the ice.

"Although we got valuable data back, we did not get all we had hoped for," said Prof Wahlin. "These scientific advances were made possible thanks to the unique submersible that Ran was. This research is needed to understand the future of Antarctica's ice sheet, and we hope to be able to replace Ran and continue this important work."
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Scientists devise method to secure Earth's biodiversity on the moon | ScienceDaily
New research led by scientists at the Smithsonian proposes a plan to safeguard Earth's imperiled biodiversity by cryogenically preserving biological material on the moon. The moon's permanently shadowed craters are cold enough for cryogenic preservation without the need for electricity or liquid nitrogen, according to the researchers.


						
The paper, published today in BioScience and written in collaboration with researchers from the Smithsonian's National Zoo and Conservation Biology Institute (NZCBI), Smithsonian's National Museum of Natural History, Smithsonian's National Air and Space Museum and others, outlines a roadmap to create a lunar biorepository, including ideas for governance, the types of biological material to be stored and a plan for experiments to understand and address challenges such as radiation and microgravity. The study also demonstrates the successful cryopreservation of skin samples from a fish, which are now stored at the National Museum of Natural History.

"Initially, a lunar biorepository would target the most at-risk species on Earth today, but our ultimate goal would be to cryopreserve most species on Earth," said Mary Hagedorn, a research cryobiologist at NZCBI and lead author of the paper. "We hope that by sharing our vision, our group can find additional partners to expand the conversation, discuss threats and opportunities and conduct the necessary research and testing to make this biorepository a reality."

The proposal takes inspiration from the Global Seed Vault in Svalbard, Norway, which contains more than 1 million frozen seed varieties and functions as a backup for the world's crop biodiversity in case of global disaster. By virtue of its location in the Arctic nearly 400 feet underground, the vault was intended to be capable of keeping its seed collection frozen without electricity. However, in 2017, thawing permafrost threatened the collection with a flood of meltwater. The seed vault has since been waterproofed, but the incident showed that even an Arctic, subterranean bunker could be vulnerable to climate change.

Unlike seeds, animal cells require much lower storage temperatures for preservation (-320 degrees Fahrenheit or -196 degrees Celsius). On Earth, cryopreservation of animal cells requires a supply of liquid nitrogen, electricity and human staff. Each of these three elements are potentially vulnerable to disruptions that could destroy an entire collection, Hagedorn said.

To reduce these vulnerabilities, scientists needed a way to passively maintain cryopreservation storage temperatures. Since such cold temperatures do not naturally exist on Earth, Hagedorn and her co-authors looked to the moon.

The moon's polar regions feature numerous craters that never receive sunlight due to their orientation and depth. These so-called permanently shadowed regions can be [?]410 degrees Fahrenheit ([?]246 degrees Celsius) -- more than cold enough for passive cryopreservation storage. To block out the DNA-damaging radiation present in space, samples could be stored underground or inside a structure with thick walls made of moon rocks.




At the Hawai?i Institute of Marine Biology, the research team cryopreserved skin samples from a reef fish called the starry goby. The fins contain a type of skin cell called fibroblasts, the primary material to be stored in the National Museum of Natural History's biorepository. When it comes to cryopreservation, fibroblasts have several advantages over other types of commonly cryopreserved cells such as sperm, eggs and embryos. Science cannot yet reliably preserve the sperm, eggs and embryos of most wildlife species. However, for many species, fibroblasts can be cryopreserved easily. In addition, fibroblasts can be collected from an animal's skin, which is simpler than harvesting eggs or sperm. For species that do not have skin per se, such as invertebrates, Hagedorn said the team may use a diversity of types of samples depending on the species, including larvae and other reproductive materials.

The next steps are to begin a series of radiation exposure tests for the cryopreserved fibroblasts on Earth to help design packaging that could safely deliver samples to the moon. The team is actively seeking partners and support to conduct additional experiments on Earth and aboard the International Space Station. Such experiments would provide robust testing for the prototype packaging's ability to withstand the radiation and microgravity associated with space travel and storage on the moon.

If their idea becomes a reality, the researchers envision the lunar biorepository as a public entity to include public and private funders, scientific partners, countries and public representatives with mechanisms for cooperative governance akin to the Svalbard Global Seed Bank.

"We aren't saying what if the Earth fails -- if the Earth is biologically destroyed this biorepository won't matter," Hagedorn said. "This is meant to help offset natural disasters and, potentially, to augment space travel. Life is precious and, as far as we know, rare in the universe. This biorepository provides another, parallel approach to conserving Earth's precious biodiversity."

The study was co-authored by Hagedorn and Pierre Comizzoli of NZCBI, Lynne Parenti of the National Museum of Natural History and Robert Craddock of the National Air and Space Museum. Collaborators from other institutions include Paula Mabee of the U.S. National Science Foundation's National Ecological Observatory Network (Battelle); Bonnie Meinke of the University Corporation for Atmospheric Research; Susan Wolf and John Bischof of the University of Minnesota; and Rebecca Sandlin, Shannon Tessier and Mehmet Toner of Harvard Medical School.
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Researchers explore cancer susceptibility in birds | ScienceDaily
In one of the largest studies of cancer susceptibility across bird species, researchers at Arizona State University describe an intriguing relationship between reproductive rates and cancer susceptibility.


						
The research, conducted by an international team of scientists, analyzed data from more than 5,700 bird necropsies across 108 species. They discovered birds that lay more eggs per clutch tend to have higher rates of cancer. The findings shed new light on evolutionary trade-offs between reproduction and survival in birds and have implications for health and disease across the tree of life.

By examining how different energy allocation strategies affect cancer development in birds, researchers gain insights into relevant mechanisms for studying human cancers. This understanding could lead to new strategies for preventing and treating cancer, highlighting the interconnectedness of biological research across species.

"Birds are exceptional for many reasons but one of them is the fact that birds get less cancer than mammals, and we don't know why," says Carlo Maley, corresponding author of the new study. "We'd like to understand how birds avoid getting cancer and see if we can use that to help prevent cancer in humans."

Maley directs the Arizona Cancer and Evolution Center, is a researcher with the Biodesign Center for Biocomputing, Security and Society, and is a professor with the School of Life Sciences at ASU.

The group's findings appear in the Oxford Academic journal Evolution, Medicine, and Public Health.

The study was conducted by an interdisciplinary team of researchers from Arizona State University, the University of California Santa Barbara, North Carolina State University and several European universities. The team brought together expertise in evolutionary biology, veterinary medicine and cancer research.




Cooperation and cancer

While cancer is an ever-present hazard for nearly all multicellular organisms, the susceptibility and risk factors for cancer in birds have not been as extensively studied as it has in mammals. Birds, and all other organisms, have limited energy resources that they can allocate to various functions. When more energy is devoted to reproduction, less is available for maintaining the health of the body, potentially leading to a higher risk of diseases, including cancer.

Life history theory is a part of evolutionary ecology that examines how evolutionary pressures shape the trade-offs between different life functions. In birds, species that have high reproductive rates and invest heavily in raising offspring have less energy available for DNA repair, making them more susceptible to cancer. The same may be true in mammals, as the authors have previously shown.

Such studies also help to explain why some long-lived species, which tend to have fewer offspring and invest more in maintenance and longevity, might have lower cancer rates. In contrast, species with high reproductive rates and shorter lifespans may prioritize reproduction over longevity and maintenance, increasing their vulnerability to cancer.

"It is interesting that depending on the reproductive trait that we focus on, the trade-off between reproduction and bodily maintenance is not always clear," says co-first author Stefania Kapsetaki. "For example, investing in a trait linked to increased reproduction does not always mean less investment in a trait linked with bodily maintenance. It is important to bear in mind that patterns of avian cancer prevalence are affected by multiple interacting components, some known and others yet to be discovered."

The study found no significant correlation between body size or lifespan and cancer risk in birds, contrary to what might be expected. These results highlight a phenomenon in biology called "Peto's paradox," in which larger, longer-lived animals sometimes display lower cancer rates despite having more cells that could potentially become cancerous.




In earlier research, Maley and his colleagues explored how large mammals, including whales and elephants, have developed sophisticated strategies of cancer suppression, which may hold clues in the battle against human cancers.

The current study finds that birds with larger clutch sizes (more eggs per brood) had significantly higher rates of malignant cancers. This suggests a potential trade-off between reproduction and cancer defense mechanisms. Other factors like incubation length, physical differences between males and females, and the bird's sex were not significantly associated with cancer prevalence.

Costs of reproduction

The findings add to a growing body of evidence linking reproductive investment to the risk of disease in animals. The researchers used advanced statistical techniques to account for the evolutionary relationships between different bird species, allowing them to identify patterns that likely arose from natural selection rather than chance. This suggests there may be optimal levels of cancer defense for different ecological niches, which can occasionally shift due to environmental changes.

Data on cancer susceptibility came from necropsies performed at 25 different zoological institutions over 25 years, and the life history information was compiled from existing scientific databases on bird biology. The researchers emphasized their findings are based on birds living under human care, which may differ from wild populations in some respects.

Avenues for future research

The study opens new questions for future investigation: What are the molecular mechanisms underlying the relationship between clutch size and cancer risk? How do ecological factors influence cancer susceptibility in wild bird populations? And for the bird species that have extremely low cancer rates, how are they preventing cancer?

The findings could have implications for the care and conservation of bird species.

Zoos and wildlife centers may need to consider cancer screening more carefully for species with larger clutch sizes. Further, conservation efforts for endangered bird species may benefit from considering cancer risk as part of overall population health management.

The research demonstrates the value of applying evolutionary thinking to cancer biology. By studying how different species manage the risk of cancer, researchers may uncover new strategies for prevention and treatment that could benefit both human and veterinary medicine.
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Barriers designed to prevent saltwater intrusion may worsen inland flooding | ScienceDaily
As Earth continues to warm, sea levels have risen at an accelerating rate -- from 1.4 millimeters a year to 3.6 millimeters a year between 2000 and 2015. Flooding will inevitably worsen, particularly in low-lying coastal regions, where more than a billion people are estimated to live. Solutions are needed to protect homes, property and groundwater from flooding and the intrusion of saltwater.


						
Seawalls and similar infrastructure are obvious options to protect against flooding. In fact, cities such as New York and San Franciso have already thrashed out potential plans with the Army Corps of Engineers that will heavily rely on seawalls. But these plans come with a hefty price tag, estimated at tens of billions of dollars.

Further complicating planning, a new paper has found that seawalls and other shoreline barriers, which extend below the surface, might actually lead to more groundwater flooding, result in less protection against saltwater intrusion into groundwater, and end up with a lot of water to deal with inside of the area that seawalls were supposed to protect.

The paper, "Shoreline barriers may amplify coast groundwater hazards with sea-level rise," was published in Scientific Reports, which is part of the Nature portfolio. The paper was written by Xin Su, a research assistant professor at the University of Memphis; Kevin Befus, an assistant professor at the U of A; and Michelle Hummel, an assistant professor at the University of Texas at Arlington. Su was previously a post-doctoral researcher working with Befus in the U of A's Geosciences Department before assuming her current position.

The paper provides an overview of how sea-level rise causes salty groundwater to move inland and replace the fresh groundwater that was there, a process known as saltwater intrusion. At the same time, the fresh and salty groundwater both rise toward the ground surface because of the higher sea level. This can cause flooding from below, also known as groundwater emergence.

Walls can be built underground to reduce saltwater intrusion, but this can lead to groundwater getting stuck behind the walls, which act like an underground dam. This can cause even more groundwater to move up to the ground surface, which can in turn infiltrate sewer systems and water mains.

"These barriers can backfire if they don't take into account the potential for inland flooding caused by rising groundwater levels," Su explained. "Excessive groundwater could potentially reduce sewer capacity, increase the risk of corrosion and contaminate the drinking water supply by weakening the pipes."

The researchers noted that studies prior to this one did not include the groundwater flooding effects, which led those studies to anticipate more benefits from underground walls than this latest paper now suggests.




"The standard plan for protecting against flooding is to build seawalls," Befus added. "Our simulations show that just building seawalls will lead to water seeping in under the wall from the ocean as well as filling up from the landward side. Ultimately, this means if we want to build seawalls, we need to be ready to pump a lot of water for as long as we want to keep that area dry -- this is what the Dutch have had to do for centuries with first windmills and now large pumps."

Su concluded: "We found that building these protection barriers without accounting for potential inland flooding risks from groundwater can eventually worsen the very issues they aim to solve."

She added that "these risks highlight the need for careful planning when building barriers, especially in densely populated coastal communities. By addressing these potential issues, coastal communities can be better protected from rising sea levels."

When building flood-related or underground walls, there appears to be no perfect solution that prevents saltwater intrusion or groundwater flooding. As such, the researchers recommend that any underground barriers have additional plans to deal with the extra water that would pond up inland of the barrier, such as using pumps or French drains, which utilize perforated pipes embedded in gravel or loose rock that direct water away from foundations.

City planners in New York, San Francisco and coastal cities globally would do well to take heed of this as they develop plans to combat rising sea levels.
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Cracking the carb code: Researchers create new glycemic index database to improve dietary awareness | ScienceDaily
Karen Della Corte, BYU nutrition and dietetics professor, recently authored a new study, published in The American Journal of Clinical Nutrition, that developed a national glycemic index (GI) and glycemic load (GL) database to offer insights into the evolving quality of carbohydrates consumed in the United States, something that hadn't been done previously.


						
The GI is a scale used by public health researchers to categorize the quality of the carbohydrates. High-GI foods like white flour and sugar cereals cause a "sugar rush" that can negatively impact metabolic health. Additionally, GL factors in the quantity of carbohydrates consumed.

"Large-scale studies have shown that both high GI and GL diets are associated with an increased risk of Type 2 diabetes, cardiovascular disease, and some cancers," said Della Corte. "In addition, high-GI foods lead to quicker hunger and increased caloric intake and contribute to weight gain."

To conduct the study Della Corte and her husband, Dennis Della Corte, a BYU professor of physics and astronomy, developed an AI-enabled model that analyzes foods based on their GI and GL. They used the National Health and Nutrition Examination Survey (NHANES) which provided sample list of foods Americans eat daily. The AI matched the foods from the NHANES, based on the food descriptions, with their correlated GI/GL values. This created the first national GI database.

"Using open AI for the [creation] of the GI database was a novel application of ours and marks an advancement in nutritional research methodology," said Della Corte. "Looking forward, many new and important questions can now be investigated using this database relating to the role GI and GL play for chronic disease risk in the U.S."

This dietary database allowed Della Corte to analyze the carbohydrate intake from the data they collected from nearly 10,000 foods. A process which could have taken months was sped up and made possible using AI.

In addition to developing the methodology needed for the creation of the first national GI database in the U.S., their work includes the analysis of carbohydrate quality intake trends spanning over two decades. It reports on the top GL-contributing foods to the American diet such as soft drinks, white bread, rice and fruit juice.




"One key takeaway from this study is the importance of prioritizing low-glycemic carbohydrates in the diet. This means focusing on whole, minimally processed foods that release glucose slowly into the bloodstream and prevent spikes in blood sugar levels," said Della Corte. "Making swaps from refined grains to whole grains can help improve the healthfulness of the diet and lower the overall dietary GI."

Della Corte notes that having a simple understanding of what foods are low on the glycemic index can help people make more informed food choices. Think of it as turning your pantry into a "GI-friendly zone." She suggests adding the following items to your grocery list or including some of them in weekly meal prep:
    	Whole grains
    	Beans
    	Lentils
    	Chickpeas
    	Brown or wild rice
    	Quinoa
    	Barley
    	Steel-cut or rolled oats
    	Non-starchy vegetables
    	Fruits
    	Nuts

Additionally, the study found dietary patterns within GI and GL based on sex, race, ethnicity, education, and income levels. Not surprising, as individuals aged, they tended to make healthier carbohydrate choices. Those with a higher education and income were more likely to eat foods with lower GI. Black adults have the highest GI/GL and women have higher GI/GL than men.

The Della Cortes say they've enjoyed collaborating in this research and hope their database leads to increased public awareness of the importance of carbohydrate quality, which along with other important lifestyle factors could help prevent disease and extend an individual's health span.

"We hope that future studies derived from this database will add to the body of evidence needed to advocate for the incorporation of GI into public health guidelines and dietary recommendations."

In addition to the Della Cortes, BYU undergraduate student Sean Titensor and Dr. Simin Liu from Brown University also contributed to this research.
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Cash and conservation: A worldwide analysis of wildlife represented on money | ScienceDaily
If you were asked what images were depicted on each side of any of your country's banknotes, would you be able to confidently answer?


						
It's a question a team of Griffith researchers has posed as a way to explore just what flora and fauna that nations around the globe choose to represent on their currency, and the opportunities they present for conservation awareness and efforts.

In the new study published in People and Nature, lead author Beaudee Newbery and his supervisors Associate Professor Guy Castley and Dr Clare Morrison, investigated the representation of native fauna on 4,541 banknotes from 207 countries between 1980 and 2017, to identify geographic hotspots and taxonomic patterns, and determine whether threatened and endemic species were more readily represented.

They found:
"For many of us around the world using banknotes and coins is part of the everyday, despite the increasing trend towards digital transactions," Associate Professor Castley said.

"But in making these transactions, do we pay any notice to the currency itself and the images and artwork that are used in these designs?

"To get a sense of the 'value' that countries around the world might place on their native wildlife, our paper explored how wildlife imagery was used on banknotes.

"We were interested in finding out how often wildlife, specifically native animals, were depicted, but also which species were depicted."

The team recommended several avenues for further investigation to explore the relationships between perceived value and wildlife representation.




These included longitudinal studies of how representation changes over time; the inclusion of flora and/or coin imagery; identifying species-specific traits for selected wildlife; and examining the decision-making processes governing wildlife imagery on banknotes.

"Given the global biodiversity crisis, perhaps there may be a trend to showcase threatened species to highlight their plight and raise national awareness for these species," Associate Professor Castley said.

"This study underscores the role that wildlife imagery on banknotes can play in shaping national identity and public perception of a country's biodiversity."

"By highlighting both the celebrated and threatened species, currencies around the world serve as a unique platform for promoting conservation awareness."
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Climate change means that tropical cyclones in Southeast Asia are developing faster, lasting longer | ScienceDaily
A study co-led by researchers at Rowan University in the US, Nanyang Technological University, Singapore (NTU Singapore) and the University of Pennsylvania, US, reveals that tropical cyclones in Southeast Asia are now forming closer to coastlines, intensifying more rapidly, and lingering longer over land.


						
These changes, driven by climate change, heighten risks for tens of millions in coastal areas, with cities like Hai Phong, Yangon, and Bangkok facing unprecedented threats from longer lasting and more intense storms.

A tropical cyclone is a powerful, rotating storm that forms over warm ocean waters and brings strong winds and heavy rain. Tropical cyclones typically form in the tropical zone near the equator, characterised by warm ocean waters and consistent temperatures, providing the necessary heat and moisture for these cyclones to develop and intensify.

Based on the analysis of more than 64,000 modelled historic and future storms from the 19th century through the end of the 21st century, the study, published in the peer-reviewed Nature partner journal Climate and Atmospheric Science, highlights significant changes in tropical cyclone behaviours in Southeast Asia, such as increased formation near coastlines and slower movement over land, which could pose new risks to the region.

The study found that climate change alters tropical cyclones' paths in Southeast Asia. This research is the first to use data from various climate models to examine cyclones over the 19th, 20th, and 21st centuries.

The group of researchers explains that around the world, tropical cyclones are affected by warming ocean waters, and the warmer they get, the more energy storms can draw from them.

Lead author Assistant Professor Andra Garner, at Rowan University's School of Earth & Environment, said: "Southeast Asia has very densely populated coastlines, currently home to more than 70 per cent of the global population that's exposed to future sea level rise. When you're looking at that densely populated coastline, and it's a region affected by tropical cyclones, there's a real risk, especially when those storms become more damaging, and populations continue to grow."

Co-author of the study Professor Benjamin Horton, Director of NTU's Earth Observatory of Singapore,said: "Tropical cyclones have caused torrential rains and severe flooding across Southeast Asia, prompting mass evacuations, destroying infrastructure, and affecting the lives and livelihoods of thousands of people. Our study shows that as the cyclones travel across warmer oceans from climate change, they pull in more water vapour and heat. That means stronger wind, heavier rainfall, and more flooding when the typhoons hit land." Prof Horton is also a Professor in Earth Science at NTU's Asian School of the Environment.




The study is part of NTU's S$50 million interdisciplinary climate research programme, the Climate Transformation Programme (CTP). Hosted by its Earth Observatory of Singapore and funded by Singapore's Ministry of Education, the CTP aims to investigate climate change, develop, inspire, and accelerate knowledge-based solutions, and educate future leaders to establish the stable climate and environment necessary for a resilient and sustainable Southeast Asia.

Counting on advanced climate models to uncover new cyclone risks

Unlike traditional studies of historical weather patterns and storms, the researchers tailored computer simulations to manipulate various factors, such as projected increases in human-caused emissions and their impact on a warming planet.

The simulations show changes in where cyclones form, strengthen, slow down, and eventually dissipate, providing important insights into the impact of a warming climate on these storms.

Study co-author Dr Dhrubajyoti Samanta, Senior Research Fellow at NTU's Earth Observatory of Singapore, said: "By examining storms over an extended period, our study delivers insights that can help governments prepare for future storms and guide community development planning. Leveraging nine global climate models, this study significantly reduces the uncertainty in predicting tropical cyclone changes, which has been a challenge in past studies using just a single model."

Study co-author Mackenzie Weaver, from the Department of Earth and Environmental Science at the University of Pennsylvania, said: "Conducting a long-term analysis allows for better understanding of both past and future changes to tropical cyclone tracks, which can inform coastal resilience strategies in both the near-term and more distant future.

Asst Prof Garner added: "There were two takeaways: First, we should be acting to reduce emissions, so we can curb the impacts of future storms. Second, we should be acting now to protect those coastlines for the future, which will likely see some worsened tropical cyclone impacts regardless of future emissions."

The team of researchers will conduct more detailed studies to better understand extreme weather conditions in the region and further determine how they could impact vulnerable populations.
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AI opens door to safe, effective new antibiotics to combat resistant bacteria | ScienceDaily
In a hopeful sign for demand for more safe, effective antibiotics for humans, researchers at The University of Texas at Austin have leveraged artificial intelligence to develop a new drug that already is showing promise in animal trials.


						
Publishing their results in Nature Biomedical Engineering, the scientists describe using a large language model -- an AI tool like the one that powers ChatGPT -- to engineer a version of a bacteria-killing drug that was previously toxic in humans, so that it would be safe to use.

The prognosis for patients with dangerous bacterial infections has worsened in recent years as antibiotic-resistant bacterial strains spread and the development of new treatment options has stalled. However, UT researchers say AI tools are game-changing.

"We have found that large language models are a major step forward for machine learning applications in protein and peptide engineering," said Claus Wilke, professor of integrative biology and statistics and data sciences, and co-senior author of the new paper. "Many use cases that weren't feasible with prior approaches are now starting to work. I foresee that these and similar approaches are going to be used widely for developing therapeutics or drugs going forward."

Large language models, or LLMs, were originally designed to generate and explore sequences of text, but scientists are finding creative ways to apply these models to other domains. For example, just as sentences are made up of sequences of words, proteins are made up of sequences of amino acids. LLMs cluster together words that share common attributes (such as cat, dog and hamster) in what's known as an "embedding space" with thousands of dimensions. Similarly, proteins with similar functions, like the ability to fight off dangerous bacteria without hurting the people who host said bacteria, may cluster together in their own version of an AI embedding space.

"The space containing all molecules is enormous," said Davies, co-senior author of the new paper. "Machine learning allows us to find the areas of chemical space that have the properties we're interested in, and it can do it so much more quickly and thoroughly than standard one-at-a-time lab approaches."

For this project, the researchers employed AI to identify ways to reengineer an existing antibiotic called Protegrin-1 that is great at killing bacteria, but toxic to people. Protegrin-1, which is naturally produced by pigs to combat infections, is part of a subtype of antibiotics called antimicrobial peptides (AMPs). AMPs generally kill bacteria directly by disrupting cell membranes, but many target both bacterial and human cell membranes.




First, the researchers used a high-throughput method they had previously developed to create more than 7,000 variations of Protegrin-1 and quickly identify areas of the AMP which could be modified without losing its antibiotic activity.

Next, they trained a protein LLM on these results so that the model could evaluate millions of possible variations for three features: selectively targeting bacterial membranes, potently killing bacteria and not harming human red blood cells to find those that fell in the sweet spot of all three. The model then helped guide the team to a safer, more effective version of Protegrin-1, which they dubbed bacterially selective Protegrin-1.2 (bsPG-1.2).

Mice infected with multidrug-resistant bacteria and treated with bsPG-1.2 were much less likely to have detectable bacteria in their organs six hours after infection, compared to untreated mice. If further testing offers similarly positive results, the researchers hope eventually to take a version of the AI-informed antibiotic drug into human trials.

"Machine learning's impact is twofold," Davies said. "It's going to point out new molecules that could have potential to help people, and it's going to show us how we can take those existing antibiotic molecules and make them better and focus our work to more quickly get those to clinical practice."

This project highlights how academic researchers are advancing artificial intelligence to meet societal needs, a key theme this year at UT Austin, which has declared 2024 the Year of AI.

The study's other authors are research associate Justin Randall and graduate student Luiz Vieira, both at UT Austin.

Funding for this research was provided by the National Institutes of Health, The Welch Foundation, the Defense Threat Reduction Agency and Tito's Handmade Vodka.
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What's the weather like in the deep sea? | ScienceDaily
A new study has revealed how even the deepest seafloors are affected by  the daily back-and-forth of the tides, and the change of the seasons,  and that currents at the bottom of the ocean are far more complicated  than previously thought. These findings are helping to idenitify the  deep-sea pathways of nutrients that support important deep-sea  ecosystems, assessing where microplastics and other pollutants  accumulate in the ocean, and helping with the reconstruction of past climate change.  The study by the international research team, in which Prof. Dr. Elda  Miramontes from MARUM - Center for Marine Environmental Sciences and the  Faculty of Geosciences at the University of Bremen is also involved,  has now been published in the scientific journal Nature Geoscience.


						
The seafloor is the final destination for all sorts of particles, like sand, mud, organic carbon that provides food for seafloor organisms, and even pollutants. Accumulations of these particles in the deep sea are used to reconstruct past climates, natural hazards and ocean conditions; providing valuable archives of past change that extend far beyond historical records. The lead scientist on the project, Dr Mike Clare of National Oceanography Centre (NOC) explains: "It is important to understand the behavior and pathways of currents that operate in the deep sea, in order to determine pathways of natural and human-made particles and make sense of those records preserved in deposits."

He adds: "However, there have been very few direct measurements made of currents that flow across the seafloor in deep waters. Most are made high above the seafloor, over short timescales, and only at individual locations. Until now we have not understood how dynamic seafloor currents can be in the deep sea."

A new study that involved researchers from the UK, Canada, Germany and Italy analyzed data from the most extensive array of sensors yet deployed in the deep sea to determine the variability in seafloor currents over four years. Thirty-four deep sea moorings were deployed in up to 2.5 km water depths, equipped with high-frequency Acoustic Doppler Current Profilers -- like an underwater speed camera to measure seafloor currents. Previous models suggested that these currents would be continuous and steady, but the new results provided big surprises. Currents sped up and slowed down, sometimes reversed direction completely, and were steered in different directions locally by the irregular seafloor relief.

"These are the first measurements of deep-sea currents across such a large area, long duration and so close to the seafloor. This makes them extremely valuable as they will help improve our models for reconstructing past changes related to climate change in the ocean" said Professor Elda Miramontes of MARUM -- Center for Marine Environmental Sciences and Faculty of Geosciences at the University of Bremen, co-author of the study.

The study's lead author, Dr Lewis Bailey (formerly of NOC and now at University of Calgary) said "The ocean bottom currents offshore Mozambique are far more variable than we expected. Just like currents in the upper ocean, their intensity changes between seasons and can even flip backwards and forwards over the course of several hours." 

Dr Ian Kane of University of Manchester, and a co-author of the study commented "Seeing how these currents behave is a bit like observing the weather in Manchester -- always changing and often surprising. But observing change in the deep sea is really challenging and, until now, we have had a poor understanding of what background conditions are like in the deep-sea."

The lead scientist on the project, Dr Mike Clare of NOC, added: "The deep sea can be extremely dynamic and this study underlines the importance of sustained observations, which provide critical information on understanding the ocean. More detailed observations are critical for understanding the important role bottom currents play in transporting sediment, carbon and pollutants across our planet." 
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Researchers explore the potential of clean energy markets as a hedging tool | ScienceDaily
Clean energy investments offer potential stability and growth, especially during volatile market conditions. A recent study by researchers from Korea explored the relationship between clean energy markets and global stock markets. Significant spillovers were observed from major indices like the SP500 to markets such as Japan's Nikkei225 and Global Clean Energy Index. These interactions suggest opportunities for optimizing investment portfolios and leveraging clean energy assets as hedging tools in volatile market environments.


						
Climate change has significantly impacted lives worldwide and prompted governments to adopt policies promoting sustainability and use of clean energy sources. This shift to clean energy has triggered increased investments in renewable energy and technologies. Clean energy assets possess a unique advantage -- they are not affected by parameters influencing their traditional stock market counterparts. However, the interactions between the clean energy and traditional stock markets are not well understood.

To fill this gap, a group of researchers led by Professor Sang Hoon Kang from Pusan National University explored the relationship between clean energy indices and major international stock markets. The researchers investigated if clean energy investments could provide stability when traditional stock markets experience turbulence. Their findings were published online on 10 July 2024 in the journal of Energy Economics. 

The researchers used a method called tail quantile connectedness regression to study how different financial assets interacted, especially during extreme market conditions. This method let them examine how shocks from major stock indices like the SP500 and the FTSE100, as well as the Renewable Energy and Clean Technology Index (RECTI), affect other indices such as Japan's Nikkei225 and the Global Clean Energy Index (GCEI).

Prof. Kang explains, "Investors seek to protect their portfolios from volatility by diversifying with assets that don't follow the same trends as traditional stocks. Clean energy assets are promising for this purpose because they are influenced by different factors, such as government policies and technological advancements in renewable energy."

The study found that financial shocks often start in major markets like the US, the EU, and the UK, and from indices such as the RECTI, then flow to markets in Japan and the GCEI. During normal and bull market (when stock prices are increasing) phases short-term effects dominated, whereas during declining or busting market states, the impacts ranged from intermediate to long-term ones. This shows that different clean energy indices play unique roles in the global financial system, affecting how information and risks are spread across markets, and highlights their resilience and lasting influence, even in challenging economic climates.

Furthermore, the study identified specific roles played by different clean energy indices in information transmission. For instance, the RECTI tends to act actively, while the Green Bond Index remains relatively isolated. The GCEI, on the other hand, tends to receive information passively.




These findings suggest that clean energy investments can act as hedges or buffers during fluctuating market conditions, promoting financial stability and resilience against economic turbulence.

Prof. Kang elaborates, "Our findings suggest that clean energy assets paired with other financial assets such as WTI and CSI300, should form a significant portion of a diversified investment portfolio to mitigate risks during different market conditions."

He concludes with the long-term impact of their study, "Heightened awareness and better understanding of the spillover effects between these markets can drive policy decisions that support sustainable economic growth and environmental protection, ultimately fostering a more resilient global financial system."

In summary, the expanding clean energy sector holds great potential to promote financial stability amidst fluctuating markets.
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New principle for treating tuberculosis | ScienceDaily
Researchers from Heinrich Heine University Dusseldorf (HHU) and the University of Duisburg-Essen (UDE) have together succeeded in identifying and synthesising a group of molecules that can act against the cause of tuberculosis in a new way. In the scientific journal Cell Chemical Biology, they describe that the so-called callyaerins act against the infectious disease by employing a fundamentally different mechanism compared to antibiotic agents used to date.


						
The infectious disease tuberculosis is caused by the bacterium Mycobacterium tuberculosis (for short: M. tuberculosis). More than ten million people contract the disease worldwide every year. According to the World Health Organisation (WHO), 1.6 million people died of tuberculosis in 2021 alone. This makes it one of the most significant infectious diseases and, in particular in countries with inadequate healthcare systems, it represents a serious threat to the population.

Over time, M. tuberculosis has developed resistance to many antibiotics, making treatment increasingly difficult. There are currently only a few drugs available that are effective against resistant strains. Researchers are therefore seeking new antibacterial compounds and mechanisms of action as a basis for the development of completely new drugs.

A research team headed by Professor Dr Rainer Kalscheuer from the Institute of Pharmaceutical Biology and Biotechnology at HHU and Professor Dr Markus Kaiser from the Center of Medical Biotechnology at UDE has identified one such fundamentally new approach involving callyaerins. Chemically, these natural substances of marine origin are classed as so-called cyclopeptides.

"We have succeeded in chemically synthesising the substance that occurs naturally in marine sponges in order to test its effect on tuberculosis bacteria in cell cultures. This has enabled us to produce new, more potent derivatives that do not exist in nature. Such chemical synthesis needs to be successful before a potential active agent can be used as a drug on a large scale," explains Dr David Podlesainski from UDE, one of the two lead authors of the study that has now been published in Cell Chemical Biology.

The tuberculosis bacterium primarily infects human phagocytes, the so-called macrophages, in which the bacteria then multiply. The researchers have now discovered that callyaerins can inhibit the growth of the bacterium in human cells.

Emmanuel Tola Adeniyi, doctoral researcher at HHU and co-lead author of the study: "The callyaerins attack a specific membrane protein of M. tuberculosis called Rv2113, which is not essential for the viability of the bacterium. This comprehensively disrupts the metabolism of the bacterium, hindering its growth. By contrast, human cells remain unaffected by the callyaerins."

Professor Kalscheuer, corresponding author of the study: "With the callyaerins, we have discovered a new mechanism of action. Unlike other antibiotics, these substances do not block vital metabolic pathways in the bacterial cell. Instead, they directly attack a non-essential membrane protein of the bacterium, which has not been considered as a potential target before."

Professor Kaiser, the second corresponding author, focuses on a further perspective: "In further research work, we now need to clarify precisely how callyaerins interact with Rv2113 and how this interaction disrupts various cellular processes in such a way that M. tuberculosis can no longer grow. However, we have been able to show that non-essential proteins can also represent valuable target structures for the development of novel antibiotics."
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More electricity from the sun | ScienceDaily
A coating of solar cells with special organic molecules could pave the way for a new generation of solar panels. As a research team reports in the journal Angewandte Chemie, this coating can increase the efficiency of monolithic tandem cells made of silicon and perovskite while lowering their cost -- because they are produced from industrial, microstructured, standard silicon wafers.


						
In solar cells, light "knocks" electrons out of a semiconductor, leaving behind positively charged "holes." These two charge carriers are separated from each other and can be collected as current. Tandem cells were developed to better exploit the entire spectrum of sunlight and increase solar cell efficiency. Tandem cells are made of two different semiconductors that absorb different wavelengths of light. Primary contenders for use in this technology are a combination of silicon, which absorbs mostly red and near-infrared light, and perovskite, which very efficiently uses visible light. Monolithic tandem cells are made by coating a support with the two types of semiconductor, one on top of the other. 

For a perovskite/silicon system, this is usually achieved by using silicon wafers that are produced by the zone melting process and have a polished or nanostructured surface. However, these are very expensive. Silicon wafers produced by the Czochralski process with micrometer-scale pyramidal structural elements on their surfaces are significantly cheaper. These microtextures result in better light capture because they are less reflective than a smooth surface. However, the process of coating these wafers with perovskite results in many defects in the crystal lattice, which affect the electronic properties. Transfer of the released electrons is impeded, and electron-hole recombination increasingly occurs through processes that do not emit light. Both the efficiency and the stability of the perovskite layer are decreased.

Headed by Prof. Kai Yao, a Chinese team at Nanchang University, Suzhou Maxwell Technologies, the CNPC Tubular Goods Research Institute (Shaanxi), the Hong Kong Polytechnic University, the Wuhan University of Technology, and Fudan University (Shanghai) has now developed a strategy for surface passivation that allows the surface defects of the perovskite layer to be smoothed out. A thiophenethylammonium compound with a trifluoromethyl group (CF3-TEA) is applied by a dynamic spray coating process. This forms a very uniform coat -- even on microtextured surfaces.

Due to its high polarity and binding energy, the CF3-TEA coating very effectively weakens the effects of the surface defects. Nonradiative recombination is suppressed, and the electronic levels are adjusted so that the electrons at the interface can be more easily transferred to the electron-capturing layer of the solar cell. Surface modification with CF3-TEA allows perovskite/silicon tandem solar cells based on common textured wafers made of Czochralski silicon to attain a very high efficiency of nearly 31% and maintain long-term stability.
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Strong El Nino makes European winters easier to forecast | ScienceDaily
Heavy rain and flooding in Brazil in November could tell forecasters whether December, January and February in Britain will be cold and dry or mild and wet.


						
This is because forecasting European winter weather patterns months in advance is made simpler during years of strong El Nino or La Nina events in the tropical Pacific Ocean, a new study has found.

A strong El Nino or La Nina in the Pacific Ocean can bring big changes in temperatures, wind patterns and rainfall patterns to South America. When this occurs, forecasters can more easily tell if Europe will have a mild winter or a cold one. In contrast, when tropical Pacific temperatures were close to average, it was more difficult for forecasters to predict what sort of weather Europe would have in December, January and February.

Dr Laura Baker, lead author of the research at the University of Reading and National Centre for Atmospheric Science, said: "Understanding when seasonal forecasts are likely to be more or less reliable could help everyone from energy companies planning for winter demand to government agencies preparing for potential weather-related emergencies. Our findings could help to improve long-range winter forecasts in other parts of the world, as well as Europe.

"As climate change continues to alter global weather patterns, research like this plays a crucial role in improving our ability to anticipate and prepare for future winter conditions."

Decades of data 

The study, published today (Wed, 31 July) in Geophysical Research Letters, examined the skill of seasonal forecast systems in predicting two key atmospheric patterns that shape winter weather in Europe: the North Atlantic Oscillation (NAO) and East Atlantic Pattern (EA).

The research team analysed 30 years of winter forecasts from seven different prediction systems used across Europe and North America and archived by the ECMWF Copernicus Climate Change Service. By looking at which winters were predicted well or poorly across multiple systems, they were able to identify common factors influencing predictability.

The researchers found that the ability to predict these patterns varies greatly from year to year. Some winters are much more predictable than others, depending on conditions in other parts of the world. The study shows that when strong El Nino or La Nina events are occurring, weather forecasters can place more confidence in long-range predictions for the coming winter. However, in other years, such forecasts should be viewed with more caution.

The study also revealed that unusual conditions in the upper atmosphere over the Arctic can make European winters harder to predict. When sudden changes occur in these high-altitude wind patterns, forecast systems often struggled to anticipate the impacts on weather at ground level.
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Green hydrogen: 'Artificial leaf' becomes better under pressure | ScienceDaily
Hydrogen can be produced via the electrolytic splitting of water. One option here is the use of photoelectrodes that convert sunlight into voltage for electrolysis in so called photoelectrochemical cells (PEC cells). A research team at HZB has now shown that the efficiency of PEC cells can be significantly increased under pressure.


						
Some call it an 'artificial leaf': instead of the natural Photosystem II complex that green leaves in nature use to split water with sunlight, photoelectrochemical cells, or PEC cells for short, use artificial, inorganic photoelectrodes to generate the voltage required for the electrolytic splitting of water from sunlight.

Minimising losses

The best performing devices already achieve impressive energy conversion efficiencies of up to 19 per cent. At such high efficiencies, losses due to bubble formation start to play an important role. This is because bubbles scatter light, preventing optimal illumination of the electrode. Moreover, bubbles may block the electrolyte from contacting the electrode surface and thus cause electrochemical deactivation. To minimize these losses, it would help to reduce the bubble sizes by operating the device at higher pressure. However, all PEC devices reported thus far have been operating at atmospheric pressure (1 bar).

Enhancing the pressure

A team from the Institute for Solar Fuels at HZB has now investigated water splitting at elevated pressure under PEC-relevant conditions. They used gas to pressurise PEC flow cells to between 1 and 10 bar and recorded a number of different parameters during electrolysis. They also developed a multiphysics model of the PEC process and compared it with experimental data at normal and elevated pressure.

This model now allows to play with the parameters and identify the key levers. "For example, we investigated how the operating pressure affects the size of the gas bubbles and their behaviour at the electrodes," says Dr Feng Liang, first author of the paper now published in Nature Communications.

Energy losses halved

The analysis shows that increasing the operating pressure to 8 bar halves the total energy loss, which could lead to a relative increase of 5-10 percent in the overall efficiency. "The optical scattering losses can be almost completely avoided at this pressure," explains Liang. "We also saw a significant reduction in product cross-over, especially the transfer of oxygen to the counter electrode."

At higher pressures, however, there is no advantage, so the team suggests 6-8 bar as the optimum operating pressure range for PEC electrolysers. "These findings, and in particular the multiphysics model, can be extended to other systems and will help us to increase the efficiencies of both electrochemical and photocatalytic devices," says Prof. Dr. Roel van de Krol, who heads the Institute for Solar Fuels at HZB.
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Scientists capture immune cells hidden in nasal passages | ScienceDaily
Scientists at La Jolla Institute for Immunology (LJI) have published the first-ever, in-depth analysis of immune cell memory in the upper airways of adult volunteers. Among these immune cells, the researcher spotted "tissue resident" memory cells, which stand ready to defend the airway from SARS-CoV-2 and other respiratory diseases.


						
"We were finally able to take a closer look at the anatomy of infection -- what happens when a virus infects tissues of the upper airway," says LJI Instructor Sydney Ramirez, M.D., Ph.D., who served as first author of the new Nature study.

The researchers also captured a first look at how immune cells that reside in the nasal passages work alongside immune cells that circulate in the bloodstream. Both kinds of immune cells appear essential for fighting upper airway infections and building long-term immunity against specific pathogens.

"We have discovered that there is actually a lot of immune memory physically present in your upper airway. That means you do not necessarily have to wait for immune cells elsewhere in the body to find their way into your upper airway to fight an infection," says LJI Professor and Chief Scientific Officer Shane Crotty, Ph.D., senior author of the new study.

The scientists say these findings may lead to better vaccines to boost immune protection. "This discovery helps us understand immunity to pathogens and will hopefully help us develop new vaccines against viruses that infect the airway," Crotty says.

Hidden in the airway

The researchers found that immune cells such as T cells and B cells leap into action in response to SARS-CoV-2 vaccination or infection. They measured a large variety of T cells and B cells, which have diverse functions in immunity and inflammation.




The researchers also discovered that the airway is home to virus-specific memory immune cell populations including tissue-resident memory T cells, memory B cells and antibody-producing cells. Memory B cells can activate to make potent antiviral and antibacterial antibodies to protect the nose and throat from infections.

Ramirez calls the discovery of these long-lived immune cells "really striking." These specialized "tissue resident" immune cells were adapted to surviving in the upper airway, and they stayed in the airway for at least six months.

Adenoids in action

The scientists also found that the adenoids became more active in response to infection. Adenoids are unique sentinel immune system tissue that sit at the back of the nasal passages, just above the top of the throat. They sample the air we breathe and are home to germinal centers, which produce disease-fighting B cells that make antibodies.

Adenoids are known to shrink in adulthood. "Many medical researchers assumed that you hit a certain age and your tonsils disappear and your adenoids disappear," says Ramirez.

But the new study shows even older study participants had pathogen-fighting cells in their adenoid tissue. These "germinal center" B cells were specially trained to fight specific viruses, such as SARS-CoV-2. The researchers also found immune cells called T follicular helper cells, which send important signals to B cells in the germinal centers.




"These cells are very important, and they have not been easy to sample in the past," says study co-author Paul Lopez, Ph.D., a Research Technician in the Crotty Lab who worked closely with Farhoud Faraji, M.D., Ph.D., of the Crotty Lab and L. Benjamin Hills, M.D., Ph.D., at UC San Diego.

A promising new technique

Many diseases get a foothold in the body by first infecting the upper airway. Until now, however, it has been surprisingly tough to collect these cells, and researchers who do sample these cells often find the cells too degraded for analysis.

For the new study, the researchers worked closely with LJI Clinical Director Gina Levi, R.N., and clinical coordinators in LJI's John and Susan Major Center for Clinical Investigation to develop a new swabbing technique to sample these elusive immune cells.

Levi's team met monthly with study participants and used swabs to collect immune cells from their nasal passages. To make sure the swabs were reaching the correct tissues and properly sampling the adenoids, the LJI team worked with UC San Diego surgical experts Carol H. Yan, MD, and Adam S. DeConde, MD, whose endoscopy skills allowed swabs to be collected while using a camera (endoscope) to document the sample collection site within the nasal cavity.

Speed was also key to success. The researchers found that they could avoid cell loss and degradation if they processed the samples the same day and didn't freeze the cells.

"My coordinators and I were able to get study participants swabbed before 1 p.m. each day," says Levi, who co-authored the new study. "We'd have things ready to process the cells right away, and then Sydney would stay late to analyze the samples."

Next steps for measuring immunity

Going forward, the LJI researchers are interested in studying how immune cell populations in the airway shift in response to intranasal vaccines, such as the influenza vaccine FluMist, which is sprayed into the nose. They are also continuing to sample some study volunteers to track how long their immune cell populations, including those helpful memory B and T cells, remain stable.

Lopez says the swabbing technique and analysis method may also prove important for immunologists investigating other aspects of the immune system, such as immune cells involved in chronic rhinosinusitis from allergies.

"It would be very interesting to measure immune cells during different disease states and maybe use this information as a possible diagnostic tool in the future," Lopez says.

Additional authors of the study, "Immunological memory diversity in the human upper airway," included Benjamin Goodwin, Hannah D. Stacey, Henry J. Sutton, Kathryn M. Hastie, Erica Ollmann Saphire, Hyun Jik Kim, and Sara Mashoof.

This study was supported by National Institutes of Health (NIH, T32 AI007036), the NIH National Institute of Allergy and Infectious Diseases (NIAID, AI142742), and an A.P. Giannini Foundation fellowship award.
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Recent volcanic 'fires' in Iceland triggered by storage and melting in crust | ScienceDaily
Scientists from UC San Diego's Scripps Institution of Oceanography have detected geochemical signatures of magma pooling and melting beneath the subsurface during the "Fagradalsfjall Fires," that began on Iceland's Reykjanes peninsula in 2021.


						
Continuous sampling of the erupted lavas from the Fagradalsfjall volcano enabled a detailed time-series analysis of geochemical signals. These show that the start of the eruption began with massive pooling of magma, contrasting initial hypothesis for magma ascent straight from the mantle.

Scripps Oceanography geologist James Day and his colleagues report on the analyses July 31 in the journal Nature.

"By collecting lavas in regular intervals, and then measuring their compositions in the laboratory, we can tell what's feeding the volcano at depth," said study lead Day. "It's a bit like taking regular measurements of someone's blood. In this case, the volcano's 'blood' are the molten lavas that emanate so spectacularly from it."

Day, students at Scripps Oceanography, and international colleagues have been studying basaltic lavas from other recent volcanic eruptions in addition to Iceland. These include the 2021 eruption of the Tajogaite volcano on the island of La Palma in the Canary Islands and the 2022 eruption of Mauna Loa in Hawai'i. They have found evidence for similar magma pooling beneath La Palma.

"What makes the Iceland eruption so remarkable is the huge signal of crust within the earliest lavas," said Day. "Along with our studies from La Palma, it suggests crustal magma storage may be a common process involved in the run up to larger basaltic eruptions like those in Iceland or the Canary Islands. This information will be important for understanding volcanic hazard in the future," he added, "as it may help to forecast volcanic activity."

Previous studies had suggested that the Fagradalsfjall Fires erupted from the surface without interaction with the crust. Day's team, including UC San Diego undergraduate student Savannah Kelly, used the isotopic composition of the element osmium to understand what was happening beneath the volcano.




"What's useful about using osmium," said Day, "is that one of its isotopes is produced by the radiogenic decay of another metal, rhenium. Because the elements behave differently during melting, one of the elements, rhenium, is enriched in Earth's crust." Day and colleagues took advantage of the distinct behaviors of rhenium and osmium to show that the early lavas from the Fagradalsfjall Fires were contaminated by crust.

Earth can be broken up into a series of layers. The deepest portion is the metallic core. The shallowest layers are the atmosphere, ocean, and the rocky crust. All human beings live on the crust, which is dominated by rock types such as granite or basalt like that found in Iceland's lavas. In between the core and crust is the vast mantle of the Earth. This mantle layer is where melting occurs to produce the magmas feeding volcanoes like those in Iceland.

Previous works published on the recent volcanic eruptions on the Reykjanes Ridge had used other geochemical fingerprints to study the lavas. These fingerprints suggested only mantle contributions to the lavas. Osmium isotopes are highly sensitive to crust and enabled the unambiguous identification of its addition into the early lavas.

"The work began as undergraduate research experience for Savannah (Kelly) and we fully expected to see mantle signatures in the lavas throughout the eruption," said Day. "You can imagine our astonishment when we were sitting in front of the mass spectrometer measuring the early samples and saw obvious signals of crust within them."

The team analyzed lavas erupting from the Fagradalsfjall volcano in 2021 and in 2022. The 2021 lavas were contaminated by crust, the 2022 lavas were not. They conclude that the earliest lavas pooled in the crust and interaction with the crust may have helped trigger the eruption.

"After that, it appears that the magma of later eruptions used pre-existing pathways to get to the surface," Day said.

Day and colleagues plan to continue their work on Iceland and other basaltic eruptions into the future. Previous eruptions on the Reykjanes peninsula have lasted for centuries.

"It seems that the volcanic 'fires' in Iceland will outlast me," Day said. "The eruptions that are likely to continue there will provide a treasure trove of important scientific information on how volcanoes work and their associated hazards. Our study shows that the beginning of the eruption was not just visually spectacular, but was also geochemically so."

Besides Day and Kelly, Geoffrey Cook of Scripps Oceanography, William Moreland and Thor Thordarsson from the University of Iceland, and Valentin Troll from Uppsala University in Sweden were involved in the research. The National Science Foundation (NSF) Petrology and Geochemistry program partly funded the research.
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This protein does 'The Twist' | ScienceDaily
Proteins are constantly performing a kind of dance. They move and contort their bodies to fulfill specific functions inside our bodies. The NMDAR protein executes an especially hard dance routine in our brains. One wrong step can lead to a range of neurological disorders. NMDAR binds to the neurotransmitter, glutamate, and another compound, glycine. These bindings control NMDAR's dance steps. When their routine is over, the NMDAR opens. This open ion channel generates electrical signals critical for cognitive functions like memory.


						
The problem is that scientists couldn't figure out the last step in NMDAR's routine -- until now. Cold Spring Harbor Laboratory Professor Hiro Furukawa and his team have deciphered the critical dance move in which NMDAR rotates into an open formation. In other words, they've learned the NMDAR "Twist."

To capture this key step, Furukawa and his team used a technique called electron cryo-microscopy (cryo-EM), which freezes and visualizes proteins in action. First, the team had to find a way to keep a type of NMDAR called GluN1-2B in its open pose long enough to image it. So, Furukawa teamed up with Professors Stephen Traynelis and Dennis Liotta at Emory University. Together, they discovered a molecule that favors NMDAR in an open position.

"It's not the most stable conformation," Furukawa explains. "There are many pieces dancing independently in NMDAR. They have to coordinate with each other. Everything has to go perfectly to open the ion channel. We need a precise amount of electrical signals at the right time for proper behaviors and cognitions."

The cryo-EM images allow researchers to see precisely how the NMDAR's atoms move during its "Twist." This may one day lead to drug compounds that can teach the correct moves to NMDARs that have lost a step. Better drugs that target NMDARs might have applications for neurological disorders like Alzheimer's and depression.

"Compounds bind to pockets within proteins and are imperfect, initially. This will allow us and chemists to find a way to fill those pockets more perfectly. That would improve the potency of the drug. Also, the shape of the pocket is unique. But there could be something similarly shaped in other proteins. That would cause side effects. So, specificity is key," Furukawa explains.

Indeed, there are many types of NMDARs in the brain. Another recent study from Furukawa's lab offers the first view of the GluN1-3A NMDAR. Surprisingly, its dance moves are completely different. This routine results in unusual patterns of electrical signals.

In other words, we're mastering the Twist. Next up: the headspin.
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Gut microbes implicated in bladder cancer | ScienceDaily
At any given time, over 10 trillion microbes call our guts their home. From breaking down nutrients in our food to strengthening our immunity against pathogens, these microbes play an essential role in how we interact with the world. This includes -- as shown in a new study by EMBL researchers and collaborators at the University of Split, Croatia -- the way the body responds to carcinogens and develops cancer.


						
Carcinogens are chemicals that can cause ordinary cells to transform into cancer cells, giving rise to tumours and cancer. They can be found in a number of places, tobacco smoke being one of the most well-known sources. Researchers have previously found that if mice are exposed to the nitrosamine BBN, one of the chemicals found in tobacco smoke, they reliably develop an aggressive form of bladder cancer. This is therefore used as a common laboratory model of carcinogen-induced cancer.

Janos Terzi?'s lab at the University of Split, Croatia, was studying this model when they made a curious observation. If the mice were fed antibiotics, at a dose that kills 99.9% of their gut bacteria, at the same time as they were exposed to BBN the chances of them forming tumours were much lower.

"While 90% of mice exposed to BBN went on to develop bladder tumours, only 10% of those that also received antibiotics did so. This led us to hypothesise that the gut bacteria might be involved in regulating the way BBN is processed in the body," said Blanka Roje, co-first author of the study and PhD student at the Laboratory for Cancer Research, University of Split School of Medicine in Croatia. "I'll never forget seeing BBN and BCPN bands on thin layer chromatography plates following overnight incubation of bacteria and BBN."

"The decrease in tumour incidence was so dramatic that at first I doubted the results, thinking we must have made a mistake somewhere in the experiment. Consequently, we repeated the experiment five times before we finally became 'believers'," Terzi? said. "It was fantastic to realise that with a treatment -- in this case, antibiotics -- we were able to abolish cancer development."

While attending a conference at EMBL Heidelberg, Terzi? met with Michael Zimmermann, a group leader at EMBL Heidelberg. The Zimmermann group specialises in using high-throughput methods to study gut microbiome functions, focusing mainly on a process called biotransformation. Biotransformation is the ability microorganisms have to alter or break down chemicals in their environment.

The initial meeting gave rise to a fruitful collaboration. The two groups decided to combine their expertise to understand whether and how gut bacteria affected the way the mice responded to the carcinogen. Using a variety of microbiology and molecular biology methods, the researchers discovered that bacteria living in the mouse gut could convert BBN into BCPN. Like BBN, BCPN belongs to a class of compounds called nitrosamines. However, the team found that, unlike BBN, BCPN concentrates in the urinary bladder and triggers tumour formation in a microbiome-dependent manner.




The researchers next studied over 500 isolated and cultured bacteria to identify the specific bacterial species involved in converting BBN to BCPN. "We found 12 species that can carry out this carcinogen biotransformation," said Boyao Zhang, co-first author of the study and former PhD student in the Zimmermann group. "We sequenced them and were surprised to find that many of those species were skin-associated and found at relatively low abundance in the gut. We speculated that there might be some transient transfer of such bacteria from the skin to the gut as a consequence of the animals' grooming. But it was important to figure out whether these findings would also be true for humans."

Following these initial studies in mice, the scientists used human faecal samples to show that human gut bacteria can also convert BBN to BCPN. As a proof of concept, they showed that if human stool was transplanted into the intestine of a mouse that had no gut microbiome of its own, they could also convert BBN to BCPN.

However, the researchers also observed large individual differences in the ability of the human gut microbiome to metabolise BBN, as well as in the bacterial species involved in the biotransformation. "We think this lays the foundation for further research to see whether a person's gut microbiome represents a predisposition for chemically induced carcinogenesis and could hence be used to predict the individual risk and potentially prevent cancer development," said Zimmermann.

"This difference in interindividual microbiota could explain why some people, despite being exposed to potential carcinogens, do not develop cancers while others do," Terzi? added.

Do these findings mean antibiotics can universally prevent cancer? No, of course not, says Zimmermann. "This calls for more studies, including some that we are doing currently, to understand how the microbiome influences the metabolism of different types of carcinogens. It is also important to remember that cancer is a multifactorial disease -- there is rarely a single cause."

The study aligns with EMBL's Microbial Ecosystems and Human Ecosystems transversal themes, which were introduced in its 2022-26 Programme, 'Molecules to Ecosystems'. The Microbial Ecosystems theme aims to explore microorganisms and their interactions with each other and with their environments, while the Human Ecosystems theme plans to take advantage of rapidly expanding human datasets to explore the gene-environment interplay and its effects on human phenotypes. Learn more about these research plans here.
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Unraveling a key junction underlying muscle contraction | ScienceDaily
The connections between the nervous system and muscles develop differently across the kingdom of life. It takes newborn humans roughly a year to develop the proper muscular systems that support the ability to walk, while cows can walk mere minutes after birth and run not long after.


						
University of California San Diego researchers, using powerful new visualization technologies, now have a clear picture of why these two scenarios develop so differently. The results offer new insight into understanding muscle contraction in humans that may help in developing future treatments for muscular diseases.

"In this study we set out to understand the molecular details involved in muscle contraction at the point of contact between motor neurons and skeletal muscles, which are the muscles we consciously control," said School of Biological Sciences Professor Ryan Hibbs, of the new study published in Nature. "We have discovered how the muscle protein changes in its composition during development, which is important in the context of diseases that cause progressive muscle weakness."

The ability of skeletal muscles to contract allows for our bodies to move -- from walking and jumping to breathing and blinking our eyes. All skeletal muscle contractions originate at the junction between motor neurons, which originate in the spinal cord and brainstem, and muscle fibers. It's here that neurons release a transmitter chemical called acetylcholine. These molecules bind to a protein receptor on the cells of muscles, triggering an opening in the cell membrane. Electrical currents flow into the cell, which causes muscles to contract.

The way neurons release chemicals that communicate with muscles has been a model system studied for more than a century. But a missing piece of this system has been visual depictions of how the process works. What does the structure of the muscle receptor protein that opens up look like?

To find out, Hibbs, study first author Huanhuan Li, a postdoctoral scholar, and Jinfeng Teng, a research data analyst, tapped cryo-electron microscopy (cryo-EM) technology based at UC San Diego's new Goeddel Family Technology Sandbox, a hub for cutting-edge research instruments. Cryo-EM leverages ultra-powerful microscopes to capture images of molecules that are "frozen" in place.

The results featured the first visualizations of the 3-D structure of the muscle acetylcholine receptor. Since human tissue is difficult to obtain for such muscle contraction studies, the researchers accessed fetal tissue samples from cow skeletal muscles. In order to isolate the receptor in the samples, the researchers turned to an unlikely source: snake venom. A poisonous snake neurotoxin that paralyzes prey was used to latch onto the muscle receptors in the cow samples, allowing the researchers to isolate the receptors to study them. The cryo-EM visualizations then allowed the researchers to witness how the receptor development process unfolds.




Along with the new data came a serendipitous finding. The researchers discovered that they could see the structures of both fetal and adult receptors from the same fetal cow tissue samples.

"We hoped to see the structure of the receptor and we did see that, but we also saw that there were two different versions of it," said Hibbs. "That was a surprise."

In retrospect, the discovery of two receptor types makes sense, according to Hibbs. Since calves are developing in utero, the fetal receptors were expected. To walk like an adult shortly after birth, they start building adult nerve-muscle connections much earlier in development.

"This discovery explains how animals like cows that need to walk on the day they are born form mature neuromuscular junctions before birth, unlike humans, who have poor muscle coordination for months after birth," said Hibbs. "Being able to see the receptor details allows us to connect their differences to how one allows for nerve-muscle connection and the other allows for muscle contraction."

The findings of the study are already being applied to investigations of muscle-based disorders, such as congenital myasthenic syndromes (CMS) that result in muscle weakness. A common autoimmune disease known as myasthenia gravis involves antibodies that mistakenly attack the muscle acetylcholine receptor, causing weak skeletal muscles.

"This new level of insight into the muscle receptor will help researchers understand how mutations in its gene cause disease, and may facilitate personalized treatment for individual patients with different pathologies in the future," said lead author Li.
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New collaborative research generates lessons for more adaptive lake management | ScienceDaily

That was a key takeaway from new research conducted by Utah State University, published in the American Society of Civil Engineer's Journal of Water Resources Planning and Management. Using Google Sheets during video calls, 26 Colorado River Basin managers and experts took on water user roles to discuss consuming, banking and trading Colorado River water.

As Western states face aridity and reservoir levels depleting, more of the water available for consumption and conservation comes from reservoir inflow, not storage. Water banking gives users more flexibility to respond to variable inflow and declining storage. Banking contrasts with current river management that requires California, Arizona, Nevada and Mexico to reduce their consumption as Lake Mead levels decline.

"This immersive, online and collaborative approach was different from previous methods that relied on offline models or complex computing systems to predict water needs and set rules," said David Rosenberg, the study lead and professor in the Civil and Environmental Engineering Department. "This method allowed participants to directly interact and collaboratively improve reservoir operations."

Collaborators stated that the modeling project was fun, more holistic and encouraged them to think about equity issues. Several collaborators also shared that a Lake Powell-Lake Mead water bank would be "a huge leap from management today."

Feedback from those 26 managers and experts helped improve the collaborative process, increase flexibility, and generate new insights for management. Rosenberg's research identified 10 key takeaways.
    	Model to provoke discussion about new operations rather than propose a solution. This is a desirable prelude to more formal evaluation of solutions or quantifying tradeoffs.
    	Solicit feedback early to allow collaborators to improve a management alternative and the online environment in which the alternative was modeled.
    	Identify points of conflict to focus limited time during model sessions to provoke discussion on future operations rather than mediate or try to resolve conflicts.
    	Provide model options showing different ways to approach points of conflict. Options turn conflicts into choices. Collaborators can then think about and discuss the choices.
    	Prorate reservoir evaporation by water account balance. Parties with larger account balances shared more responsibility for reservoir evaporation.
    	Many options exist to prevent reservoir draw down below the protection volumes specified in federal regulations.
    	Allow trades to increase management flexibility. There was much active trading within the collaborative model environments.
    	Manage the combined storage in Lake Powell and Lake Mead to offer more flexibility.
    	Find common benefits such as ability to more adaptively manage one's available water more independently of other users.
    	Recognize the limits of a model's acceptability and potential adoption.

Rosenberg's research follows on previously published works in 2023 and 2022 that showed other ways to adapt Lake Powell and Lake Mead releases to variable inflow and declining storage.

"I am excited to use immersive, online and collaborative models in other river basins and at different spatial and temporal scales," said Rosenberg.

For more information, click here.
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Scientists discover entirely new wood type that could be highly efficient at carbon storage | ScienceDaily
Researchers undertaking an evolutionary survey of the microscopic structure of wood from some of the world's most iconic trees and shrubs have discovered an entirely new type of wood. 


						
This discovery may open new opportunities to improve carbon sequestration in plantation forests by planting a fast-growing tree more commonly seen in ornamental gardens.

The study found that Tulip Trees, which are related to magnolias and can grow well over 100 feet tall, have a unique type of wood that does not fit into either category of hardwood or softwood.

Scientists from Jagiellonian University and the University of Cambridge used a low temperature scanning electron microscope (cryo-SEM) to image the nanoscale architecture of secondary cell walls (wood) in their native hydrated state.

The researchers found the two surviving species of the ancient Liriodendron genus, commonly known as the Tulip Tree (Liriodendron tulipifera) and Chinese Tulip Tree (Liriodendron chinense) have much larger macrofibrils then their hardwood relatives (macrofibrils are long fibres aligned in layers in the secondary cell wall).

Lead author of the research published in New Phytologist, Dr Jan Lyczakowski from Jagiellonian University, said: "We show Liriodendrons have an intermediate macrofibril structure that is significantly different from the structure of either softwood or hardwood. Liriodendrons diverged from Magnolia Trees around 30-50 million years ago, which coincided with a rapid reduction in atmospheric CO2. This might help explain why Tulip Trees are highly effective at carbon storage."

The team suspect it is the larger macrofibrils in this "midwood" or "accumulator-wood" that is behind the Tulip Trees' rapid growth.




Lyczakowski added: "Both Tulip Tree species are known to be exceptionally efficient at locking in carbon, and their enlarged macrofibril structure could be an adaptation to help them more readily capture and store larger quantities of carbon when the availability of atmospheric carbon was being reduced. Tulip Trees may end up being useful for carbon capture plantations. Some east Asian countries are already using Liriodendron plantations to efficiently lock in carbon, and we now think this might be related to its novel wood structure." 

Liriodendron tulipifera are native to northern America and Liriodendron chinense is a native species of central and southern China and Vietnam.

The discovery was part of a survey of 33 tree species from the Cambridge University Botanic Garden's Living Collections exploring how wood ultrastructure evolved across softwoods (gymnosperms such as pines and conifers) and hardwoods (angiosperms including oak, ash, birch, and eucalypts). 

Lyczakowski said: "Despite its importance, we know little about how the structure of wood evolves and adapts to the external environment. We made some key new discoveries in this survey -- an entirely novel form of wood ultrastructure never observed before and a family of gymnosperms with angiosperm-like hardwood instead of the typical gymnosperm softwood. 

"The main building blocks of wood are the secondary cell walls, and it is the architecture of these cell walls that give wood its density and strength that we rely on for construction. Secondary cell walls are also the largest repository of carbon in the biosphere, which makes it even more important to understand their diversity to further our carbon capture programmes to help mitigate climate change."

Wood ultrastructure

Wood ultrastructure refers to the detailed microscopic architecture of wood, encompassing the arrangement and organisation of its material components. This survey of wood using a cryo-scanning electron microscope focused on:
    	The Secondary Cell Wall: This is composed of mainly cellulose plus other complex sugars and is impregnated with lignin to make the whole structure rigid. These components make up the macrofibril, forming long aligned fibres that are arranged in distinct layers within the secondary cell wall.

    	The Macrofibril: This is currently the smallest structure we can measure using the cryoSEM and is in the order of 10 -- 40 nanometres thick. It is composed of cellulose microfibrils (3-4 nanometres) plus other components.




Studying the wood ultrastructure is crucial for various applications, including wood processing, material science, and understanding the ecological and evolutionary aspects of trees. Understanding the biology behind tree growth and wood deposition is also valuable information when calculating carbon capture.

The Living Collections of the Cambridge University Botanic Garden

The wood samples were collected from trees in the Cambridge University Botanic Garden in coordination with the Garden's Collections Coordinator Margeaux Apple. Fresh samples of wood deposited in the previous spring growing season were collected from a selection of trees to reflect the evolutionary history of gymnosperm and angiosperm populations as they diverged and evolved. 

Microscopy Core Facility Manager at the Sainsbury Laboratory Cambridge University, Dr Raymond Wightman, said: "We analysed some of the world's most iconic trees like the giant sequoia, Wollemi pine and so-called "living fossils" such as Amborella trichopoda, which is the sole surviving species of a family of plants that was the earliest still existing group to evolve separately from all other flowering plants.

"Our survey data has given us new insights into the evolutionary relationships between wood nanostructure and the cell wall composition, which differs across the lineages of angiosperm and gymnosperm plants. Angiosperm cell walls possess characteristic narrower elementary units, called macrofibrils, compared to gymnosperms and this small macrofibril emerged after divergence from the Amborella trichopodaancestor." 

Lyczakowski and Wightman also analysed the cell wall macrofibrils of two gymnosperm plants in the Gnetophytes family -- Gnetum gnemon and Gnetum edule -- and confirmed both have a secondary cell wall ultrastructure synonymous with the hardwood cell wall structures of angiosperms.

This is an example of convergent evolution where the Gnetophytes have independently evolved a hardwood-type structure normally only seen in angiosperms.

The survey was undertaken while the UK was sweltering under the UK's 4th hottest ever recorded summer in 2022. 

"We think this could be the largest survey, using a cryo-electron microscope, of woody plants ever done," Wightman said. "It was only possible to do such a large survey of fresh hydrated wood because the Sainsbury Lab is located within the grounds of the Cambridge University Botanic Garden. We collected all the samples during the summer of 2022 -- collecting in the early morning, freezing the samples in ultra-cold slush nitrogen and then imaging the samples through to midnight. 

"This research illustrates the continued value and impact that botanic gardens have in contributing to modern day research. This study would not be possible without having such a diverse selection of plants represented through evolutionary time, all growing together in the same place in the Cambridge University Botanic Garden's Collections." 
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Genes or environment? A new model for understanding disease risk factors | ScienceDaily
Every disease is shaped by a genetic component as well as environmental factors like air pollution, climate and socioeconomic status. However, the extent to which genetics or environment plays a role in disease risk -- and how much can be attributed to each -- isn't well understood. As such, the actions individuals can take to reduce their risk for disease aren't often clear.


						
A team led by Penn State College of Medicine researchers found a way to tease apart genetic and environmental effects of disease risk using a large, nationally representative sample. They found that, in some cases, previous assessments overstated the contribution of one's genes to disease risk and that lifestyle and environmental factors play a larger role than previously believed. Unlike genetics, environmental factors, like exposure to air pollution, can be more easily modified. That means there are potentially more opportunities to mitigate disease risk. The researchers published their work in Nature Communications.

"We're trying to disentangle how much genetics and how much the environment influences the development of disease. If we more accurately understand how each contributes, we can better predict disease risk and design more effective interventions, particularly in the era of precision medicine," said Bibo Jiang, assistant professor of public health sciences at the Penn State College of Medicine and senior author of the study.

The researchers said that in the past, it's been difficult to quantify and measure environmental risk factors since they can encompass everything from diet and exercise to climate. However, if environmental factors aren't considered in models of disease risk, analyses may falsely attribute the shared disease risks among family members to genetics.

"People living in the same neighborhood share the same level of air pollution, socioeconomic status, access to health care providers and food environment," said Dajiang Liu, distinguished professor, vice chair for research, director of artificial intelligence and biomedical informatics at the Penn State College of Medicine and co-senior author of the study. "If we can tease apart these shared environments, what's remaining could more accurately reflect genetic heritability of disease."

In this study, the team developed a spatial mixed linear effect (SMILE) model that incorporates both genetics and geolocation data. Geolocation -- a person's approximate geographical location -- served as a surrogate measure for community-level environmental risk factors.

Using data from IBM MarketScan, a health insurance claims database with electronic health records from more than 50 million individuals from employer-based health insurance policies in the United States, the research team filtered out information for more than 257,000 nuclear families and compiled disease outcomes for 1,083 diseases. They then augmented the data to include publicly available environmental data, including climate and sociodemographic data, as well as levels of particulate matter 2.5 (PM2.5) and nitrogen dioxide (NO2).




The team's analysis led to more refined estimates of the contributors to disease risk. For example, previous studies concluded that genetics contributed 37.7% of the risk of developing Type 2 diabetes. When the research team reassessed the data, their model, with its consideration of environmental effects, found that the estimated genetic contribution to Type 2 diabetes risk decreased to 28.4%; a bigger share of disease risk can be attributed to environmental factors. Similarly, estimated contribution to obesity risk attributed to genetics decreased from 53.1% to 46.3% when adjusted for environmental factors.

"Previous studies concluded that genetics played a much larger role in disease risk prediction, and our study recalibrated those numbers," Liu said. "That means that people can stay hopeful even though they have family relatives with Type 2 diabetes, for example, because there's a lot they can do to reduce their own risk."

The research team also used the data to quantitatively assess whether two specific pollutants in the air -- PM2.5 and NO2 -- causally influence disease risks. Previous studies, the researchers said, lump PM2.5 and NO2 together as one collective measure of air pollution. However, what they found in this study was that the two pollutants have different and distinct causal relationships with health conditions. For instance, NO2 is shown to directly cause conditions like high cholesterol, irritable bowel syndrome and both Type 1 and Type 2 diabetes, but not PM2.5. PM2.5, on the other hand, may have a more direct causal effect on lung function and sleep disorders.

Ultimately, the researchers said this model will allow for a more in depth look at questions about why some diseases may be more prevalent in certain geographic locations.

Other Penn State authors on the paper include: Havell Markus and Austin Montgomery, both dual medical degree and doctoral degree students at the Penn State College of Medicine; Laura Carrel, professor of biochemistry and molecular biology; Arthur Berg, professor of public health sciences; and Qunhua Li, professor of statistics. Daniel McGuire, who was a doctoral student in the biostatistics program at the time of the research, co-led the study. Co-author Lina Yang and Jingyu Xu, who were doctoral students in the biostatistics program at the time of the research, also contributed to the paper.

The National Institutes of Health and the Penn State College of Medicine's artificial intelligence and biomedical informatics pilot funding program supported this work in part. Some of the materials employed in this work were provided by the Center for Applied Studies in Health Economics at the Penn State College of Medicine.
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Super-black wood can improve telescopes, optical devices and consumer goods | ScienceDaily
Thanks to an accidental discovery, researchers at the University of British Columbia have created a new super-black material that absorbs almost all light, opening potential applications in fine jewelry, solar cells and precision optical devices.


						
Professor Philip Evans and PhD student Kenny Cheng were experimenting with high-energy plasma to make wood more water-repellent. However, when they applied the technique to the cut ends of wood cells, the surfaces turned extremely black.

Measurements by Texas A&M University's department of physics and astronomy confirmed that the material reflected less than one per cent of visible light, absorbing almost all the light that struck it.

Instead of discarding this accidental finding, the team decided to shift their focus to designing super-black materials, contributing a new approach to the search for the darkest materials on Earth.

"Ultra-black or super-black material can absorb more than 99 per cent of the light that strikes it -- significantly more so than normal black paint, which absorbs about 97.5 per cent of light," explained Dr. Evans, a professor in the faculty of forestry and BC Leadership Chair in Advanced Forest Products Manufacturing Technology.

Super-black materials are increasingly sought after in astronomy, where ultra-black coatings on devices help reduce stray light and improve image clarity. Super-black coatings can enhance the efficiency of solar cells. They are also used in making art pieces and luxury consumer items like watches.

The researchers have developed prototype commercial products using their super-black wood, initially focusing on watches and jewelry, with plans to explore other commercial applications in the future.




Wonder wood

The team named and trademarked their discovery Nxylon (niks-uh-lon), after Nyx, the Greek goddess of the night, and xylon, the Greek word for wood.

Most surprisingly, Nxylon remains black even when coated with an alloy, such as the gold coating applied to the wood to make it electrically conductive enough to be viewed and studied using an electron microscope. This is because Nxylon's structure inherently prevents light from escaping rather than depending on black pigments.

The UBC team have demonstrated that Nxylon can replace expensive and rare black woods like ebony and rosewood for watch faces, and it can be used in jewelry to replace the black gemstone onyx.

"Nxylon's composition combines the benefits of natural materials with unique structural features, making it lightweight, stiff and easy to cut into intricate shapes," said Dr. Evans.

Made from basswood, a tree widely found in North America and valued for hand carving, boxes, shutters and musical instruments, Nxylon can also use other types of wood such as European lime wood.




Breathing new life into forestry

Dr. Evans and his colleagues plan to launch a startup, Nxylon Corporation of Canada, to scale up applications of Nxylon in collaboration with jewellers, artists and tech product designers. They also plan to develop a commercial-scale plasma reactor to produce larger super-black wood samples suitable for non-reflective ceiling and wall tiles.

"Nxylon can be made from sustainable and renewable materials widely found in North America and Europe, leading to new applications for wood. The wood industry in B.C. is often seen as a sunset industry focused on commodity products -- our research demonstrates its great untapped potential," said Dr. Evans.

Other researchers who contributed to this work include Vickie Ma, Dengcheng Feng and Sara Xu (all from UBC's faculty of forestry); Luke Schmidt (Texas A&M); and Mick Turner (The Australian National University).
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Injury dressings in first-aid kits provide a new technique to reveal shark species after bite incidents | ScienceDaily
Scientists have revealed that injury dressings found in first-aid kits can reliably be used to identify shark species involved in bite incidents by deploying medical gauze to gather DNA samples from aquatic equipment, such as surfboards.


						
The Flinders University research shows that this new collection method can improve how shark-related incidents are investigated and can provide accurate and timely information about species using regular first-aid equipment carried by surfers, boaties, and emergency responders.

The study published in the journal Forensic Science International: Genetics included researchers from Flinders University, The New South Wales Department of Primary Industries, and Queensland Department of Agriculture and Fisheries, and is based on three separate shark incidents after which samples were obtained from surf skis and a surfboard.

Using the PCR testing method popularised by COVID-19, they showed that a similar approach that uses a medical gauze to collect organic tissue and DNA samples from shark bites works brilliantly. The researchers successfully identified the shark species responsible for each bite across three separate incidents in Australia and South Africa, including an example that was over a month after the incident.

The researchers also tested the effectiveness of ordinary gauze when compared to specialised forensic swabs, normally used to collect genetic material from shark bite materials. They found that both the gauze and swabs worked well to identify the shark species.

The study's lead author at Flinders University's College of Science & Engineering, Dr. Belinda Martin, says the rapid identification of shark species is important in producing accurate information that can guide future prevention measures and reduce the number of shark incidents.

"Human-shark interactions cause public anxiety, especially following fatal bites, so identifying the species involved, although difficult, is essential to provide information to victims and communities but eye-witness accounts aren't always accurate because people are dealing with trauma after the event, so we've tested and validated a new approach to collect DNA using regular gauze found in first-aid kits."

"This approach is important in providing a new DNA collection technique and will be of interest to first responders, including surfers, lifesavers, police, and paramedics, as well as the wider community."




"As long as humans engage in marine activities, shark-human interactions will continue, and although the likelihood of such interactions remains incredibly low, shark bites deeply affect the victims, family and friends of the victim, witnesses, and communities when they occur."

Co-author Dr Michael Doane at Flinders University says the testing method can provide samples hours to days following a shark bite that can be used to reliably identify the species.

"We have shown that the use of gauzes, which is widely available and accessible, is a simple and effective alternative to forensic-grade sterile swabs. Therefore, we encourage the use of gauze as a means for collecting DNA by first responders, including surf-lifesavers, police, and first aiders." "Moving forward, we recommend that first responders take samples for genetic analysis using sterile gauze from the bite site as soon as reasonable to limit contamination or DNA loss and increase the probability of the species being identified."
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Precise genetics: New CRISPR method enables efficient DNA modification | ScienceDaily
The research group led by Prof. Markus Affolter at the Biozentrum, University of Basel, has developed a new method that further improves the existing CRISPR/Cas technologies: it allows a more precise and seamless introduction of tags into proteins at the gene level. This technology could significantly improve research on proteins in living organisms and opens up new possibilities for medical research.


						
With the revolutionary CRISPR/Cas technology, the DNA of living organisms can be precisely altered. Using a guide RNA that recognizes a specific DNA sequence, Cas9 protein is recruited to that sequence and cuts the DNA. This targeted cut allows the DNA to be repaired or altered at this specific location.

Prof. Markus Affolter's team at the Biozentrum, University of Basel, has now developed a new method called SEED/Harvest in the fruit fly (Drosophila melanogaster). This method combines the CRISPR-Cas9 technique with the Single-Strand Annealing (SSA) repair pathway, enabling genome-wide changes to be carried out more efficiently and without leaving unwanted scars. The study has been published in Developmental Cell.

Two methods combined

The SEED/Harvest method proceeds in two steps. In a first step, the researchers introduced a marker gene into the desired DNA site within a protein-coding region. This marker is placed at the targeted location and is used to isolate successful modifications.

In a second step, the marker is excised and the DNA breakpoints are repaired by the Single-Strand Annealing (SSA) repair pathway. "This enables us to cut the DNA seamless while maintaining its full function," explains first author Gustavo Aguilar. "The combination of both methods makes it possible to mark any desired protein in the genome without collateral damage, allowing us to study the functions of proteins in living organisms."

More precise and efficient

"Since we would like to introduce and analyze changes in the DNA throughout the genome for our research, the method must be both precise and efficient," explains Affolter. "And the SEED/Harvest method is both. It combines the most robust screening of successful insertions and all the advantages of seamless tagging."




New research opportunities 

One of the advantages of the SEED/Harvest method is that proteins can be labeled in specific tissues and cell types. "We can now control and determine in various tissues and developmental stages when and where genes are activated or inactivated" adds Gustavo Aguilar. This opens up new possibilities for research to investigate the dynamics of proteins systematically in living cells in real-time.

This method is not only significant for genetics and biotechnology. "The SEED/Harvest method could also be of interest for medical research, for example, to identify defects caused by disease genes," says Affolter.
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Scientists using new sound tech to save animals from extinction | ScienceDaily
Scientists are using new technology to help endangered animals by listening to their sounds.


						
The research, conducted by The University of Warwick and the University of New South Wales in Australia, analyses animal sounds from endangered species including types of elephants, whales and birds.

It uses a new method adapted from tech used to analyse brain waves in neuroscience.

Analysis of animal sounds can be used to estimate their population size, to identify what animals live in a particular area, to understand their migration patterns, and to understand any negative impacts they may experience due to the increasing levels of noise created by human activity that are occurring in most of their habitats. Such insights are vital in developing environmental management and conservation strategies.

The new method was shown to be more accurate than the conventional methods for analysis of animal sounds. While testing this new method, called the Superlet transform, the study also revealed some previously unreported or disputed details in animal sounds:
    	The Asian elephant call isn't just made up of continuous tones, but also contains sounds that are "pulsed," or comprised of regularly timed bursts of sound energy.
    	Pulsing was also shown in the southern cassowary (a large bird similar to an emu) and American crocodile calls.
    	New evidence was uncovered that helps to solve a debate around the characteristics of the Chagos pygmy blue whale's song.

These are not conclusive findings, as each one is based on just a single recording. To confirm them more sounds will need to be analysed. They illustrate however, the power of this new method to clarify details that previously might have been ambiguous.

Lead Researcher Ben Jancovich, a PhD candidate from The University of New South Wales, and visiting PhD student at The University of Warwick's Mathematics Institute, said: "Our new study highlights that sometimes, the accepted tools that we've become comfortable with, may not actually be the best tools for the job."

"This is especially true in cross-disciplinary fields like bioacoustics, where the methods are highly technical, and require expertise in multiple fields."




"The new method we demonstrated offers increased accuracy and requires less expertise to use, so it should prove to be a hugely valuable tool for animal sound researchers that don't have an engineering background."

Current methods (including the "Short-Time Fourier Transform," STFT) have difficulties in accurately revealing both the rhythms and pitch of sounds at the same time.

These limitations are more pronounced at lower frequencies, affecting the analysis of sounds like those made by blue whales -- gentle giants of the sea, sadly listed as an endangered species.

The new technology will be available for people to use for free, via a simple to use app, making it easy for researchers from different fields to use, without needing extensive knowledge of audio signal analysis.
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North Sea oil and gas extraction spikes pollution by 10,000 percent, study finds | ScienceDaily
North Sea oil and gas extraction can cause pollution to spike by more than 10,000% within half a kilometre around off-shore sites, a study has found for the first time.


						
The University of Essex, Natural History Museum and Centre for Environment, Fisheries and Aquaculture Science (CEFAS) research has uncovered the true impact on Britain's seabed life -- with the number of species plummeting nearly 30% near platforms.

The findings, published in Science of The Total Environment, come in the face of continued global fossil fuel exploration.

The study discovered pollutants like hydrocarbons were up to 10,613% higher within 500m of the platforms than unimpacted, further away sites.

And heavy metals -- like lead, copper, and nickel -- were 455% higher within the same distance.

Direct impact

Contaminants have been accumulating for decades around platforms and this study shows a direct impact on marine invertebrates -- which play a key role in underwater ecosystems, acting as food for larger animals like fish.




The study examined data for 4,216 species collected from 1981-2012 at nine oil and gas platforms off the coast of Scotland and England and observed a general decrease in the number of species and individuals in the contaminated sediments.

Food webs -- which describe the network of feeding interactions between species in an ecosystem -- also became simpler and smaller from sediments within 500m of oil and gas platforms.

Large predators like starfish disappeared closer to the platforms with smaller organisms like worms able to thrive in the contaminated sediment.

Zelin Chen, a PhD student, led the examination of the data under the supervision of Dr Eoin O'Gorman and Dr Natalie Hicks, in the School of Life Sciences at the University of Essex, and Dr Murray Thompson and Dr Elena Couce at CEFAS.

Consistent trends

Mr Chen said: "We've known for a while that hydrocarbon extraction can impact biodiversity, but this is the first-time consistent trends have been found across several platforms.




"There were clear changes in community diversity and composition, with a general decrease in the number and type of species near the platforms after oil and gas production began.

"We were surprised at how simple the food web is close to the rig, with larger predators being more vulnerable to the changes than other species."

Mr Chen used chemical data to define an impact zone within 500m of a platform, a buffer zone within 500-1500m, and unimpacted areas beyond that.

He then examined biological samples from each zone that were taken before and after production of oil and gas commenced at each platform between 1981-2012.

They showed the impact sites had a 28% decline in species richness, with fewer food web connections closer to platforms.

Concerning legacy

Dr Eoin O'Gorman, from the University of Essex, said: "This is important because simpler food webs with shorter food chains are highly indicative of less productive areas under environmental stress."

Dr Natalie Hicks, also from Essex, added: "These platforms are leaving a potentially concerning legacy, particularly as many are reaching the end of life.

"Many of these sites will be decommissioned in the coming decade and we need to collaborate closely with industry and the Government to ensure decommissioning practice is led by science and done safely.

"The Ocean is one of our greatest natural resources, particularly for mitigating climate change, and we must all work together to safeguard its health for future generations."

Dr Gareth Thomas, a Natural History Museum scientist who worked on the project, said: "Our collaborative study between the NHM, University of Essex, and CEFAS which spans 30 years of field data, demonstrates that oil and gas operations simplify complex ocean ecosystems, favouring small, hardy species and causing the disappearance of more delicate marine life.

"With more research, we hope to investigate the best way to deal with oil rigs after they shut down to find the best solution for our planet's future."
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What shapes a virus's pandemic potential? SARS-CoV-2 relatives yield clues | ScienceDaily
Two of the closest known relatives to SARS-CoV-2 -- a pair of bat coronaviruses discovered by researchers in Laos -- may transmit poorly in people despite being genetically similar to the COVID-19-causing virus, a new Yale study reveals.


						
The findings -- published July 29 in the journal Nature Microbiology -- provide clues as to why some viruses have greater "pandemic potential" than others and how researchers might go about identifying those that do before they become widespread.

For a virus to cause a pandemic it needs to be able to transmit between people, enter human cells, evade the body's defense systems, and cause disease. SARS-CoV-2, the virus that precipitated the COVID-19 pandemic, has been able to do all of this. But it's not yet clear why it is so efficient.

"We don't know what makes a virus have pandemic potential," said Mario Pena-Hernandez, a Yale Ph.D. student in the labs of Akiko Iwasaki and Craig Wilen and lead author of the study. "These bat strains are 97% identical to SARS-CoV-2 genetically and we thought that, because they are the virus's closest known relatives, their phenotypic behavior -- or the way they infect and cause disease -- would be similar to SARS-CoV-2. But we found that wasn't true."

While the bat coronaviruses were able to efficiently enter some human cells and evade defense systems (often better than SARS-CoV-2 does), they did not transmit, or spread, well between hamsters and caused more mild disease in mice.

"The findings show us that we cannot tell from genomes alone what virus strains have the capacity to create a pandemic," said Pena-Hernandez.

Other authors included Iwasaki, Sterling Professor of Immunobiology at Yale School of Medicine (YSM) and professor of epidemiology (microbial diseases) at Yale School of Public Health, and Wilen, an associate professor of laboratory medicine and of immunobiology at YSM.




For the study, the researchers used copies of the two bat coronaviruses and tested how well they were able to infect lab-cultured human respiratory tract cells and rodents. The work was done under the university's highest standard of biosafety. (Specifically, it was conducted under what is characterized as biosafety level 3+, requirements for which include restricted lab access, specialized personal protective equipment and respirators, and for experiments to be performed in biocontainment cabinets in a negative pressure facility).

The researchers found that while the two bat coronaviruses were effective at infecting cells isolated from the human bronchus -- the airway that connects the trachea to the lung -- they did not replicate well in cells from the nose.

"This is important to know, as most virus transmissions likely happen in the nose," said Iwasaki, a senior author of the study. "That these viruses don't replicate in the nose as well as SARS-CoV-2 could be an important indicator of why they failed to transmit in the animal models." The body has two types of immune protection: innate immunity -- a broad, general, first line of defense -- and adaptive immunity, which develops over time and can protect against more specific pathogens that individuals have already been exposed to. Innate immunity is particularly important against novel viruses to which people may have no adaptive immunity. In the study, the researchers found that the two bat coronaviruses were able to evade certain innate immunity molecules that fight infections.

"So the viruses can infect airway cells and dodge the body's defenses, yet they still failed to transmit between animals," said Wilen, a senior author of the study. "SARS-CoV-2 could evade innate immunity and transmit, so this suggested to us that these bat coronaviruses lack something that SARS-CoV-2 has."

One thing missing from these viruses is a molecular bit known as a "furin cleavage site." In SARS-CoV-2 and some other viruses, the spike protein of the virus can be cut by an enzyme called furin in order for the virus to efficiently enter human cells. Previous studies have found that mutated versions of SARS-CoV-2 lacking this site are less easily transmitted and cause less severe disease. In the new study, the researchers also found SARS-CoV-2 without this cleavage site didn't replicate as well in nasal cells, much like the two bat coronaviruses. In hamsters, viruses that lacked furin cleavage sites were quickly outcompeted by those that had them.

Whether a virus has this cleavage site could be one feature to look out for in the search to identify viral threats, said the researchers. However, it is likely that other viral features from this family of viruses also confer transmission or disease-causing potential. This, they said, highlights the importance of studying these viruses in the laboratory to identify these features. For example, how well a virus replicates in nasal cells could also serve as a proxy for assessing its transmission capacity.

Overall, the findings indicate that these two bat coronaviruses pose a more modest threat to humans, although it is possible that small genetic changes in these or similar viruses may evolve and significantly enhance pandemic risk. However, even in the event that the viruses did cross over to humans, the researchers found that adaptive immunity against SARS-CoV-2 was protective; blood sera samples taken from individuals who were vaccinated against or previously infected by SARS-CoV-2 neutralized the viruses.

"But understanding whether viruses have the potential to transmit between humans is important," said Iwasaki, who is also a professor of dermatology at YSM, a professor of molecular, cellular, and developmental biology in Yale's Faculty of Arts and Sciences, and an investigator of the Howard Hughes Medical Institute.

"Because if we do one day find a virus that is transmissible and distinct enough from SARS-CoV-2 that we don't have immunity against it, then we could create vaccines and other strategies to combat it. We could have a head start."
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Platypus and chicken reveal how chromosomes balance between the sexes | ScienceDaily
UNSW Sydney researchers have made new discoveries of fundamental differences in biological processes between males and females -- by interrogating the unique and diverse sex chromosome systems of the platypus and the chicken.


						
The findings, published today in Proceedings of the National Academy of Sciences (PNAS), are a surprise in the field of genetics. The discoveries will help build a better understanding of how sex chromosomes evolved, how our bodies function -- and they could lead to new discoveries in biology.

"Mammals, such as humans, have females with two X chromosomes and males with one X chromosome and one Y chromosome, which creates an imbalance between the sexes," says lead author Dr Nicholas Lister from UNSW's School of Biotechnology and Biomolecular Sciences.

"This imbalance is corrected by a process called sex chromosome dosage compensation."

Scientists have long known that animals have solutions to balance sex chromosome differences and achieve 'normal' function.

Dr Lister says: "In female mammals, such as humans and mice, XX females and XY males have different numbers of the X chromosome. To balance this difference, one of the X chromosomes in females is typically silenced.

"Silencing one X chromosome in females equalises the gene products on the sex chromosomes.




"This prevents females from producing double the number of proteins from the X compared to males."

Balancing the scales

Every cell in our bodies uses proteins to perform specific functions.

"They are translated from mRNA, which carry the instructions for cells to make proteins," the study's research lead, Associate Professor Paul Waters, also from UNSW's School of Biotechnology and Biomolecular Sciences, says.

"Being male or female affects mRNA levels of X chromosome genes, which we would then expect to affect protein production."

But A/Prof. Waters says this study demonstrates -- for the first time -- that a balance of proteins occurs between the sexes, even when mRNA levels aren't balanced.




"The findings suggest that dosage compensation is a crucial process in species with differentiated sex chromosomes to ensure that protein levels are balanced," he says.

"These results are significant as they suggest that dosage compensation of sex chromosomes is essential after all -- and across all vertebrate species, not just placental and marsupial mammals."

Why the platypus and the chicken?

The study focused on the platypus and the chicken -- two species with vastly different sex chromosome systems that offer valuable insights into the evolution and mechanisms of dosage compensation.

"Platypus are monotreme mammals, with interesting sex chromosome systems," Dr Lister says.

"They have five pairs of X chromosomes in females and five Xs and five Ys in males.

"Birds -- such as chickens -- have a ZW system, where males have two copies of a Z chromosome and females have a Z and a W chromosome."

A/Prof. Waters says the scientists had already observed near perfect sex chromosome dosage compensation of RNA between males and females in placental and marsupial mammals.

"However, in birds and monotremes, there is an imbalance of mRNA between the sexes," he says.

"This is something we thought was impossible.

"For the first time, we show that this imbalance is corrected at the protein level.

"This means that platypus and chicken have a novel mechanism of dosage compensation that is different to how we humans do it."

Are our genes really in control?

Co-author Professor Jenny Graves, from the Department of Environment and Genetics at La Trobe University, had demonstrated that genes on the inactive human X chromosome are not copied into RNA back in 1986.

Silencing at the level of RNA then became the paradigm for all epigenetic silencing.

"As the genes were silenced by their failure to make RNA, the control of dosage compensation was assumed to be at the level of RNA only -- not at the level of making proteins," Prof. Graves says.

"But mRNA levels for genes on sex chromosomes weren't balanced in the platypus or the chicken," she says.

"So, scientists questioned the assumption that dosage compensation is essential for life."

A/Prof. Waters says that measuring protein levels has been a much trickier endeavour than measuring mRNA levels, due to technological challenges.

"And now that the technology is more sensitive, we can see that the dosage compensation of sex chromosomes between males and females is observed at the protein level in the platypus and the chicken," A/Prof. Waters says.

"The males and females of these species make similar amounts of proteins, despite the discrepancies in mRNA quantities."

How will this knowledge be applied?

The authors emphasise the complexity of genetic regulation and the importance of considering multiple levels of control in gene expression.

Co-author Dr Shafagh Waters from UNSW's School of Biomedical Sciences says the study paves the way for a deeper understanding of genetic regulation.

"Studying unique species like the platypus provides us with new insights into the cellular and molecular mechanisms that could regulate various aspects of human physiology, or be implicated in disease states," she says.

"So, while these processes may not directly apply to human dosage compensation, they illuminate how our bodies manage gene expression and protein production.

"Our findings have the potential to advance knowledge in evolutionary biology and lead to innovative therapies in medical genetics.

"Understanding these mechanisms across different species can help identify new targets for diseases where protein dysfunction is key."

Dr Lister says future research will examine the mechanisms that contribute to dosage compensation.

"This work will help us discover other dosage compensation systems in nature," he says.

"We can find out how these evolved and how they work in other species."

A/Prof. Waters says, "understanding these processes in other species can enhance our grasp of gene regulation at a fundamental level."
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How researchers turn bacteria into cellulose-producing mini-factories | ScienceDaily
ETH researchers have modified certain bacteria with UV light so that they produce more cellulose. The basis for this is a new approach with which the researchers generate thousands of bacterial variants and select those that have developed into the most productive.


						
Bacteria produce materials that are of interest to humans, such as cellulose, silk and minerals. The advantage of producing bacteria in this way is that it is sustainable, takes place at room temperature and in water. A disadvantage is that the process takes time and gives rise to quantities too small to be of industrial use.

Consequently, researchers have for some time been trying to turn microorganisms into living mini-factories that can produce larger quantities of a desired product more quickly. This requires either targeted intervention in the genome or the cultivation of the most suitable bacterial strains.

A new approach is now being presented by the research group led by Andre Studart, Professor of Complex Materials at ETH Zurich, using the cellulose-producing bacterium Komagataeibacter sucrofermentans. Following the principles of evolution by natural selection, the new method allows scientists to produce tens of thousands of variants of the bacterium very quickly and to select those strains that produce the most cellulose.

K. sucrofermentans naturally produces high-purity cellulose, a material that is in great demand for biomedical applications and the production of packaging material and textiles. Two properties of this type of cellulose are that it supports wound healing and prevents infections. "However, the bacteria grow slowly and produce limited amounts of cellulose. We therefore had to find a way to boost production," explains Julie Laurent, a doctoral student in Studart's group and first author of a study that has just been published in the scientific journal PNAS.

The approach she developed has succeeded in producing a small number of Komagataeibacter variants that generate up to seventy percent more cellulose than in their original form.

Accelerating evolution with UV light

The materials researcher first had to create new variants of the original bacterium that occurs in nature -- known as the wild type. To do this, Julie Laurent irradiated the bacterial cells with UV-C light, which damages random points of the bacterial DNA. She then placed the bacteria in a dark room to prevent any repair of the DNA damage and to thereby induce mutations.




Using a miniature apparatus, she then encapsulated each bacterial cell in a tiny droplet of nutrient solution and allowed the cells to produce cellulose for a specific length of time. After the incubation period, she used fluorescence microscopy to analyse which of the cells had produced a lot of cellulose and which had produced none or very little.

By means of a sorting system developed by the group of ETH chemist Andrew De Mello, Studart's team automatically sorted out those cells that had evolved to produce an exceptionally large amount of cellulose. This sorting system is fully automated and very fast. In a matter of minutes, it can scan half a million droplets with a laser and sort out those containing the most cellulose. Only four remained that produced 50 to 70 percent more cellulose than the wild type.

The evolved K. sucrofermentans cells can grow and produce cellulose in mats in glass vials at the interface between air and water. Such a mat naturally weighs between two and three milligrams and is about 1.5 millimetres thick. The cellulose mats of the newly evolved variants are almost twice as heavy and thick as the wild type.

Julie Laurent and her colleagues also analysed these four variants genetically to find out which genes had been altered by the UV-C light and how these changes had led to the overproduction of cellulose. All four variants had the same mutation in the same gene. This gene is the blueprint for a protein-degrading enzyme -- a protease. To the materials researcher's surprise, however, the genes that directly control cellulose production had not changed. "We suspect that this protease degrades proteins that regulate cellulose production. Without this regulation, the cell can no longer stop the process," the researcher explains.

Patents pending

The new approach is versatile and can be applied to bacteria that produce other materials. Such approaches were originally developed to create bacteria that produce certain proteins or enzymes. "We are the first to use such an approach to improve the production of non-protein materials," ETH Professor Andre Studart says. "For me, this work is a milestone."

The researchers have applied for a patent for the approach and mutated bacterial variants.

In a next step, they would like to collaborate with companies producing bacterial cellulose to test the new microorganism in real industrial conditions.
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Is that glass bottle of OJ better for the planet than a plastic container? | ScienceDaily
Which packaging type for a 12-ounce, single-serve container of orange juice would you choose as the most sustainable option:


						    	Aluminum/canned, made with recycled material;
    	Carton, described as biodegradable/compostable;
    	Glass, 100% recyclable; or
    	Plastic, described as biodegradable/compostable?

If you were like the U.S. consumers surveyed by food scientists in a University of Massachusetts Amherst study, you'd prefer glass and believe it was the most sustainable choice. And you all would be mistaken.

"Glass was the most sought-after and most highly esteemed packaging type," says Nomzamo Dlamini, lead author of the paper recently published in the journal Sustainability. Dlamini, a food science Ph.D. candidate, was a recent visiting Fulbright scholar from the University of Pretoria in South Africa studying in the UMass Amherst lab of senior author Alissa Nolden, assistant professor of food science. "But it turns out, glass is actually among the least sustainable if you look at the whole packaging lifecycle," Dlamini added.

When asked to rank the packaging choices from their perception of the most to least sustainable, overall the consumers responded: glass, carton, aluminum and plastic.

Though food packaging sustainability varies depending on the type of product and packaging, the size and weight of the container and other variables, in the case of the single-serve orange juice, a carton would be the most sustainable, followed by plastic, then canned and, finally, glass.

This came as a surprise even to Dlamini. "I was shocked to read the lifecycle assessment from the experts that it takes so much energy to produce glass and recycle it -- much more than what it takes to make or recycle plastic," she says.

The study states, "The production and end-of-life impacts of plastic are less than that of glass, plastic is lighter and thus requires less energy to transport, furthermore, the aseptic sealing process of plastic containers using steam is less energy demanding than the retort system used for glass."

The study aimed to understand the motivation behind consumers' packaging choices, while also weighing price, lifestyle and other attitudes. In turn, the data can help industry experts understand what consumers think, believe and prefer, and educate them on how to make more sustainable choices.




"We designed a questionnaire using a method called conjoint analysis, which mimics a real-life situation where you're presented with various options and you have to make a trade-off," Dlamini says. "And we try to understand at the end of the day, what matters to people. The whole idea behind the study was to get an understanding of what people think and what drives their choices."

Nolden points out that while many consumers expressed an intention to purchase sustainable packaging, in the end the top motivating factor was price -- particularly the lowest price -- followed by packaging type, product claim and packaging claim.

So, the ideal orange juice option -- culled from the 847 adult consumers who answered the online survey -- was priced at $1.10 per 12 fluid ounces, packaged in glass, locally produced and labelled as 100% recyclable.

The message to the food industry is that consumers are motivated to choose sustainable packaging, as long as the price is right. "These sustainable packaging options should be clearly labelled as such, effective (e.g. not defective or just as durable as conventional packaging), and affordable to increase consumers' motivation and adoption of sustainable packaging for food and beverages," the paper states.

Ultimately, there is something even more important than choosing the best packaging when it comes to consuming food with a focus on sustainability.

"Overall, while packaging choices contribute to environmental outcomes, the most impactful and practical way consumers can contribute to sustainability efforts is to reduce or avoid food waste," the paper concludes.
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MicroRNA study sets stage for crop improvements | ScienceDaily
MicroRNAs can make plants more capable of withstanding drought, salinity, pathogens and more. However, in a recent study published in Nature Plants, Texas A&M AgriLife Research scientists showed just how much we didn't know about the intricate processes plants use to produce them.


						
MicroRNAs are small molecules that can guide proteins to decrease gene expression, and engineering artificial versions allows scientists to target specific genes for crop improvement.

"Though these microRNA molecules are very tiny, their impacts are huge," said Xiuren Zhang, Ph.D., Christine Richardson Endowed Professor in the Texas A&M College of Agriculture and Life Sciences Department of Biochemistry and Biophysics, adjunct professor in the Texas A&M College of Arts and Sciences Department of Biology, and principal investigator of the study.

Changhao Li, Ph.D., and Xingxing Yan served as co-first authors of the study, with supervision from Xiuren Zhang, Ph.D. The team's work has substantially revised the current understanding of microRNA biogenesis in the model organism Arabidopsis thaliana. (Jiaying Zhu/Texas A&M AgriLife)

Using precise mutations and a clever experimental design, Texas A&M AgriLife researchers reevaluated the landscape of microRNAs in the model organism Arabidopsis thaliana and found that fewer than half of them were correctly identified as microRNAs, while the others are miscategorized or require further investigation.

In addition to clarifying genuine microRNA molecules in Arabidopsis thaliana, the study supplies an effective experimental design for repeating the analysis in other crops and even in animals, which likely need a similar review. The team's discoveries also helped them create updated guidelines for designing artificial microRNAs, opening the door to improvement in crops like corn, wheat, soybeans and rice.

Xingxing Yan, a graduate research assistant, and Changhao Li, Ph.D., a postdoctoral research associate, were co-first authors of the study. It was funded by the National Institutes of Health, National Science Foundation and the Welch Foundation.




A decade-old endeavor

MicroRNAs have a uniform length of around 21 to 24 nucleotides. But in plants, Zhang said their precursors come in a range of shapes and sizes.

Because of the precursors' structural diversity, determining which key features are most important for their processing has been a challenge, and it's left the question of how microRNAs are generated in plants largely unexplored and unverified.

Arabidopsis thaliana, also known as thale cress and mouse-ear cress, is a model organism for plant biology. Its relatively small genome, quick growth and production of many seeds make it exceptionally useful in research. (Xingxing Yan/Texas A&M AgriLife)

About 10 years ago, Zhang said, he and his lab found a pattern between a loop on the precursor microRNA structure and the first cut site. This initial cut is significant because it determines the first nucleotide on the mature microRNA molecule, an important factor for directing it to the correct location in a cell.

Unfortunately, of the 326 posited microRNA precursors in Arabidopsis thaliana, only a few had the ideal reference loop that Zhang's lab found -- according to the computational models, at least.




"The models are based on pure chemistry," Zhang said. "They focus only on the free energy, on what should be the most stable form. But it couldn't explain why so many diverse precursors can end up with products of the same size."

Rather than relying on the models, Zhang's lab sought to verify the microRNA precursors within plants. They wanted to find the first cut sites on the precursors and confirm their structural determinants within cells.

Unexpected findings

To do this, the researchers made highly specific mutations to the dicer protein, which, as its name implies, is responsible for making precise cuts to the microRNA precursor. Normally, the protein acts like two hands that hold a double strand of precursor RNA and cut at a site in each strand concurrently before releasing the RNA molecule.

"We made point mutations at two locations separately in the dicer-like protein to make them semi-active," Yan said. "That way, they can only cut one strand and stop before further processing. This gives us a chance to capture the intermediate products of the microRNA precursor, telling us the initial processing sites and that first nucleotide."

Their results showed that only 147 of the 326 posited microRNA precursors interact with the dicer protein definitively, marking these as genuine microRNA precursors. Eighty-one didn't interact at all, suggesting they should be reclassified as a different type of RNA. Around 100 require further investigation.

The team also used an advanced high-throughput technique and new computational method to map out the structures of microRNA precursors in their natural cell conditions and found that, of the 147 genuine microRNA molecules, about 95% of their structures in cells differed from computer predictions.

"We found several results quite different from predictions and from the literature," Li said. "We were able to combine biochemical results with next-generation sequencing to get more information, and now our understanding of the structures is much more accurate."

The future

The team still has more microRNA precursors to validate in Arabidopsis thaliana, but Zhang said they are excited to pursue collaborations to investigate microRNA processing in agricultural crops for more practical applications.

"We want to find out more about what kind of microRNAs are in other crops, how they're processed and how we can make artificial microRNAs in them," he said. "This study provides resources that can be used widely, and now we can use it to revisit other crops, find what needs to be corrected, and see what else we can do with this tool."
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NASA data shows July 22, 2024 was Earth's hottest day on record | ScienceDaily
July 22, 2024, was the hottest day on record, according to a NASA analysis of global daily temperature data. July 21 and 23 of this year also exceeded the previous daily record, set in July 2023. These record-breaking temperatures are part of a long-term warming trend driven by human activities, primarily the emission of greenhouse gases. As part of its mission to expand our understanding of Earth, NASA collects critical long-term observations of our changing planet.


						
"In a year that has been the hottest on record to date, these past two weeks have been particularly brutal," said NASA Administrator Bill Nelson. "Through our over two dozen Earth-observing satellites and over 60 years of data, NASA is providing critical analyses of how our planet is changing and how local communities can prepare, adapt, and stay safe. We are proud to be part of the Biden-Harris Administration efforts to protect communities from extreme heat."

This preliminary finding comes from data analyses from Modern-Era Retrospective analysis for Research and Applications, Version 2 (MERRA-2) and Goddard Earth Observing System Forward Processing (GEOS-FP) systems, which combine millions of global observations from instruments on land, sea, air, and satellites using atmospheric models. GEOS-FP provides rapid, near-real time weather data, while the MERRA-2 climate reanalysis takes longer but ensures the use of best quality observations. These models are run by the Global Modeling and Assimilation Office (GMAO) at NASA's Goddard Space Flight Center in Greenbelt, Maryland.

Daily global average temperature values from MERRA-2 for the years 1980-2022 are shown in white, values for the year 2023 are shown in pink, and values from 2024 through June are shown in red. Daily global temperature values from July 1 to 23, 2024, from GEOS-FP are shown in purple. The results agree with an independent analysis from the European Union's Copernicus Earth Observation Programme. While the analyses have small differences, they show broad agreement in the change in temperature over time and hottest days.

The latest daily temperature records follow 13 months of consecutive monthly temperature records, according to scientists from NASA's Goddard Institute for Space Studies in New York. Their analysis was based on the GISTEMP record, which uses surface instrumental data alone and provides a longer-term view of changes in global temperatures at monthly and annual resolutions going back to the late 19th century.
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Winter breeding offers lifeline for monarch butterflies in Northern California | ScienceDaily
Monarch butterflies in Northern California are adapting to a changing climate by embracing an unexpected strategy: breeding in the winter. The shift could be key to the survival of the iconic insect, according to a new study published in the Journal of the Lepidopterists' Society.


						
The research, led by David James, an associate professor of entomology at Washington State University, revealed that monarch pupae that developed at an urban site in the San Francisco Bay Area during the winter of 2021/2022 had a survival rate of around 50%. This finding builds on a previous study that first documented winter breeding by monarchs in the region during the winter of 2020/2021, likely driven by climate warming.

"We are witnessing monarchs evolving and adapting to new environmental circumstances," said James. "We can learn a lot from what they are doing, and this will inform our strategies for providing the resources they need to be successful."

Over the past five years, overwintering populations of monarchs on the California coast have seen dramatic fluctuations, plummeting from 192,624 in 2017 to a historic low of just 1,899 in 2020, before rebounding to 247,246 and 335,479 butterflies in 2021 and 2022, respectively. Concurrently, there has been a substantial increase in winter-breeding monarchs that feed on non-native milkweeds in the urban Bay Area. The study by James and his team is the first to estimate the viability of monarch pupae during winter.

For the analysis, Maria Schaefer, a citizen scientist who has worked with James since 2020, monitored more than 100 wild monarch pupae at the Googleplex campus near Palo Alto during the winter of 2021/2022. Despite some losses due to landscaping activities, the study found a 49.4% success rate in pupal eclosion, which is the process of emerging as an adult butterfly. Furthermore, the researchers found that pupae can survive and produce adults for up to seven weeks in the winter compared to just 10 days during the summer.

"Given that winter is a sub-optimal environment for breeding, these results are promising," James said.

The study also explored using exuviae, the shed-skin of the pupae, to detect the presence of the parasite Ophryocystis elektroscirrha. The analysis suggested that around 70% of the winter breeding population was likely infected with the parasite, highlighting the need for further research into its impact and that of other stressors on western monarch populations under natural conditions.

The rise of winter-breeding monarchs signals a potential adaptation to warmer winters and offers an alternative to the traditional overwintering of non-breeding butterflies at sites in places like Pacific Grove, Santa Cruz and Pismo Beach. To support this new behavior, conservation practices may need adjustment, James noted. For example, the timing of pruning the monarch's major source of food in the area, non-native milkweed, currently done in early winter, could be shifted to late summer to support healthier winter-breeding populations.

"Currently, conservation guidelines dictate that ornamental milkweeds, the ones that winter-breeding monarchs primarily use, should be cut down during winter to minimize parasite infection," James said. "This is clearly bad for winter-breeding. We suggest that these guidelines should be modified to have milkweed cut back during late summer instead of late fall which should still minimize parasite infection while ensuring availability of plants for monarch winter-breeding."

Looking ahead, James and Schaefer will continue to monitor winter breeding monarch populations in the south Bay Area to gather more data. Their hope is that these monarchs will play an important role in ensuring the sustainability of the nation's western monarch population.
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A blue miracle: How sapphires formed in volcanoes | ScienceDaily
Sapphires are among the most precious gems, yet they consist solely of chemically "contaminated" aluminum oxide, or corundum. Worldwide, these characteristically blue-colored crystals are mainly found in association with silicon-poor volcanic rocks. This connection is widely assumed to result from sapphires originating in deep crustal rocks and accidentally ending up on the Earth's surface as magma ascended. Through geochemical analyses, geoscientists at Heidelberg University have shown that the millimeter-sized sapphire grains found in the Eifel (Germany) formed in association with volcanism.


						
The Eifel is a volcanic region in the center of Europe where magma from the Earth's mantle has been penetrating the overlying crust for nearly 700,000 years. The melts are poor in silicon dioxide but rich in sodium and potassium. Magmas similar in composition worldwide are known for their abundance of sapphire. Why this extremely rare variant of corundum is frequently found in this type of volcanic deposit has been a mystery until now. "One explanation is that sapphire in the Earth's crust originates from previously clayey sediments at very high temperatures and pressure and the ascending magmas simply form the elevator to the surface for the crystals," explains Prof. Dr Axel Schmitt, a researcher at Curtin University in Perth (Australia) who is investigating isotope geology and petrology as an honorary professor at the Institute of Earth Sciences at Heidelberg University -- his former home institution.

To test this assumption, the researchers examined a total of 223 sapphires from the Eifel. They found a portion of these millimeter-sized crystals in rock samples collected from volcanic deposits in the numerous quarries in the region. Most of the sapphires, however, come from river sediments. "Like gold, sapphire is very weathering-resistant compared to other minerals. Over protracted time periods, the grains are washed out of the rock and deposited in rivers. Because of their high density, they are easy to separate from lighter sediment components using a gold pan," explains Sebastian Schmidt, who conducted the studies as part of his master's degree at Heidelberg University.

The researchers determined the age of the sapphires from the Eifel using the uranium-lead method on mineral inclusions in the sapphire using a secondary ion mass spectrometer that could also identify the composition of oxygen isotopes. The different relative abundances of the light isotope O-16 and the heavy isotope O-18 provide information on the origin of the crystals like a fingerprint. Deep crustal rocks have more O-18 than melts from the Earth's mantle. As the age determinations show, the sapphires in the Eifel formed at the same time as the volcanism. In part, they inherited the isotopic signature of the mantle melts, which were contaminated by heated and partially melted crustal rock at a depth of about five to seven kilometers. Other sapphires originated in contact with the subterranean melts, whereby melts permeated the adjacent rock and thus triggered sapphire formation. "In the Eifel, both magmatic and metamorphic processes, in which temperature changed the original rock, played a role in the crystallization of sapphire," states Sebastian Schmidt.

The research results were published in the journal "Contributions to Mineralogy and Petrology."  Support for the work came from the Dr. Eduard Gubelin Association for Research and Identification of Precious Stones in Switzerland as well as the German Research Foundation.
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How an emerging disease in dogs is shedding light on cystic fibrosis | ScienceDaily
A canine gallbladder disease that involves the accumulation of abnormal mucus similar to that seen in human cystic fibrosis (CF) patients is caused by improper expression of the gene associated with CF in humans. The finding could have implications for human CF patients as well as for animal models of CF.


						
The disease, gallbladder mucocele formation, is caused by the slow accumulation of thick, dehydrated mucus that interferes with normal gallbladder function and eventually leads to obstruction and rupture. Mucocele formation is seen primarily in purebred dogs -- in the U.S. it's most common in Shetland sheepdogs, whereas in the U.K. border terriers are most impacted.

"We really only started seeing this disease about 20 years ago in a handful of breeds," says Jody Gookin, professor of small animal internal medicine at North Carolina State University and corresponding author of the research. "What captured my attention was how similar these gallbladders looked to those in animal models of CF."

The thick immobile mucus associated with CF in humans stems from a defect in a gene called CFTR, which is responsible for depositing channels in epithelial cells that then secrete chloride and water. These channels lubricate the cell surface, keeping mucus moist and moveable. In CF, the absence of these lubricating channels means that the mucus dehydrates and clogs lungs and intestines. But in human patients, gallbladders don't fill up with dehydrated mucus.

"There are no recorded instances of naturally occurring CF in any non-human species," Gookin says. "But when researchers study CF in animal models by knocking out the CFTR gene, those animals often develop the same gallbladder pathology that we see in dogs with mucocele formation. "That led us to wonder whether dogs with mucoceles had a mutation in CFTR -- but they didn't. What they did have was a failure of CFTR to function."

Gookin performed whole genome sequencing on blood collected from eight Shetland sheepdogs with gallbladder mucocele formation and compared the location and frequency of variants in the CFTR gene to 115 dogs from 12 breeds at high risk for mucocele formation and 2,519 dogs from 340 breeds considered low risk for mucocele formation. There were no significant differences between the groups. Additionally, the dogs with mucocele formation did not have mutations in CFTR in locations where humans with CF do.

"What that means is that somehow these dogs are acquiring a dysfunction of the CFTR channel that is not based on a defect in the gene," Gookin says. "It could be due to the influence of other genes and environmental factors that influence CFTR function. Our next steps will be looking at the entire genome of these dogs to see if there are other mutations that could be a factor -- if there's something else in their genome that makes them susceptible to developing this disease.

"The most eye-opening piece for me is the idea that it is possible to develop a CF-like disease that isn't caused by a mutation in the CFTR gene. Identifying the underlying cause of CFTR dysfunction in dogs with mucocele formation has important implications for people where similar factors might contribute to CF-like diseases -- or reveal new treatment targets for CF."

The research appears in Gastrointestinal and Liver Physiology and was supported by the Morris Animal Foundation (grant D17CA-068) and the National Institutes of Health (grants T35OD011070 and K01 OD027058). Research techs Jenny Holmes and Stephen Stauffer; veterinary student Nicole Torres-Machado; former veterinary student Bryanna Meredith; postdoctoral scholar Michael Vandewege; radiologist Gabriela Seiler; small animal surgeon Kyle Matthews; and Dean of the College of Veterinary Medicine Kathryn Meurs are NC State co-authors. Steven Friedenberg of the University of Minnesota St. Paul and Lane Clark of the University of Missouri, Columbia, also contributed to the work.
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Fetal brain impacted when mom fights severe flu: New mouse study explains how | ScienceDaily
A bad case of the flu during pregnancy can increase the risk for fetal neurodevelopmental disorders such as schizophrenia and autism spectrum disorder. But it's not the virus itself doing the damage; it's the mother's immune response.


						
New University of Illinois Urbana-Champaign research using live mouse-adapted influenza virus improves upon previous mouse experiments to explain the process on a cellular and molecular level. It also indicates fetal brain changes are more likely once the severity of the mother's infection meets a specific threshold.

"Our data provide really compelling evidence for an infection severity threshold, which mimics what we see in humans. There are only a subset of maternal infections that are going to be severe enough to cause concerns like this. That said, pregnant people should definitely get the flu vaccine to reduce their risk," said senior study author Adrienne Antonson, assistant professor in the Department of Animal Sciences, part of the College of Agricultural, Consumer and Environmental Sciences at Illinois.

The study is one of only a handful to investigate maternal infection in mice using live influenza virus at doses that replicate seasonal flu outbreaks in humans. "That means our results are more relevant to human pathological infection," said lead study author Ashley Otero, a doctoral student in the Neuroscience Program at Illinois.

Antonson's team infected pregnant mice with live influenza A virus, rather than a viral mimic -- an inert molecule that mimics viral behavior -- used by most research groups in recent decades. The viral mimic elicits the innate immune response, broadly categorized as non-specific inflammation, that occurs within 24 to 48 hours of infection.

These studies have provided important clues about which inflammatory proteins are made by the mother and how they interact with the fetal brain. But Otero says viral mimics may prompt slightly different immune responses than the live virus in both mother and fetus, and they fail to capture what happens during the mother's adaptive immune response, which occurs later and helps an animal "remember" past infections.

To address these issues, the team subjected the mice to one of two doses of the virus -- representing a moderate or severe infection -- at the moment in gestation closest to the end of the first trimester in humans. Then, at two and seven days post-infection, they tracked how the infection progressed in the lungs and intestines of the mother, as well as how products from the mother's immune response interacted with the fetal brain. They also measured the physical properties of fetal brains, including the thickness of the cortex, which has been linked to neurodevelopmental disorders in humans.




Several important viral mimic studies in mice have implicated an immune protein called interleukin-17 -- primarily manufactured by T helper (Th)-17 cells in the mother's intestinal tract -- in changes to the fetal brain and neurodevelopmental disorder-like behaviors after birth. But the live virus didn't activate that protein.

"At first, when I saw that interleukin-17 was not elevated in our moms from influenza infection, I was convinced we wouldn't see any changes in the developing fetal brain," Otero said. "But interestingly, we did see very similar responses in the developing neocortex, including dramatic reductions in the upper neuronal layers in fetuses from moms who had the higher-dose infection."

Otero further explains that postmortem human studies have documented smaller cortical structures in people with schizophrenia and autism spectrum disorder. "So, our results were really in line with what we see in human brains."

Antonson added, "We don't think it's ever going to be just one inflammatory molecule that's causing all these different things. But this is the first time this pathway has been thoroughly investigated and compared against models that, thus far, have demonstrated that interleukin-17 is really involved. That's why it's important to move beyond viral mimic models to the true live virus."

Having ruled out interleukin-17, at least at the time points they studied, the team tracked immune cells in the fetal brain. Microglia, which infiltrate the brain and interact with developing neurons, had signatures of increased inflammatory activity in fetuses from high-dose flu-infected mothers. Fetal border-associated macrophages (BAMs), which border the brain's surfaces and provide constant immune surveillance, were also more active and abundant. Both cell types normally aid in healthy brain development, but Otero and Antonson think that when they're spurred into an overactive state, they could attack instead of support healthy developing neurons.

Viral mimic studies have also implicated overactive microglia in causing fetal brain deformities, but BAM activity is vastly understudied. Otero plans to follow up with more research to understand the role of BAMs in prenatal influenza infection.




Antonson emphasizes that maternal infection is only one of many risk factors for neurodevelopmental disorders.

"These disorders are caused by a multitude of elements, including environmental factors, genetics, pharmacological exposures, and more. We're focusing on just this in-utero period, but the early postnatal period is important, and adolescence is important. It's just one slice of a very complicated pie."

The research was supported by the Roy J. Carver Charitable Trust (grant #23-5683), USDA NIFA Research Capacity Fund (Hatch project #ILLU-538-940), the Department of Animal Sciences, and the College of ACES.

Antonson is also affiliated with the Beckman Institute, the Microbial Systems Initiative, and the Carl R. Woese Institute for Genomic Biology at Illinois.
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From genes to jeans: New genetic insights may lead to drought resilient cotton | ScienceDaily
Cotton is woven into the very fabric of our lives, from soft T-shirts to comfortable jeans and cozy bedsheets. It's the world's leading renewable textile fiber and the backbone of a global industry worth billions.


						
As climate change intensifies, cotton farmers face increasing challenges from drought and heat. However, new research offers hope for developing more resilient varieties that can maintain high yields even under water-stressed conditions.

An interdisciplinary team of researchers examined how different cotton plants respond to drought at the genetic level in a study recently published in the Plant Biotechnology Journal. They grew 22 varieties of upland cotton (Gossypium hirsutum L.) in Arizona's low desert region, subjecting half the plants to drought conditions. By analyzing the plants' genes and physical traits, the scientists uncovered some fascinating insights into cotton's drought-coping mechanisms.

They found that two key regulatory genes, GhHSFA6B-D and GhDREB2A-A, play a crucial role in helping cotton plants manage water stress while maintaining fiber production. These genes act like orchestra conductors, coordinating the activity of hundreds of other genes involved in drought response and fiber development.

"We were excited to discover this direct link between stress tolerance and fiber yield maintenance," said co-corresponding author Dr. Andrew Nelson, an Assistant Professor at the Boyce Thompson Institute. "It appears that over time, cotton plants have evolved this regulatory mechanism to help them cope with dry conditions while still producing the fibers that are so economically important."

One of the most intriguing findings involves a gene called GhIPS1-A, which produces an enzyme important for synthesizing compounds that protect plants from drought stress. The researchers found that only one copy of this gene, inherited from the cotton plant's African ancestors, responds to GhHSFA6B-D. This suggests that cotton's ability to cope with drought has ancient roots predating its domestication.

Even more fascinating, the team identified a tiny genetic variation near the GhIPS1-A gene that appears to influence how well cotton maintains its yield under water-limited conditions. "This single DNA letter change was associated with higher fiber production in drought-stressed plants," explained co-corresponding author Dr. Duke Pauli, an Associate Professor at the University of Arizona. "Such small genetic differences could be valuable targets for breeders looking to develop more resilient cotton varieties."

As climate change leads to more frequent and severe droughts in many cotton-growing regions, developing varieties that can thrive with less water is crucial. This research provides valuable insights and genetic targets to guide those breeding efforts.




Moreover, the study highlights the importance of maintaining diverse cotton varieties. The range of drought responses observed among the 22 types examined underscores how crucial genetic diversity is for adapting crops to changing conditions.

In a world facing increasing environmental challenges, understanding how our most important plants respond to stress at the molecular level is more vital than ever. This study advances our scientific knowledge and paves the way for more resilient and sustainable agriculture in the face of climate change.

This research was funded by the National Science Foundation (PGRP and MCB) and by Cotton Incorporated.
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California a botanical and climate change hot spot | ScienceDaily
From coastal redwoods and Joshua trees to golden poppies and sagebrush, California is a global botanical hotspot. It's also a place confronted with extreme heat, wildfires and crumbling coastlines. The state's natural beauty and history of pioneering conservation efforts make it a test bed for protecting biodiversity in the face of current and future climate change, argues a study led by the University of California, Davis.


						
Published July 29 in Proceedings of the National Academy of Sciences, the study, "Climate Change and California's Terrestrial Biodiversity," is part of a special PNAS issue on California sustainability. The study concludes that California's 30 x 30 Initiative to preserve 30% of its lands and coastal waters by 2030, along with efforts to harmonize biodiversity conservation and renewable energy, is a promising step. It also highlights the need for California to shift away from its decades-long fire suppression policies and adopt fire strategies reflective of new fire regimes.

"California has had a history for over 100 years of being a leader in protecting the environment -- from setting aside parks for people to climate adaptation," said lead author Susan Harrison, a professor in the UC Davis Department of Environmental Science and Policy. "The threats are extreme and unprecedented, but California has always been a state where creative new solutions have emerged."

California's climate has become warmer, drier and more variable since the mid-1900s, the study noted. It examined major threats climate change poses to the state's biodiversity and sustainability. These include the impacts of shifting plant biodiversity, land-use change, wildfire and renewable energy, and the policy responses to those challenges.

Hot spots on the move

The authors modeled the distribution of about 6,400 native plant species, identifying 15 regional plant biodiversity hot spots -- from small areas, such as the Channel Islands, to vast parts of the Sierra Nevada and coastal ranges.

The models indicate these hot spots could lose an average of 19% of their native plant species by 2080 under current climate projections. California's complex mosaic of microclimates means the state's species could respond in a wide variety of ways to climate change. Some hot spots are expected to move toward the coast or upslope, while others remain or disappear.




Those stakes help outline the need for renewable energy projects to align with expected biodiversity shifts and needs. For example, Molok Luyuk, or Condor Ridge (formerly Walker Ridge), was slated for wind development projects along its blustery ridge despite its rich biodiversity before earning protection as part of Berryessa Snow Mountain National Monument.

"This paper is pointing out that we need to be proactive," said co-author James H. Thorne, a research scientist with the UC Davis Environmental Science and Policy department. "We can't be reactive like, 'Oh, this wildfire is out of control. Oh, this species is disappearing. Oh, we misplaced where this green energy site should go.' We have tools that can be used, some of which we discuss in this paper."

A new mindset

Wildfire is a nearly year-round reminder of the state's hotter, drier climate.

The authors write that fire management policies in California are less progressive than its policies for climate and conservation. The paper encourages the state to move away from its longstanding policy of fire suppression and adapt its strategies to use fire as an ecosystem management tool. State and federal agencies have set ambitious targets to increase the use of fire in land management but have been stymied by bans on prescribed fire motivated by safety and air quality concerns.

Harrison calls wildfire and climate change "game-changers" for how we think about conservation.

"Traditionally, 'conservation' had a restrictive meaning -- we try to keep things the same. If anything goes missing, we try to put it back," Harrison said. "But now, we require a different mindset. We need to be willing to modify traditional views of conservation. We need continual innovation."

Additional co-authors include Rebecca R. Hernandez and Hugh Safford of UC Davis, Janet Franklin of San Diego State University, and Makihiko Ikegami of National Institute of Environmental Studies -- Shiga, Japan.
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New progress in research into malignant catarrhal fever in cattle | ScienceDaily
A research team led by University of Liege scientists has published a groundbreaking study on malignant catarrhal fever (MCF). This disease is caused by the alcelaphine gammaherpesvirus 1 (AlHV-1), which infects its natural host, the wildebeest. This study sheds light on the mechanisms by which this virus, which is asymptomatic and latent in the wildebeest, causes an oligoclonal expansion of CD8+ T lymphocytes in cattle, leading to the development of MCF.


						
In 2013, the research team had already demonstrated* that malignant catarrhal fever (MCF), which is fatal in cattle, only develops if the AlHV-1 virus can maintain a latent state replicating its viral genome in CD8+ T lymphocytes without producing viral particles.

In this new study, we used high-throughput sequencing approaches on CD8+ T lymphocytes from sick cattle, compared with healthy animals," explains Benjamin Dewals, a researcher and lecturer at the University of Liege. We were able to characterise the T lymphocyte repertoire (TCR sequencing) as well as the expression of cellular and viral genes specifically regulated during infection."

Discovery of a crucial viral gene

Thanks to these analyses, the team identified a viral gene coding for a protein, called A10, potentially involved in the intracellular signalling of infected cells. This protein turned out to be essential for the development of the disease without affecting viral replication in cell culture," explains Meijiao Gong, PhD student at ULiege and first author of the article published in PNAS (2). In addition, we have shown that phosphorylation of A10 alters the phenotype of T lymphocytes, causing their proliferation and the development of MCF."

The results obtained provide an in-depth description of the reprogramming of CD8+ T cells during infection with AlHV-1 and identify A10 as a key element in the development of MCF. This discovery opens up new perspectives for understanding the mechanisms of malignant lymphoproliferation induced by herpesviruses and provides a promising basis for the development of an effective vaccine against this bovine disease.

"This study represents a significant step forward in our understanding of malignant catarrhal fever and offers hope for the development of a vaccine capable of protecting cattle against this devastating disease," concludes Benjamin Dewals.

* Palmeira et al., An essential role for gamma-herpesvirus latency-associated nuclear antigen homolog in an acute lymphoproliferative disease of cattle, Proceedings of the National Academy of Sciences of the United States of America (PNAS) 2013.
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Local food production saves costs and carbon | ScienceDaily
Emphasizing local food production over imported substitutes can lead to significant cost and carbon savings, according to data from the Inuvialuit Settlement Region in the Canadian Arctic. The research, conducted by the Max Planck Institute for Evolutionary Anthropology and the Inuvialuit Regional Corporation, shows potential annual savings of more than 3.1 million Canadian dollars and roughly half the carbon emissions when locally harvested food is used instead of imported food. The study underscores the importance of climate change policies that take local food systems into account. Weakening of these local systems could lead to increased emissions and jeopardize the health and food security of remote communities.


						
Local foods are critical to the food security and health of Indigenous peoples around the world, but local "informal" economies are often invisible in official economic statistics. Consequently, these economies may be overlooked in the policies designed to combat climate change. For instance, Indigenous communities in the North American Arctic are characterized by mixed economies featuring hunting, fishing, gathering and trapping activities, alongside the formal wage economy. The region is also undergoing a rapid transformation due to social, economic and climatic changes. In Canada, the introduction of carbon taxation has implications for the cost of fuel utilized in local food harvesting.

As a first step in understanding the sensitivity of Arctic food systems to carbon tax policy, researchers from the Max Planck Institute for Evolutionary Anthropology, in collaboration with the Innovation, Inuvialuit Science, and Climate Change Division of the Inuvialuit Regional Corporation, attempted to estimate the economic and environmental importance of local food production in the Inuvialuit Settlement Region in the western Canadian Arctic. To do this, the authors utilized data from a regional study of harvesting conducted in 2018, aiming to calculate the total edible weight of food produced by Inuit harvesters within a one-year timeframe.

Reducing CO2 emissions requires locally-adapted policy

The authors then calculated what it would cost to replace these foods with market substitutes, like beef, pork, chicken or farmed fish. They then gathered data from agriculture and transport science to estimate the carbon emissions associated with producing and shipping market substitutes to Arctic communities. Finally, using data from a community-based study of Inuit harvesting in one community in the Inuvialuit Settlement Region (Ulukhaktok), the research team was able to estimate the amount of gasoline used per kilogram of food harvested, and used this information to infer the total amount of gasoline used in local food production in the region.

The resulting estimates suggest that, under plausible scenarios, replacing locally-harvested foods in the Inuvialuit Settlement Region with imported market substitutes would cost over 3.1 million Canadian dollars per year and emit over 1,000 tonnes of CO2-equivalent emissions per year. In contrast, gasoline inputs to local harvesting cost approximately 295,000 Canadian dollars and result in 317 to 496 tonnes of emissions, less than half of what would be emitted by market substitutes. "Our findings illustrate how local food harvesting, even when reliant on fossil fuels -- as is the case in Canadian Arctic communities -- are more economically-efficient and less carbon intensive than industrial food production," says first author Elspeth Ready, a researcher at the Max Planck Institute for Evolutionary Anthropology. "Local food harvesting also reduces reliance on supply chains that are vulnerable to climate change."

The results indicate that climate change policies that fail to account for local food production may undermine emission targets and adversely impact food security and health in remote communities, which face heightened economic and logistical constraints relative to more populated regions. This finding is significant because it illustrates that while climate change is a global crisis, successfully reducing emissions requires locally-adapted policy. The statistical modelling approach developed in the paper lays a foundation for similar studies in other regions.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240729173329.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Bold moves needed for California agriculture to adapt to climate change | ScienceDaily
California should take urgent and bold measures to adapt its $59 billion agriculture sector to climate change as the amount of water available for crops declines, according to a collaborative report by University of California faculty from four campuses.


						
Published in the Proceedings of the National Academy of Sciences, the report provides a roadmap for more water capture, storage, and distribution systems that are in harmony with climate projections and ecosystems. It further considers how runoff and groundwater can be used repeatedly as it flows generally from mountainsides to coastal lands.

"The availability of water for consumption is decreasing because of climate change, partly due to increased evaporation and transpiration but also because we don't have the system set up to capture and use the larger and more variable flows that are now the norm," said Kurt Schwabe, a public policy professor at UC Riverside and co-author of the report.

A warmer planet means fewer but larger rain and snowstorms in California. The rising temperatures and shorter winters also result in smaller volumes of water stored in mountain snowpacks that have historically replenished California's reservoirs each spring. And a greater amount of water is getting lost through evaporation.

This means that agriculture, which uses about 80 percent of the water consumed in the state, will need to adjust to a future with less water available for irrigation.

To help reduce the overall impact on agriculture and society from climate change, the report's authors envision a more nimble and responsive system that can capture and store water from big storms before it goes to sea to prevent floods and keep crops growing through the hot, dry summer months.

To do so, California must increase its water storage capacity, but that doesn't necessarily require building more dams and reservoirs, Schwabe said. Great storage capacity now exists in the state's depleted aquifers below the Central Valley and the coastal plains.




"It's really a huge win," Schwabe said. "We can start taking more of those flood flows, and unexpected overflows, and put them in these groundwater aquifers. We've got plenty of capacity there, and you don't suffer from the evaporation rates that you do with the surface reservoirs."

Capturing the flows would involve diverting torrents from heavy rains and accelerated snowmelts to farm fields or to habitat lands where controlled flooding would cause no harm, and the water would percolate down to aquifers. Farmers would then have more groundwater to get through drier periods while also reviving wildlife habitats.

Farmers also should take advantage of new crop varieties, so they have more flexibility to deal with different water situations. Changing crops, unlike changing irrigation systems, is a practice that can lead to reduced overall water use.

"It's obviously an economic decision confronting the growers," Schwabe said.

However, switching from a water-intensive practice such as flood irrigation to something like drip irrigation, doesn't necessarily save much water at the system level, he said. Flood irrigation may be appropriate if it helps recharge aquifers, or the runoff is used again by other farms.

"Sometimes the runoff water appears later in the system for use," Schwabe said

California also needs to build more flexibility into its water delivery systems. The state's three major aqueducts -- the California State Water Project, the Central Valley Project, and the Colorado River Aqueduct -- for the most part transport water from north to south. A greater ability to move water from east to west and vice versa would allow for more efficient water use. Farmers who have more water than they need for a particular season could sell to others in need. With prices based on scarcity plus delivery costs, such a marketplace would have incentives for storage and efficient use, Schwabe said.




The report's title is "Cultivating Climate Resilience in California Agriculture: Adaptations to an Increasingly Volatile Water Future."

In addition to Schwabe, the report's co-authors are Josue Medellin-Azuar at UC Merced, Alvar Escriva-Bou at UCLA, and Amelie Gaudin and Daniel Sumner at UC Davis.

"When I moved to California over 20 years ago, someone told me, "Don't let people tell you there isn't a lot of water in California because there is. The problem is that it's just managed really poorly," Schwabe said.

That said, Schwabe believes the state is making progress by developing policies that can lead to more efficient and sustainable outcomes, such as the Sustainable Groundwater Management Act of 2014.

"Today more than ever before we're seeing partnerships across environmental, agricultural, and municipal sectors to address water scarcity issues," Schwabe said. "And that's a good thing."
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Scientists untangle interactions between the Earth's early life forms and the environment over 500 million years | ScienceDaily
The atmosphere, the ocean and life on Earth interacted over the past 500-plus million years in ways that improved conditions for early organisms to thrive. Now, an interdisciplinary team of scientists has produced a perspective article of this co-evolutionary history published in multidisciplinary open-access journal National Science Review.


						
"One of our tasks was to summarize the most important discoveries about carbon dioxide and oxygen in the atmosphere and ocean over the past 500 million years," says Syracuse University geochemistry professor Zunli Lu, lead author on the paper. "We reviewed how those physical changes affected the evolution of life in the ocean. But it's a two-way street. The evolution of life also impacted the chemical environment. It is not a trivial task to understand how to build a habitable Earth over long time scales"

The team from Syracuse University, Oxford University and Stanford University explored the intricate feedbacks among ancient life forms, including plants and animals, and the chemical environment in the current Phanerozoic Eon, which began approximately 540 million years ago.

At the start of the Phanerozoic, carbon dioxide levels in the atmosphere were high, and oxygen levels were low. Such a condition would be difficult for many modern organisms to thrive. But ocean algae changed that. They absorbed carbon dioxide from the atmosphere, locked it into organic matter and produced oxygen through photosynthesis.

The ability of animals to live in an ocean environment was affected by oxygen levels. Lu is studying where and when ocean oxygen levels may have risen or fallen during the Phanerozoic using geochemical proxies and model simulations. Co-author Jonathan Payne, professor of Earth and planetary sciences at Stanford University, compares an ancient animal's estimated metabolic requirements to places where it survived or disappeared in the fossil record.

As photosynthetic algae removed atmospheric carbon into sedimentary rocks to lower carbon dioxide and raise oxygen levels, the algae's enzymes became less efficient in fixing carbon. Therefore, algae had to figure out more complicated ways of doing photosynthesis at lower carbon dioxide and higher oxygen levels. It accomplished this by creating internal compartments for photosynthesis with control over the chemistry.

"For algae, it is changes in the environmental ratio of O2/CO2 that seems to be key to driving improved photosynthetic efficiency," says co-author Rosalind Rickaby, who is a professor of geology at Oxford. "What is really intriguing is that these improvements in photosynthetic efficiency may have expanded the chemical envelope of habitability for many forms of life."

Ancient photosynthesizers had to adapt to changes in the physical environment that they themselves had created, notes Lu. "The first part of the history of the Phanerozoic is increasing habitability for life, and then the second part is adaptation."

If scientists want to further understand this interplay between life and the physical environment, as well as the drivers and limits on habitability, the authors suggest that mapping out the spatial patterns of ocean oxygen, biomarkers for photosynthesis and metabolic tolerance of animals shown in fossil records will be a key future research direction.
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Healthy diet with less sugar is linked to younger biological age | ScienceDaily
Researchers at UC San Francisco have found a link between following a diet that is rich in vitamins and minerals, especially one without much added sugar, and having a younger biological age at the cellular level.


						
They looked at how three different measures of healthy eating affected an "epigenetic clock" -- a biochemical test that can approximate both health and lifespan -- and found that the better people ate, the younger their cells looked. Even when people ate healthy diets, each gram of added sugar they consumed was associated with an increase in their epigenetic age.

"The diets we examined align with existing recommendations for preventing disease and promoting health, and they highlight the potency of antioxidant and anti-inflammatory nutrients in particular," said Dorothy Chiu, PhD, a postdoctoral scholar at the UCSF Osher Center for Integrative Health and first author of the study, which appears July 29 in JAMA Network Open. "From a lifestyle medicine standpoint, it is empowering to see how heeding these recommendations may promote a younger cellular age relative to chronological age."

The study is one of the first to show a link between added sugar and epigenetic aging, and the first to examine this link in a heterogenous group of women -- both Black and white -- in midlife. Most studies on the topic have involved older white participants.

The study helps deepen our understanding of why sugar is so detrimental to health, added study co-senior author Elissa Epel, PhD, a UCSF professor in the Department of Psychiatry and Behavioral Sciences.

"We knew that high levels of added sugars are linked to worsened metabolic health and early disease, possibly more than any other dietary factor," Epel said. "Now we know that accelerated epigenetic aging is underlying this relationship, and this is likely one of many ways that excessive sugar intake limits healthy longevity."

Women in the study reported consuming an average of 61.5 grams of added sugar per day, though the range was large: from 2.7 to 316 grams of added sugar daily. A bar of milk chocolate has about 25 grams of added sugar, while a 12-ounce can of cola has about 39 grams. The U.S. Food and Drug Administration recommends adults consume no more than 50 grams of added sugar per day.




A nutrient-based approach 

For the cross-sectional study, researchers analyzed food records from 342 Black and white women with a mean age of 39 years from Northern California. Then, they compared their diets with epigenetic clock measures, which were derived from saliva samples.

Researchers scored the women's diets to see how they compared to a Mediterranean-style diet rich in anti-inflammatory and antioxidant foods and then to a diet linked to lower risk for chronic disease.

Finally, they scored the women's diets against a measure they created called the "Epigenetic Nutrient Index (ENI)," which is based on nutrients (not foods) that have been linked to anti-oxidative or anti-inflammatory processes and DNA maintenance and repair. These include Vitamins A, C, B12 and E, folate, selenium, magnesium, dietary fiber and isoflavones.

Adherence to any of the diets was significantly associated with lower epigenetic age, with the Mediterranean diet having the strongest association.  The researchers examined sugar intake separately and found that consuming foods with added sugar was associated with accelerated biological aging, even in the presence of an otherwise healthy diet.

"Given that epigenetic patterns appear to be reversible, it may be that eliminating 10 grams of added sugar per day is akin to turning back the biological clock by 2.4 months, if sustained over time," said co-senior author Barbara Laraia, PhD, RD, a UC Berkeley professor in the Food, Nutrition and Population Health program. "Focusing on foods that are high in key nutrients and low in added sugars may be a new way to help motivate people to eat well for longevity."
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Researchers decipher new molecular mechanisms related to biological tissue regeneration | ScienceDaily
A study lead by the University of Barcelona opens new perspectives to better understand how the molecular mechanisms involved in regenerative medicine work. The study focuses on tumour necrosis factor-a (TNF-a) and its receptors TNFR, molecules of key interest in biomedicine due to their involvement in multiple diseases such as obesity related to type 2 diabetes mellitus, inflammatory bowel disease and several types of cancer.


						
The study, highlighted in the News & Views section of The EMBO Journal , is led by Professor Florenci Serras, from the Faculty of Biology and the Institute of Biomedicine of the University of Barcelona (IBUB). The work also involves experts from the UB's Biodiversity Research Institute (IRBIO), the Centre for Genomic Regulation (CRG) and the August Pi i Sunyer Biomedical Research Institute (IDIBAPS).




"In particular, the secreted tumour necrosis factor can recognize and bind to its receptor TNFR, which is located on the membrane of neighbouring cells. As a result of the binding, the TNFR receptor is activated and regulates processes as diverse as cell proliferation, cell death and adaptive immunity," explains Florenci Serras, a member of the UB's Department of Genetics, Microbiology and Statistics.

The findings indicate that tumour necrosis factor-a (TNF-a) -- a cellular activity modulating protein -- has two TNFR receptors that can display completely opposite functions in response to biological tissue injury: specifically, one receptor enhances cell survival and regeneration, while the other can promote cell death.

The study, carried out using the Drosophila melanogaster study model, could contribute to the design of TNFR receptor agonist and antagonist molecules that stimulate the regeneration of epithelial tissues in patients with severe burns, or affected by inflammatory bowel diseases and some cancers.

Drosophila: a model for studying human diseases

Communication between cells is a decisive process in the development and physiology of organisms. One of the pathways of cell communication is the secretion of molecules -- e.g. tumour necrosis factor (TNF-a) -- that have specific functions in biological cells, tissues and organs.

"In particular, the secreted tumour necrosis factor can recognize and bind to its receptor TNFR, which is located on the membrane of neighbouring cells. As a result of the binding, the TNFR receptor is activated and regulates processes as diverse as cell proliferation, cell death and adaptive immunity," explains Florenci Serras, a member of the UB's Department of Genetics, Microbiology and Statistics.

In the mammalian genome, there are nineteen TNF molecules and twenty-nine TNFR receptors, which reveals the great complexity of their study in the case of the human species. However, some organisms such as the D. melanogaster fly have only one tumour necrosis factor (called Eiger, Egr) and only two TNFRs, which are the Grindelwald (Grnd) and Wengen (Wgn) receptors.

"Thanks to this simplicity, and adding the multiple genetic tools of Drosophila, we have been able to use this model organism to study the regulation and function of TNF-a/TNFR," says the researcher.

Receptors with opposing functions

Although TNF-a and TNFR receptors are linked to acute and chronic diseases, "it is still not well understood how these components regulate such opposing cellular processes as cell death or cell survival, and even cell proliferation," Serras stresses.

This study, which will be included in the doctoral thesis to be defended by PhD student Jose Esteban-Collado, provides evidence that supports the different and opposing functions of TNFR Grnd and Wgn. "On the one hand, the Grnd receptor promotes cell death (apoptosis) to eliminate damaged cells through a TRAF2-dTAK1-JNK signalling pathway in a TNF-a Egr-dependent manner," says Serras. "In contrast, the Wgn receptor promotes cell survival and regeneration to keep tissues healthy and in good condition, via the TRAF1-Ask1-p38 signalling pathway and without the need for TNF-a Egr," he adds.




"That is, the first receptor needs the ligand to bind to the receptor, while the second can be activated without interacting with the ligand. Therefore, each TNFR promotes its signalling to achieve different functions," explains Florenci Serras. "Thus, the communication mechanisms of TNFRs must generate a balance between the activities of the different TNFRs, the molecular signals they set in motion and their dependence -- or not -- on the ligand (TNF-a)," he points out.

Damaged cells give off molecular signals in healthy cells

When a cell is dying or damaged, it communicates with healthy cells to replace the non-functional cell with a new one and initiate regeneration of the affected tissue. The research describes how dying cells release reactive oxygen species (ROS), which functional cells in their environment pick up to drive the regeneration process of the affected tissue.

"In a pathological situation or tissue damage, both receptors show different responses. First, the affected tissue produces TNF-a Egr, which binds to Grnd on the membrane. This is internalized and promotes suicide by cell death (apoptosis). At the same time, these cells produce ROS, which spread and reach healthy cells as an alarm signal indicating tissue deterioration," explains Serras. "The ROS signal activates Wgn in healthy cells directly, without the need for Egr, and consequently triggers the signalling pathway that promotes tissue survival, protection and regeneration," notes Serras.

The results of the new study support the model in which ROS from damaged tissue can activate Wgn-dependent signalling in healthy surrounding cells to promote their regeneration.

Using an elegant binary system that allows manipulation of a gene in tissue-specific domains, the authors have also determined an essential role for TNFR Wgn -- but not Grnd -- in the activation of p38 kinase. "In healthy cells, this p38 will be responsible for setting in motion the entire genetic machinery for tissue repair," concludes Florenci Serras.
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Countries need to co-operate on migration as climate crisis worsens | ScienceDaily
Humanity must rethink migration as the climate crisis drives rapid global changes, researchers say.


						
With significant migration expected -- and border policies hardening -- the researchers say the "time is ripe to highlight the benefits of collaboration between nations and regions."

By promoting the benefits of migration, especially in an era of ageing populations, global leaders could ensure a better future for people and societies.

The paper, published in the journal One Earth, comes from an international team of climate and social scientists including the universities of Wageningen, Exeter and Nanjing.

"Millions of people are projected to be displaced by sea-level rise in the next decades, and two billion could be exposed to extreme heat beyond their experience by the end of the century," said Professor Marten Scheffer, of Wageningen University.

"Ignoring or downplaying the inevitable global redistribution of people would lead to geo-political instability, and a polarised and fractured world.

"Instead, the international community must come together to rethink mobility and cultural integration to ensure a benign transition to this new world."

So far, most migration with significant climate dimensions has happened within countries, with people leaving areas affected by long-term decline in agricultural productivity or escaping conditions such as coastal erosion or extreme events.




While some large nations have different climate zones that can accommodate this, small countries do not.

The paper also warns that a "skewed distribution of wealth and associated power" makes it difficult for people to move, both within and between states.

Professor Tim Lenton, from Exeter's Global Systems Institute, said: "While many animal species are already changing their geographical distribution in response to climate change, and humans have done so for thousands of years, humanity now faces increasing barriers to this.

"Global warming exacerbates existing inequalities, making habitability a major political challenge of this century.

"Concrete cooperation is now needed to match migrant flows with demand for labour, to the benefit of the Global South and the developed world alike."

The paper says major reform of the food system, supported by movement of workers, could increase production while conserving nature -- especially if meat consumption is reduced in favour of plant-based diets.




Migration can therefore be a win-win for people and the climate, but leaders must make a positive case for economic benefits and effective integration.

"Playing up the social costs of migration appeals to national identity motivations, but fails to overcome problems from ageing populations," said Professor Neil Adger.

"Instead, leaders should focus on the economic and social benefits of new populations and effective integration, which benefits newcomers and original inhabitants alike.

"Every corner of the world needs to anticipate the coming climate crisis and promote the safe and beneficial movement of people as conditions change."
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Faster, cleaner way to extract lithium from battery waste | ScienceDaily
Researchers uncover a rapid, efficient and environmentally friendly method for selective lithium recovery using microwave radiation and a readily biodegradable solvent.


						
A microwave-based process boasts 50% recovery rate in 30 seconds.

The "white gold" of clean energy, lithium is a key ingredient in batteries large and small, from those powering phones and laptops to grid-scale energy storage systems.

Though relatively abundant, the silvery-white metal could soon be in short supply due to a complex sourcing landscape impacted by the electric vehicle (EV) boom, net-zero goals and geopolitical factors. Valued at over $65 billion in 2023, the lithium-ion battery (LIB) global market is expected to grow by over 23% in the next eight years, likely heightening existing challenges in lithium supply.

What's more, recovering lithium from spent batteries is environmentally taxing and highly inefficient -- something a team of Rice University researchers led by Pulickel Ajayan is working to change.

In their latest study published in Advanced Functional Materials, the researchers describe a rapid, efficient and environmentally friendly method for selective lithium recovery using microwave radiation and a readily biodegradable solvent. Findings show the new process can retrieve as much as 50% of the lithium in spent LIB cathodes in as little as 30 seconds, overcoming a significant bottleneck in LIB recycling technology.

"We've seen a colossal growth in LIB use in recent years, which inevitably raises concerns as to the availability of critical metals like lithium, cobalt and nickel that are used in the cathodes," said Sohini Bhattacharyya, one of the two lead authors on the study and a Rice Academy Postdoctoral Fellow in the Nanomaterials Laboratory run by Ajayan. "It's therefore really important to recycle spent LIBs to recover these metals."

Conventional recycling methods often involve harsh acids, while alternative eco-friendly solvents like deep eutectic solvents (DESs) have struggled with efficiency and economic viability. Moreover, current recycling methods recover less than 5% of lithium, largely due to contamination and loss during the process as well as the energy intensive nature of recovery.




"The recovery rate is so low because lithium is usually precipitated last after all other metals, so our goal was to figure out how we can target lithium specifically," said Salma Alhashim, a Rice doctoral alumna who is the study's other lead author. "Here we used a DES that is a mixture of choline chloride and ethylene glycol, knowing from our previous work that during leaching in this DES, lithium gets surrounded by chloride ions from the choline chloride and is leached out into solution."

In order to leach other metals like cobalt or nickel, both the choline chloride and the ethylene glycol have to be involved in the process. Knowing that of the two substances only choline chloride is good at absorbing microwaves, the researchers submerged the battery waste material in the solvent and blasted it with microwave radiation.

"This allowed us to leach lithium selectively over other metals," Bhattacharyya said. "Using microwave radiation for this process is akin to how a kitchen microwave heats food quickly. The energy is transferred directly to the molecules, making the reaction occur much faster than conventional heating methods."

Compared to conventional heating methods like an oil bath, microwave-assisted heating can achieve similar efficiencies almost 100 times faster. For example, using the microwave-based process, the team found that it took 15 minutes to leach 87% of the lithium as opposed to the 12 hours needed to obtain the same recovery rate via oil bath heating.

"This also shows that selectivity towards specific elements can be achieved simply by tuning the DES composition," Alhashim said. "Another advantage is solvent stability: Because the oil bath method takes so much longer, the solvent begins to decompose, whereas this does not happen with the short heating cycles of a microwave."

This breakthrough method could dramatically improve the economics and environmental impact of LIB recycling, providing a sustainable solution to a growing global issue.

"This method not only enhances the recovery rate but also minimizes environmental impact, which makes it a promising step toward deploying DES-based recycling systems at scale for selective metal recovery," said Ajayan, the corresponding author on the study and Rice's Benjamin M. and Mary Greenwood Anderson Professor of Engineering and professor and department chair of materials science and nanoengineering.
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        Body appreciation varies across cultures
        People from different cultures show both similarities and differences in how body appreciation, sociocultural pressure, and internalization of thin ideals vary, according to a new study.

      

      
        Barriers designed to prevent saltwater intrusion may worsen inland flooding
        Building protection barriers without accounting for potential inland flooding risks from groundwater can eventually worsen the very issues they aim to solve.

      

      
        Cash and conservation: A worldwide analysis of wildlife represented on money
        Researchers investigate the representation of native fauna on 4,541 banknotes from 207 countries between 1980 and 2017, to identify geographic hotspots and taxonomic patterns, and determine whether threatened and endemic species were more readily represented.

      

      
        Researchers explore the potential of clean energy markets as a hedging tool
        Clean energy investments offer potential stability and growth, especially during volatile market conditions. A recent study explored the relationship between clean energy markets and global stock markets. Significant spillovers were observed from major indices like the SP500 to markets such as Japan's Nikkei225 and Global Clean Energy Index. These interactions suggest opportunities for optimizing investment portfolios and leveraging clean energy assets as hedging tools in volatile market environm...

      

      
        New collaborative research generates lessons for more adaptive lake management
        A professor gathered feedback from 26 Colorado River Basin managers and experts took on water user roles to discuss consuming, banking and trading Colorado River water.

      

      
        Friendships in America may be in less peril than previously thought
        American adults may typically have more friends than indicated by other recent surveys, with fewer Americans having no friends at all -- though many would like closer friendships, according to a new study.

      

      
        Peer influence can promote healthier shopping habits, study reveals
        A randomized trial conducted by health economists found that a bit of peer influence can nudge us to select healthier groceries.

      

      
        Working from home is stifling innovation
        Remote and hybrid working may be great for employees' work-life balance, but it may be stifling innovation, according to new research.

      

      
        Using the term 'artificial intelligence' in product descriptions reduces purchase intentions
        Companies may unintentionally hurt their sales by including the words 'artificial intelligence' when describing their offerings that use the technology, according to a recent study. Researchers conducted experimental surveys with more than 1,000 adults in the U.S. to evaluate the relationship between AI disclosure and consumer behavior. The findings consistently showed products described as using artificial intelligence were less popular.

      

      
        'Holiday' or 'Vacation': Similar language leads to more cooperation
        'Holiday' or 'vacation', 'to start' or 'to begin', 'my friend's cat' or 'the cat of my friend' -- in our language, there are different ways of expressing the same things and concepts. But can the choice of a particular variant determine whether we prefer to cooperate with certain people rather than with others? A research team investigated this and showed that people are more likely to co-operate with others if they make similar linguistic choices in a conversation. The experiment suggests that t...

      

      
        Breaking MAD: Generative AI could break the internet, researchers find
        Researchers have found that training successive generations of generative artificial intelligence models on synthetic data gives rise to self-consuming feedback loops.

      

      
        Is that glass bottle of OJ better for the planet than a plastic container?
        Which packaging type for a 12-ounce, single-serve container of orange juice would you choose as the most sustainable option: Aluminum/canned, made with recycled material; Carton, described as biodegradable/compostable; Glass, 100% recyclable; or Plastic, described as biodegradable/compostable? If you were like the U.S. consumers surveyed by food scientists you'd prefer glass and believe it was the most sustainable choice. And you all would be mistaken.

      

      
        California a botanical and climate change hot spot
        Climate-driven shifts in California's biodiversity call for innovation and continued environmental stewardfship, says a new study. California's 30x30 Initiative and efforts to harmonize biodiversity with renewable energy are promising steps, while wildfire strategies need to further adapt.

      

      
        Young scientists face career hurdles in interdisciplinary research
        Scientists agree that solving some of society's greatest challenges in biomedicine such as food sustainability, aging and disease treatment will need researchers from a variety of scientific fields working together.

      

      
        To get drivers to put down their phones, make it a game
        A large trial of strategies to reduce distracted driving showed that those that were 'gamified' yielded a lasting reduction in handheld phone usage while driving.

      

      
        Analogies for modeling belief dynamics
        Researchers who study belief dynamics often use analogies to understand and model the complex cognitive-social systems that underlie why we believe the things we do and how those beliefs can change over time. Ideas can be transmitted like a virus, for instance, 'infecting' a population as they spread from person to person. We might be drawn -- like magnets -- to others with a similar worldview. A society's beliefs can shift slowly before reaching a tipping point that thrusts society into a new ph...

      

      
        Countries need to co-operate on migration as climate crisis worsens
        Humanity must rethink migration as the climate crisis drives rapid global changes, researchers say.

      

      
        Study tracks exposure to air pollution through the day
        For people moving through the Bronx at different times, exposure to particulate matter 2.5 microns or bigger rises by about 2.4 percent when daily travel patterns are taken into account, according to a new study.

      

      
        When allocating scarce resources with AI, randomization can improve fairness
        Researchers argue that, in some situations where machine-learning models are used to allocate scarce resources or opportunities, randomizing decisions in a structured way may lead to fairer outcomes.

      

      
        Outsourcing conservation in Africa
        There's an experiment going on in conservation in Africa. With biodiversity imperiled, and nations facing financial and political crises, some governments are transferring the management of protected areas to private, non-governmental organizations (NGOs).

      

      
        Generative AI pioneers the future of child language learning
        Researchers create a storybook generation system for personalized vocabulary learning.

      

      
        Timing matters: Study shows ways to improve health alerts
        When seemingly healthy people receive an alert from a wearable sensor telling them they might have a respiratory virus--based on small changes in their unique heartrate, sleep and activity patterns -- what do they do? According to a new study carried out at the height of the COVID-19 pandemic, only a quarter of people follow up such an alert with an at-home viral test.

      

      
        Nitrogen emissions have a net cooling effect: But researchers warn against a climate solution
        An international team of researchers has found that nitrogen emissions from fertilizers and fossil fuels have a net cooling effect on the climate. But they warn increasing atmospheric nitrogen has further damaging effects on the environment, calling for an urgent reduction in greenhouse gas emissions to halt global warming.

      

      
        Early onset dementia more common than previously reported -- the incidence of Alzheimer's disease seems to be on the rise
        A new study explored early-onset dementia in the working-age population in Finland.

      

      
        Energy planning in Ghana as a role model for the world
        Researchers are investigating ways to better plan for climate-resilient energy systems in the Global South. Focusing on the case study of Accra, the capital of Ghana, the multidisciplinary team expanded conventional energy system modeling approaches by incorporating a range of socio-techno-economic challenges, climate change impacts, and resilience metrics into their models. Their approaches are applicable worldwide to support widespread sustainable and resilient energy system transitions.

      

      
        Last decade saw big decrease in teens who used commonly prescribed and misused prescription drugs
        Since 2009, U.S. high school seniors have reported steep declines in medical use, misuse and availability of the three most commonly prescribed and misused controlled substances for teens, a new study found.

      

      
        Engineer develops technique that enhances thermal imaging and infrared thermography for police, medical, military use
        A new method to measure the continuous spectrum of light is set to improve thermal imaging and infrared thermography.

      

      
        Exploring the dynamics of combatting market-driven epidemics
        A case definition of market-driven epidemics (MDEs) could help address critical barriers to timely, effective prevention and mitigation, according to a new study.

      

      
        Seven steps to achieving the right to clean indoor air post-pandemic
        Seven lessons learned from the COVID-19 pandemic about ventilation's crucial role in preventing the spread of airborne pathogens has been set out in a new article.
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Body appreciation varies across cultures | ScienceDaily
People from different cultures show both similarities and differences in how body appreciation, sociocultural pressure, and internalization of thin ideals vary, according to a study published July 31, 2024 in the open-access journal PLOS ONE by Louise Hanson from Durham University, UK, and colleagues.


						
Body image is a multifaceted and complex phenomenon encapsulating how we think, behave, and feel about our body. To date, most body image research has focused on young, White, Western women, and has focused on negative rather than positive body image.

By contrast, Hanson and colleagues examined body appreciation, encapsulating positive thoughts and feelings regarding one's own body. They also included participants not only from Western countries (i.e., Australia, Canada, United Kingdom, United States of America), but also China and Nigeria. A final sample of 1186 women completed the questionnaires and were included in the analysis.

The results did not reveal significant difference in body satisfaction between women of different ages, but there was significant variation between cultures. Black Nigerian women had the highest body appreciation, followed by Eastern Asian Chinese women, with White Western women reporting lowest body appreciation. The findings suggest that ethnicity and culture are important influences on body appreciation and might act as protective factors that promote positive body image.

High internalization of the thin ideal, and high perceived pressure about appearance from family, peers, and the media, were associated with lower body appreciation. Internalization varied by age in some cultures: older White Western and Black Nigerian women reported lower thin-ideal internalization than younger women, but Chinese women experienced the same thin-ideal internalization across the lifespan.

For women from all cultures, older women reported lower perceived sociocultural pressure than younger women. White Western women experienced more perceived pressure from the media than Black Nigerian and Chinese women, but Chinese women reported the most pressure from peers. The results also showed that Black Nigerian women reported the lowest sociocultural pressure overall, and that Chinese women reported the most pressure.

The authors suggest that future studies should include more women in older age groups to obtain a fully representative picture of women's body appreciation across the lifespan. In addition, further development of measurement tools is necessary for future research in cross-cultural contexts. According to the authors, the results of the current study could be used to target positive body image interventions to each culture. Further research may be required to develop effective interventions for each group.

The authors add: "We found that body appreciation was relatively stable across all ages and sociocultural pressure was evident in all cultures. However, the extent to which this pressure was experienced and where it came from differed across cultures."
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Barriers designed to prevent saltwater intrusion may worsen inland flooding | ScienceDaily
As Earth continues to warm, sea levels have risen at an accelerating rate -- from 1.4 millimeters a year to 3.6 millimeters a year between 2000 and 2015. Flooding will inevitably worsen, particularly in low-lying coastal regions, where more than a billion people are estimated to live. Solutions are needed to protect homes, property and groundwater from flooding and the intrusion of saltwater.


						
Seawalls and similar infrastructure are obvious options to protect against flooding. In fact, cities such as New York and San Franciso have already thrashed out potential plans with the Army Corps of Engineers that will heavily rely on seawalls. But these plans come with a hefty price tag, estimated at tens of billions of dollars.

Further complicating planning, a new paper has found that seawalls and other shoreline barriers, which extend below the surface, might actually lead to more groundwater flooding, result in less protection against saltwater intrusion into groundwater, and end up with a lot of water to deal with inside of the area that seawalls were supposed to protect.

The paper, "Shoreline barriers may amplify coast groundwater hazards with sea-level rise," was published in Scientific Reports, which is part of the Nature portfolio. The paper was written by Xin Su, a research assistant professor at the University of Memphis; Kevin Befus, an assistant professor at the U of A; and Michelle Hummel, an assistant professor at the University of Texas at Arlington. Su was previously a post-doctoral researcher working with Befus in the U of A's Geosciences Department before assuming her current position.

The paper provides an overview of how sea-level rise causes salty groundwater to move inland and replace the fresh groundwater that was there, a process known as saltwater intrusion. At the same time, the fresh and salty groundwater both rise toward the ground surface because of the higher sea level. This can cause flooding from below, also known as groundwater emergence.

Walls can be built underground to reduce saltwater intrusion, but this can lead to groundwater getting stuck behind the walls, which act like an underground dam. This can cause even more groundwater to move up to the ground surface, which can in turn infiltrate sewer systems and water mains.

"These barriers can backfire if they don't take into account the potential for inland flooding caused by rising groundwater levels," Su explained. "Excessive groundwater could potentially reduce sewer capacity, increase the risk of corrosion and contaminate the drinking water supply by weakening the pipes."

The researchers noted that studies prior to this one did not include the groundwater flooding effects, which led those studies to anticipate more benefits from underground walls than this latest paper now suggests.




"The standard plan for protecting against flooding is to build seawalls," Befus added. "Our simulations show that just building seawalls will lead to water seeping in under the wall from the ocean as well as filling up from the landward side. Ultimately, this means if we want to build seawalls, we need to be ready to pump a lot of water for as long as we want to keep that area dry -- this is what the Dutch have had to do for centuries with first windmills and now large pumps."

Su concluded: "We found that building these protection barriers without accounting for potential inland flooding risks from groundwater can eventually worsen the very issues they aim to solve."

She added that "these risks highlight the need for careful planning when building barriers, especially in densely populated coastal communities. By addressing these potential issues, coastal communities can be better protected from rising sea levels."

When building flood-related or underground walls, there appears to be no perfect solution that prevents saltwater intrusion or groundwater flooding. As such, the researchers recommend that any underground barriers have additional plans to deal with the extra water that would pond up inland of the barrier, such as using pumps or French drains, which utilize perforated pipes embedded in gravel or loose rock that direct water away from foundations.

City planners in New York, San Francisco and coastal cities globally would do well to take heed of this as they develop plans to combat rising sea levels.
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Cash and conservation: A worldwide analysis of wildlife represented on money | ScienceDaily
If you were asked what images were depicted on each side of any of your country's banknotes, would you be able to confidently answer?


						
It's a question a team of Griffith researchers has posed as a way to explore just what flora and fauna that nations around the globe choose to represent on their currency, and the opportunities they present for conservation awareness and efforts.

In the new study published in People and Nature, lead author Beaudee Newbery and his supervisors Associate Professor Guy Castley and Dr Clare Morrison, investigated the representation of native fauna on 4,541 banknotes from 207 countries between 1980 and 2017, to identify geographic hotspots and taxonomic patterns, and determine whether threatened and endemic species were more readily represented.

They found:
"For many of us around the world using banknotes and coins is part of the everyday, despite the increasing trend towards digital transactions," Associate Professor Castley said.

"But in making these transactions, do we pay any notice to the currency itself and the images and artwork that are used in these designs?

"To get a sense of the 'value' that countries around the world might place on their native wildlife, our paper explored how wildlife imagery was used on banknotes.

"We were interested in finding out how often wildlife, specifically native animals, were depicted, but also which species were depicted."

The team recommended several avenues for further investigation to explore the relationships between perceived value and wildlife representation.




These included longitudinal studies of how representation changes over time; the inclusion of flora and/or coin imagery; identifying species-specific traits for selected wildlife; and examining the decision-making processes governing wildlife imagery on banknotes.

"Given the global biodiversity crisis, perhaps there may be a trend to showcase threatened species to highlight their plight and raise national awareness for these species," Associate Professor Castley said.

"This study underscores the role that wildlife imagery on banknotes can play in shaping national identity and public perception of a country's biodiversity."

"By highlighting both the celebrated and threatened species, currencies around the world serve as a unique platform for promoting conservation awareness."
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Researchers explore the potential of clean energy markets as a hedging tool | ScienceDaily
Clean energy investments offer potential stability and growth, especially during volatile market conditions. A recent study by researchers from Korea explored the relationship between clean energy markets and global stock markets. Significant spillovers were observed from major indices like the SP500 to markets such as Japan's Nikkei225 and Global Clean Energy Index. These interactions suggest opportunities for optimizing investment portfolios and leveraging clean energy assets as hedging tools in volatile market environments.


						
Climate change has significantly impacted lives worldwide and prompted governments to adopt policies promoting sustainability and use of clean energy sources. This shift to clean energy has triggered increased investments in renewable energy and technologies. Clean energy assets possess a unique advantage -- they are not affected by parameters influencing their traditional stock market counterparts. However, the interactions between the clean energy and traditional stock markets are not well understood.

To fill this gap, a group of researchers led by Professor Sang Hoon Kang from Pusan National University explored the relationship between clean energy indices and major international stock markets. The researchers investigated if clean energy investments could provide stability when traditional stock markets experience turbulence. Their findings were published online on 10 July 2024 in the journal of Energy Economics. 

The researchers used a method called tail quantile connectedness regression to study how different financial assets interacted, especially during extreme market conditions. This method let them examine how shocks from major stock indices like the SP500 and the FTSE100, as well as the Renewable Energy and Clean Technology Index (RECTI), affect other indices such as Japan's Nikkei225 and the Global Clean Energy Index (GCEI).

Prof. Kang explains, "Investors seek to protect their portfolios from volatility by diversifying with assets that don't follow the same trends as traditional stocks. Clean energy assets are promising for this purpose because they are influenced by different factors, such as government policies and technological advancements in renewable energy."

The study found that financial shocks often start in major markets like the US, the EU, and the UK, and from indices such as the RECTI, then flow to markets in Japan and the GCEI. During normal and bull market (when stock prices are increasing) phases short-term effects dominated, whereas during declining or busting market states, the impacts ranged from intermediate to long-term ones. This shows that different clean energy indices play unique roles in the global financial system, affecting how information and risks are spread across markets, and highlights their resilience and lasting influence, even in challenging economic climates.

Furthermore, the study identified specific roles played by different clean energy indices in information transmission. For instance, the RECTI tends to act actively, while the Green Bond Index remains relatively isolated. The GCEI, on the other hand, tends to receive information passively.




These findings suggest that clean energy investments can act as hedges or buffers during fluctuating market conditions, promoting financial stability and resilience against economic turbulence.

Prof. Kang elaborates, "Our findings suggest that clean energy assets paired with other financial assets such as WTI and CSI300, should form a significant portion of a diversified investment portfolio to mitigate risks during different market conditions."

He concludes with the long-term impact of their study, "Heightened awareness and better understanding of the spillover effects between these markets can drive policy decisions that support sustainable economic growth and environmental protection, ultimately fostering a more resilient global financial system."

In summary, the expanding clean energy sector holds great potential to promote financial stability amidst fluctuating markets.
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New collaborative research generates lessons for more adaptive lake management | ScienceDaily

That was a key takeaway from new research conducted by Utah State University, published in the American Society of Civil Engineer's Journal of Water Resources Planning and Management. Using Google Sheets during video calls, 26 Colorado River Basin managers and experts took on water user roles to discuss consuming, banking and trading Colorado River water.

As Western states face aridity and reservoir levels depleting, more of the water available for consumption and conservation comes from reservoir inflow, not storage. Water banking gives users more flexibility to respond to variable inflow and declining storage. Banking contrasts with current river management that requires California, Arizona, Nevada and Mexico to reduce their consumption as Lake Mead levels decline.

"This immersive, online and collaborative approach was different from previous methods that relied on offline models or complex computing systems to predict water needs and set rules," said David Rosenberg, the study lead and professor in the Civil and Environmental Engineering Department. "This method allowed participants to directly interact and collaboratively improve reservoir operations."

Collaborators stated that the modeling project was fun, more holistic and encouraged them to think about equity issues. Several collaborators also shared that a Lake Powell-Lake Mead water bank would be "a huge leap from management today."

Feedback from those 26 managers and experts helped improve the collaborative process, increase flexibility, and generate new insights for management. Rosenberg's research identified 10 key takeaways.
    	Model to provoke discussion about new operations rather than propose a solution. This is a desirable prelude to more formal evaluation of solutions or quantifying tradeoffs.
    	Solicit feedback early to allow collaborators to improve a management alternative and the online environment in which the alternative was modeled.
    	Identify points of conflict to focus limited time during model sessions to provoke discussion on future operations rather than mediate or try to resolve conflicts.
    	Provide model options showing different ways to approach points of conflict. Options turn conflicts into choices. Collaborators can then think about and discuss the choices.
    	Prorate reservoir evaporation by water account balance. Parties with larger account balances shared more responsibility for reservoir evaporation.
    	Many options exist to prevent reservoir draw down below the protection volumes specified in federal regulations.
    	Allow trades to increase management flexibility. There was much active trading within the collaborative model environments.
    	Manage the combined storage in Lake Powell and Lake Mead to offer more flexibility.
    	Find common benefits such as ability to more adaptively manage one's available water more independently of other users.
    	Recognize the limits of a model's acceptability and potential adoption.

Rosenberg's research follows on previously published works in 2023 and 2022 that showed other ways to adapt Lake Powell and Lake Mead releases to variable inflow and declining storage.

"I am excited to use immersive, online and collaborative models in other river basins and at different spatial and temporal scales," said Rosenberg.

For more information, click here.
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Friendships in America may be in less peril than previously thought | ScienceDaily
American adults may typically have more friends than indicated by other recent surveys, with fewer Americans having no friends at all -- though many would like closer friendships. Natalie Pennington of Colorado State University, US, and colleagues present these preliminary findings from the ongoing "American Friendship Project" in a study published July 30, 2024, in the open-access journal PLOS ONE.


						
Having more and higher quality friendships is linked with greater happiness and life satisfaction. However, research suggests that more and more American adults are facing loneliness and spending less time being social. Nonetheless, evidence conflicts as to whether the number and quality of friendships among Americans are actually in decline.

To get a clearer picture of American friendship, Pennington and colleagues launched the American Friendship Project, an ongoing, multi-year survey study. In 2022 and 2023, they gathered baseline data by surveying nearly 6,000 American adults about their friendships and wellbeing.

This initial data suggests that an American adult has an average of four or five friends, similar to numbers reported in previous research from 1970 to 2015. Approximately 2 percent of participants reported being friendless, which is also in line with data from prior decades.

These findings suggest that recent concerns about increasing friendlessness may be inaccurate. However, while participants generally reported satisfaction with their friendships, many indicated a desire for more time spent with their friends or for higher quality friendships.

The analysis also suggests that participants often talk with friends in person, though phone calls and texting are also common. A subset of participants who were college students were more likely to report meeting new friends at school and tended to maintain friendships for briefer time periods than a general adult subset of participants.

While analyzing the baseline data, the researchers also evaluated the methodology and limitations of the American Friendship Project, considering such questions as people's varying definitions of "friend" and whether friendships reported in surveys may be reciprocated or not by the other parties.

Overall, the researchers say the project shows promise for shedding new light on friendship and wellbeing over time, which could inform efforts to increase and improve such relationships.

The authors add: "Americans long for greater closeness with friends; although over 75% were satisfied with the number of friends they had, 42% felt they were not as close to their friends as they would like."
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Peer influence can promote healthier shopping habits, study reveals | ScienceDaily
Amid the rise of chronic diseases, such as heart disease and diabetes, a novel study by Duke-NUS Medical School offers a fresh perspective on encouraging healthier grocery shopping. Despite the widespread use of colour-coded front-of-pack nutrition labels aimed to help consumers make healthier choices, these measures have not been sufficient to stem the rising tide of chronic diseases.


						
To determine if adding behavioural nudges and financial incentives could improve diet quality, researchers from Duke-NUS' Health Services and Systems Research Programme conducted a randomised trial using an experimental online grocery store called NUSMart.

During the study, participants were asked to complete three online shops and spend roughly S$60. Each time they visited the online store, they randomly encountered one of three versions of NUSMart:
    	A control store where packaged food was displayed without any front-of-pack nutritional label;
    	A version where consumers could view the nutritional value of each product via a color-coded front-of-pack label. They also saw a colour-coded barometer that compared the quality of their shopping basket to that of their peers (peer influence); and
    	A version with the front-of-pack label, peer influence and the option to earn a S$5 cash incentive so long their shopping basket was healthier than their peers' at checkout.

Summing up the findings, which were published in the journal Food Policy in May, first author and Assistant Professor Soye Shin, from Duke-NUS Health Services and Systems Research Programme,said:

"We found that when our shoppers were exposed to the front-of-pack labels and peer influence, there was a large improvement in the healthiness of the shopping basket. There was an additional improvement in the "yours-to-lose" cash reward arm, but the biggest bang came from the peer influence."

Boosting nutritional labelling's impact

For their study, the Duke-NUS team applied the Nutri-Score labelling system used in several European countries to provide consumers with nutritional information. This system assigns products a letter grade, ranging from A (healthiest, green) to E (unhealthiest, red) based on

their overall nutrient quality, including factors such as sugar, sodium, saturated fat and calories per serving. Based on a product's letter grade, the team assigned a point score, ranging from 5 points for A to 1 point for E to calculate the healthiness of the grocery basket. The higher the score, the healthier the basket.




When the researchers allowed participants to see the front-of-pack labels and how their shopping basket compared to that of their peers, there was a 14 per cent improvement in the diet quality of the shopping basket relative to the control condition.

Adding the cash incentive, which they presented in a "loss-frame" format (i.e., the reward was "yours to lose"), the improvement in diet quality was only an additional 5.6 per cent. The combined effect of the interventions was akin to moving average nutritional quality from a low C grade to a low B grade.

Even without the incentive, the effects are large enough to generate health improvements. The front-of-pack labels plus peer influence reduced sugar purchases by an average of 8.9 grams per serving. According to a survey by the Singapore Health Promotion Board (HPB) in 2022, Singaporeans consume on average 6 grams of sugar more than the maximum recommended daily sugar intake. Reducing their sugar consumption by 8.9 grams per serving could have a significant impact on the nation's ongoing war on diabetes, the researchers added.

They observed a similar impact on sodium, with consumers opting for groceries that had on average 3.7 grams less per serving. Such a reduction could help the 9 in 10 Singaporeans who, according to HPB, consume 3.6 grams of sodium per day, well above the maximum daily recommended sodium intake of 2.0 grams.

Senior author Professor Eric Finkelstein, from Duke-NUS Health Services and Systems Research Programme, said:

"We've seen peer influence be effective at reducing energy consumption. With this study, we've demonstrated that it can also motivate consumers to select more nutritional items. This is a simple and costless way to fight chronic diseases. I hope our findings encourage supermarkets to introduce these interventions into their online shopping environment."

Commenting on the potential impact of the team's work, Professor Patrick Tan, Senior Vice-Dean for Research at Duke-NUS, said:




"These findings are very timely. The COVID pandemic has had a profound impact on grocery shopping habits, with more consumers turning to online stores. This in turn has created a unique opportunity to implement novel solutions to help consumers improve their diet, which is a cornerstone in our fight against non-communicable diseases, like diabetes and cardiovascular diseases."

Duke-NUS is a leader in medical research and innovation, with a commitment to improving patient care through systems research as well as scientific discovery. This study is part of the School's ongoing efforts to support national policies on healthy living and ageing.
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Working from home is stifling innovation | ScienceDaily
Remote and hybrid working may be great for employees' work-life balance, but it may be stifling innovation, according to new research.


						
The study, led by University of Essex and University of Chicago economists, found that staff who worked in a hybrid model were less likely to come up with innovative ideas than colleagues who always worked in the office. And staff working from home tended to produce lower quality innovative ideas than those who always worked in the office.

"Innovation in the workplace can occur through random, spontaneous 'watercooler' conversations between employees," explained lead researcher Dr Christoph Siemroth. "However, these 'productive accidents' are less likely to occur when employees work from home. Our research has found that innovation is suffering as a result."

Post-pandemic, many firms are hesitant to implement a full time return to working from the office and have adopted a hybrid model, where employees get the best of both worlds, spending some days in the office and some at home.

Many business leaders have voiced concerns over innovation suffering with these new work modes. This new research, published in the journal Scientific Reports, finds their concerns could be valid.

"Of course, this cost to innovation may be acceptable, given the significant benefits for employees in terms of work-life balance, which makes more flexible employers more attractive," added Dr Siemroth, from Essex's Department of Economics.

"Our findings imply that companies should take steps to coordinate when employees are in the office. Innovation does not work well if half the team is in on Mondays while the other half is in on Wednesdays. Instead, set days where the whole team is expected in the office. While this limits the flexibility of hybrid work, our results suggest that innovation benefits as a result."

The study followed over 48,000 employees from a large Indian IT company during periods of working from the office, working from home and hybrid working. Innovation is not a core part of their work, but the company has taken significant steps to instill a culture in which all employees see innovation as a key part of their job, with the company offering financial rewards to foster innovation at work.

The employees write up ideas about process improvements, cost saving measures or new products, which are then evaluated by the company and either implemented or discarded.

Whilst the quantity of ideas did not change during the working from home period compared to working in the office, the quality of ideas suffered. During the later hybrid period, the quantity of submitted ideas fell and innovation suffered, particularly in teams which did not coordinate when they worked at the office or from home.
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Using the term 'artificial intelligence' in product descriptions reduces purchase intentions | ScienceDaily
Companies may unintentionally hurt their sales by including the words "artificial intelligence" when describing their offerings that use the technology, according to a study led by Washington State University researchers.


						
In the study, published in the Journal of Hospitality Marketing & Management, researchers conducted experimental surveys with more than 1,000 adults in the U.S. to evaluate the relationship between AI disclosure and consumer behavior.

The findings consistently showed products described as using artificial intelligence were less popular, according to Mesut Cicek, clinical assistant professor of marketing and lead author of the study.

"When AI is mentioned, it tends to lower emotional trust, which in turn decreases purchase intentions," he said. "We found emotional trust plays a critical role in how consumers perceive AI-powered products."

In the experiments, the researchers included questions and descriptions across diverse product and service categories. For example, in one experiment, participants were presented with identical descriptions of smart televisions, the only difference being the term "artificial intelligence" was included for one group and omitted for the other. The group that saw AI included in the product description indicated they were less likely to purchase the television.

Researchers also discovered that negative response to AI disclosure was even stronger for "high-risk" products and services, those which people commonly feel more uncertain or anxious about buying, such as expensive electronics, medical devices or financial services. Because failure carries more potential risk, which may include monetary loss or danger to physical safety, mentioning AI for these types of descriptions may make consumers more wary and less likely to purchase, according to Cicek.

"We tested the effect across eight different product and service categories, and the results were all the same: it's a disadvantage to include those kinds of terms in the product descriptions," Cicek said.

Cicek said the findings provide valuable insights for companies.

"Marketers should carefully consider how they present AI in their product descriptions or develop strategies to increase emotional trust. Emphasizing AI may not always be beneficial, particularly for high-risk products. Focus on describing the features or benefits and avoid the AI buzzwords," he said.

In addition to Cicek, the study included co-authors Dogan Gursoy, professor of hospitality at WSU, and Lu Lu, associate professor at Temple University's Fox School of Business and Management.
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'Holiday' or 'Vacation': Similar language leads to more cooperation | ScienceDaily
"Holiday" or "vacation," "to start" or "to begin," "my friend's cat" or "the cat of my friend" -- in our language, there are different ways of expressing the same things and concepts. But can the choice of a particular variant determine whether we prefer to cooperate with certain people rather than with others? A research team led by Theresa Matzinger from the University of Vienna investigated this and showed that people are more likely to co-operate with others if they make similar linguistic choices in a conversation. The experiment suggests that the decisive factor is probably the feeling of belonging to the same social group. The study was recently published in the journal Language and Cognition.


						
In an experiment, 100 English-speaking study participants described pictures for two conversation partners. The pictures showed situations that the study participants could describe using two different grammatical constructions that meant the same thing. Descriptions such as "John gives Mary the book" or "John gives the book to Mary" were available to choose from. In a next step, the players' roles were switched and the study participants were confronted with picture descriptions of their partners. Finally, they had to decide which of their partners they wanted to co-operate with. The incentive for this decision was a subsequent game in which there was money to be won. "We found that, as expected, our study participants chose conversation partners who spoke similarly to them and used the same grammatical construction as them," explains Theresa Matzinger, first author of the study.

Group affiliation counts more than the willingness to adapt

In a further experiment, the research team disentangled what the reasons for the preference for linguistically similar conversation partners could be. The researchers had two hypotheses:
    	People prefer others who speak similarly because they might think that the others belong to the same social group, and one is more likely to cooperate with group members than with outsiders.
    	People favor others who speak similarly because they might think that the others are willing to adapt linguistically and might therefore also be more cooperative in other areas.

To test these two possibilities, the study participants had to name the pictures with the grammatical construction that sounded less natural to them. When they then had to choose their co-operation partners again, they opted for those who resembled their natural language use rather than those who resembled the language they used in the experiment.

"This clearly supports the first of our hypotheses: A sense of belonging to the same social group based on linguistic expression that are natural to oneself is the more decisive factor in the choice of cooperation partners. The idea that the other person is adapting to one's own way of expressing oneself and might therefore be more cooperative was much less important," says Matzinger.

Matzinger summarizes: "Our study shows that even small linguistic differences, which we may not even be consciously aware of, can play a role in our willingness to cooperate." The researchers hope that the results can subsequently be used to better understand how cooperative decisions are made in linguistically heterogeneous groups and to reduce prejudices against people who speak differently.
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Breaking MAD: Generative AI could break the internet, researchers find | ScienceDaily
Generative artificial intelligence (AI) models like OpenAI's GPT-4o or Stability AI's Stable Diffusion are surprisingly capable at creating new text, code, images and videos. Training them, however, requires such vast amounts of data that developers are already running up against supply limitations and may soon exhaust training resources altogether.


						
Against this backdrop of data scarcity, using synthetic data to train future generations of the AI models may seem like an alluring option to big tech for a number of reasons, including: AI-synthesized data is cheaper than real-world data and virtually limitless in terms of supply; it poses fewer privacy risks (as in the case of medical data); and in some cases, synthetic data may even improve AI performance.

However, recent work by the Digital Signal Processing group at Rice University has found that a diet of synthetic data can have significant negative impacts on generative AI models' future iterations.

"The problems arise when this synthetic data training is, inevitably, repeated, forming a kind of a feedback loop -- what we call an autophagous or 'self-consuming' loop," said Richard Baraniuk, Rice's C. Sidney Burrus Professor of Electrical and Computer Engineering. "Our group has worked extensively on such feedback loops, and the bad news is that even after a few generations of such training, the new models can become irreparably corrupted. This has been termed 'model collapse' by some -- most recently by colleagues in the field in the context of large language models (LLMs). We, however, find the term 'Model Autophagy Disorder' (MAD) more apt, by analogy to mad cow disease."

Mad cow disease is a fatal neurodegenerative illness that affects cows and has a human equivalent caused by consuming infected meat. A major outbreak in the 1980-90s brought attention to the fact that mad cow disease proliferated as a result of the practice of feeding cows the processed leftovers of their slaughtered peers -- hence the term "autophagy," from the Greek auto-, which means "self,"' and phagy -- "to eat."

"We captured our findings on MADness in a paper presented in May at the International Conference on Learning Representations (ICLR)," Baraniuk said.

The study, titled "Self-Consuming Generative Models Go MAD," is the first peer-reviewed work on AI autophagy and focuses on generative image models like the popular DALL*E 3, Midjourney and Stable Diffusion.




"We chose to work on visual AI models to better highlight the drawbacks of autophagous training, but the same mad cow corruption issues occur with LLMs, as other groups have pointed out," Baraniuk said.

The internet is usually the source of generative AI models' training datasets, so as synthetic data proliferates online, self-consuming loops are likely to emerge with each new generation of a model. To get insight into different scenarios of how this might play out, Baraniuk and his team studied three variations of self-consuming training loops designed to provide a realistic representation of how real and synthetic data are combined into training datasets for generative models:
    	fully synthetic loop -- Successive generations of a generative model were fed a fully synthetic data diet sampled from prior generations' output.
    	synthetic augmentation loop -- The training dataset for each generation of the model included a combination of synthetic data sampled from prior generations and a fixed set of real training data.
    	fresh data loop -- Each generation of the model is trained on a mix of synthetic data from prior generations and a fresh set of real training data.

Progressive iterations of the loops revealed that, over time and in the absence of sufficient fresh real data, the models would generate increasingly warped outputs lacking either quality, diversity or both. In other words, the more fresh data, the healthier the AI.

Side-by-side comparisons of image datasets resulting from successive generations of a model paint an eerie picture of potential AI futures. Datasets consisting of human faces become increasingly streaked with gridlike scars -- what the authors call "generative artifacts" -- or look more and more like the same person. Datasets consisting of numbers morph into indecipherable scribbles.

"Our theoretical and empirical analyses have enabled us to extrapolate what might happen as generative models become ubiquitous and train future models in self-consuming loops," Baraniuk said. "Some ramifications are clear: without enough fresh real data, future generative models are doomed to MADness."

To make these simulations even more realistic, the researchers introduced a sampling bias parameter to account for "cherry picking" -- the tendency of users to favor data quality over diversity, i.e. to trade off variety in the types of images and texts in a dataset for images or texts that look or sound good.




The incentive for cherry picking is that data quality is preserved over a greater number of model iterations, but this comes at the expense of an even steeper decline in diversity.

"One doomsday scenario is that if left uncontrolled for many generations, MAD could poison the data quality and diversity of the entire internet," Baraniuk said. "Short of this, it seems inevitable that as-to-now-unseen unintended consequences will arise from AI autophagy even in the near term."

In addition to Baraniuk, study authors include Rice Ph.D. students Sina Alemohammad; Josue Casco-Rodriguez; Ahmed Imtiaz Humayun; Hossein Babaei; Rice Ph.D. alumnus Lorenzo Luzi; Rice Ph.D. alumnus and current Stanford postdoctoral student Daniel LeJeune; and Simons Postdoctoral Fellow Ali Siahkoohi.

The research was supported by the National Science Foundation, Office of Naval Research, the Air Force Office of Scientific Research and the Department of Energy.
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Is that glass bottle of OJ better for the planet than a plastic container? | ScienceDaily
Which packaging type for a 12-ounce, single-serve container of orange juice would you choose as the most sustainable option:


						    	Aluminum/canned, made with recycled material;
    	Carton, described as biodegradable/compostable;
    	Glass, 100% recyclable; or
    	Plastic, described as biodegradable/compostable?

If you were like the U.S. consumers surveyed by food scientists in a University of Massachusetts Amherst study, you'd prefer glass and believe it was the most sustainable choice. And you all would be mistaken.

"Glass was the most sought-after and most highly esteemed packaging type," says Nomzamo Dlamini, lead author of the paper recently published in the journal Sustainability. Dlamini, a food science Ph.D. candidate, was a recent visiting Fulbright scholar from the University of Pretoria in South Africa studying in the UMass Amherst lab of senior author Alissa Nolden, assistant professor of food science. "But it turns out, glass is actually among the least sustainable if you look at the whole packaging lifecycle," Dlamini added.

When asked to rank the packaging choices from their perception of the most to least sustainable, overall the consumers responded: glass, carton, aluminum and plastic.

Though food packaging sustainability varies depending on the type of product and packaging, the size and weight of the container and other variables, in the case of the single-serve orange juice, a carton would be the most sustainable, followed by plastic, then canned and, finally, glass.

This came as a surprise even to Dlamini. "I was shocked to read the lifecycle assessment from the experts that it takes so much energy to produce glass and recycle it -- much more than what it takes to make or recycle plastic," she says.

The study states, "The production and end-of-life impacts of plastic are less than that of glass, plastic is lighter and thus requires less energy to transport, furthermore, the aseptic sealing process of plastic containers using steam is less energy demanding than the retort system used for glass."

The study aimed to understand the motivation behind consumers' packaging choices, while also weighing price, lifestyle and other attitudes. In turn, the data can help industry experts understand what consumers think, believe and prefer, and educate them on how to make more sustainable choices.




"We designed a questionnaire using a method called conjoint analysis, which mimics a real-life situation where you're presented with various options and you have to make a trade-off," Dlamini says. "And we try to understand at the end of the day, what matters to people. The whole idea behind the study was to get an understanding of what people think and what drives their choices."

Nolden points out that while many consumers expressed an intention to purchase sustainable packaging, in the end the top motivating factor was price -- particularly the lowest price -- followed by packaging type, product claim and packaging claim.

So, the ideal orange juice option -- culled from the 847 adult consumers who answered the online survey -- was priced at $1.10 per 12 fluid ounces, packaged in glass, locally produced and labelled as 100% recyclable.

The message to the food industry is that consumers are motivated to choose sustainable packaging, as long as the price is right. "These sustainable packaging options should be clearly labelled as such, effective (e.g. not defective or just as durable as conventional packaging), and affordable to increase consumers' motivation and adoption of sustainable packaging for food and beverages," the paper states.

Ultimately, there is something even more important than choosing the best packaging when it comes to consuming food with a focus on sustainability.

"Overall, while packaging choices contribute to environmental outcomes, the most impactful and practical way consumers can contribute to sustainability efforts is to reduce or avoid food waste," the paper concludes.
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California a botanical and climate change hot spot | ScienceDaily
From coastal redwoods and Joshua trees to golden poppies and sagebrush, California is a global botanical hotspot. It's also a place confronted with extreme heat, wildfires and crumbling coastlines. The state's natural beauty and history of pioneering conservation efforts make it a test bed for protecting biodiversity in the face of current and future climate change, argues a study led by the University of California, Davis.


						
Published July 29 in Proceedings of the National Academy of Sciences, the study, "Climate Change and California's Terrestrial Biodiversity," is part of a special PNAS issue on California sustainability. The study concludes that California's 30 x 30 Initiative to preserve 30% of its lands and coastal waters by 2030, along with efforts to harmonize biodiversity conservation and renewable energy, is a promising step. It also highlights the need for California to shift away from its decades-long fire suppression policies and adopt fire strategies reflective of new fire regimes.

"California has had a history for over 100 years of being a leader in protecting the environment -- from setting aside parks for people to climate adaptation," said lead author Susan Harrison, a professor in the UC Davis Department of Environmental Science and Policy. "The threats are extreme and unprecedented, but California has always been a state where creative new solutions have emerged."

California's climate has become warmer, drier and more variable since the mid-1900s, the study noted. It examined major threats climate change poses to the state's biodiversity and sustainability. These include the impacts of shifting plant biodiversity, land-use change, wildfire and renewable energy, and the policy responses to those challenges.

Hot spots on the move

The authors modeled the distribution of about 6,400 native plant species, identifying 15 regional plant biodiversity hot spots -- from small areas, such as the Channel Islands, to vast parts of the Sierra Nevada and coastal ranges.

The models indicate these hot spots could lose an average of 19% of their native plant species by 2080 under current climate projections. California's complex mosaic of microclimates means the state's species could respond in a wide variety of ways to climate change. Some hot spots are expected to move toward the coast or upslope, while others remain or disappear.




Those stakes help outline the need for renewable energy projects to align with expected biodiversity shifts and needs. For example, Molok Luyuk, or Condor Ridge (formerly Walker Ridge), was slated for wind development projects along its blustery ridge despite its rich biodiversity before earning protection as part of Berryessa Snow Mountain National Monument.

"This paper is pointing out that we need to be proactive," said co-author James H. Thorne, a research scientist with the UC Davis Environmental Science and Policy department. "We can't be reactive like, 'Oh, this wildfire is out of control. Oh, this species is disappearing. Oh, we misplaced where this green energy site should go.' We have tools that can be used, some of which we discuss in this paper."

A new mindset

Wildfire is a nearly year-round reminder of the state's hotter, drier climate.

The authors write that fire management policies in California are less progressive than its policies for climate and conservation. The paper encourages the state to move away from its longstanding policy of fire suppression and adapt its strategies to use fire as an ecosystem management tool. State and federal agencies have set ambitious targets to increase the use of fire in land management but have been stymied by bans on prescribed fire motivated by safety and air quality concerns.

Harrison calls wildfire and climate change "game-changers" for how we think about conservation.

"Traditionally, 'conservation' had a restrictive meaning -- we try to keep things the same. If anything goes missing, we try to put it back," Harrison said. "But now, we require a different mindset. We need to be willing to modify traditional views of conservation. We need continual innovation."

Additional co-authors include Rebecca R. Hernandez and Hugh Safford of UC Davis, Janet Franklin of San Diego State University, and Makihiko Ikegami of National Institute of Environmental Studies -- Shiga, Japan.
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Young scientists face career hurdles in interdisciplinary research | ScienceDaily
Scientists agree that solving some of society's greatest challenges in biomedicine such as food sustainability, aging and disease treatment will need researchers from a variety of scientific fields working together.


						
But a new study finds that the young scientists who most embrace interdisciplinary research face "career impediments" not seen in their peers who focus their work only within their own disciplines.

The results are troublesome and pose a "grave challenge" to efforts to increase interdisciplinary research, the authors of the new study write.

"As an economist, you would think that the most interdisciplinary young researchers would get the most rewards, because that is the type of research that is seen as most valuable. But that doesn't appear to be the case," said Bruce Weinberg, co-author of the study and professor of economics at The Ohio State University.

The study was published today (July 29, 2024) in the journal Proceedings of the National Academy of Sciences.

Interdisciplinary research in biomedicine involves integrating knowledge from different subfields of biology, and brings in expertise from other disciplines, including physics, chemistry, computer science, engineering and social science.

For example, one recent study on how people's thoughts can harm their neck and back during lifting tasks included researchers from engineering, anesthesiology and orthopedics.




In this new study, Weinberg and his colleagues analyzed data on 154,021 researchers who received a PhD in a biomedical field between 1970 and 2013. A second sample included data on more than 2.6 million research papers published between 1970 and 2018.

One goal was to compare the careers of researchers who focused on interdisciplinary research while they were graduate students and early in their careers with those who mostly stuck to research within their discipline.

Researchers who were initially the most interdisciplinary tended to stop publishing new research earlier in their careers. While half of the most interdisciplinary researchers (top 1%) stopped publishing by the eighth year of their careers, it took more than 20 years for moderately interdisciplinary researchers (in the 10-75% range) to do the same.

Perhaps in response to career pressures, initially interdisciplinary researchers on average decreased their research that spanned different fields over time, findings showed.

This study can't say why these concerning trends are happening, Weinberg said. Universities know the importance of interdisciplinarity and indeed encourage it in many ways, including creating centers that revolve around research in many disciplines. But long-standing academic structures that are built around individual disciplines may hold back early-career researchers with more wide-ranging interests, he said.

It is an issue that is solvable and that universities are interested in fixing, he said. It is a matter of redesigning systems that have been in place for many years.




Still, there were some encouraging findings in this study.

"We found that interdisciplinarity does increase over time despite these challenges," Weinberg said.

"It turns out that researchers who were originally focused mostly on research just in their disciplines do become more interdisciplinary as their careers progress."

It may be that once researchers' careers are established, they have the freedom to explore other fields and begin to work more outside their discipline.

"But we are missing an opportunity by not encouraging the bright young minds who are already interested in working with scientists in other fields to solve society's most difficult problems," Weinberg said.

"We need to provide more incentives for these young researchers."

Co-authors on the study were Enrico Berkes, a former postdoctoral researcher at Ohio State, now an assistant professor of economics at the University of Maryland, Baltimore County; and Monica Marion and Stasa Miljevic of Indiana University.
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To get drivers to put down their phones, make it a game | ScienceDaily
If you're trying to keep drivers from picking up their phones, make it a game, according to a new Proceedings of the National Academy of Sciences (PNAS) study led by researchers from the Perelman School of Medicine at the University of Pennsylvania. When drivers could earn points for making reductions in handheld phone use and had the chance to compete in a weekly leaderboard of others like them, researchers saw as much as a 28 percent reduction in handheld phone use while driving, a habit that stuck once the intervention -- and the games -- ended.


						
"Distracted driving is responsible for almost 1 million crashes in the United States each year. Interventions like this could start to bring that number down," said study lead author Jeffrey Ebert, PhD, director of applied behavioral science at the Nudge Unit, part of Penn Medicine's Center for Health Care Transformation & Innovation.

Previous work by Ebert and this study's senior author, M. Kit Delgado, MD, MS, the faculty director of the Nudge Unit and an associate professor of Emergency Medicine, determined that a combination of interventions including weekly feedback and monetary incentives could result in significant reductions in handheld phone usage time -- up to 21 percent. But the reductions declined as time wore on and the interventions ended.

On top of that, when looking at the results of the prior study, Ebert, Delgado, and their colleagues saw that the drivers with the heaviest phone use didn't change their behavior. Given that only the safest drivers were eligible to receive congratulatory feedback and incentives in this prior study, the researchers concluded that the heaviest phone users may have gotten discouraged when they did not meet their lofty weekly goals.

"It's like trying to get someone who has never run before to go out and do a marathon right away," said Delgado. "Habit change is hard."

With this in mind, Ebert and Delgado set out to test strategies that would make it easier to build good habits and reward drivers for making step-by-step improvements.

Like the one before, this study recruited customers enrolled in Progressive Insurance(r)'s voluntary "usage-based insurance (UBI)" program, a policy option where customers agree to download a smartphone app to monitor driving performance -- including phone use while driving -- with potential for discounts for safer driving. Customers who opted in to participate in the study were randomly assigned to one of four intervention strategies or a control group. All strategies involved giving drivers a hands-free cell phone mount for their car.




The group that combined the most interventions, including the points game, a share of a prize for earning enough points, and the leaderboard with added prize money, achieved a 28 percent reduction in time engaged in handheld phone use while driving.

That rate stayed the same when researchers followed up after the game and incentives were over, as long as 65 days afterward.

Even in the group where prize money wasn't available, a 21 percent reduction in phone time was seen. They also maintained a significant decline in phone usage after their game ended, keeping it down by 16 percent.

"This tells me that a lot of people genuinely wanted to become safer, more focused drivers, and the study helped them develop lasting, good habits around their phone use," Ebert said. "With a few tweaks to the feedback and incentive structure that insurance companies already employ, we believe you'll see greater improvements in driver safety -- a win-win-win for insurers, their customers, and society."

The population that this occurred in was also encouraging.

"The fact that we tested these interventions within an auto insurer's existing program suggests that they also could be scaled up quickly, especially since these types of behavior-based auto insurance programs are also rapidly growing across the U.S. and internationally," Delgado said.




Each year in the United States, more than 800,000 crashes resulting in 400,000 injuries and 3,000 deaths are at least partly attributable to distracted driving. Cell phone use has been tied to approximately 12 percent of all crashes in the country. Handheld phone use amid driving also increases the odds of a crash ninefold. And although 28 states have now passed laws against handheld cell phone use while driving -- with Pennsylvania being the most recent -- these laws are difficult to enforce.

That means there needs to be other methods to encourage drivers not to use their phones so much, and Ebert, Delgado, and their colleagues believe behavioral science interventions like these are the answer.

"We see this as a proof of concept: When you offer drivers the knowledge, tools, and feedback needed to succeed, they are willing and able to give up a risky driving behavior for little or no money," Ebert said.

The researchers are now investigating if these findings will translate to other safe driving habits, such as seat belt wearing or driving at safe speeds.

Funding for the research was provided by the Federal Highway Administration Exploratory Advanced Research Program (693JJ31750012), the National Institutes of Health (K23HD090272001), the Abramson Family Foundation, and the Progressive Casualty Insurance Company.
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Analogies for modeling belief dynamics | ScienceDaily
Researchers who study belief dynamics often use analogies to understand and model the complex cognitive-social systems that underly why we believe the things we do and how those beliefs can change over time. Ideas can be transmitted like a virus, for instance, "infecting" a population as they spread from person to person. We might be drawn -- like magnets -- to others with a similar worldview. A society's beliefs can shift slowly before reaching a tipping point that thrusts society into a new phase.


						
In a new paper in Trends in Cognitive Sciences, SFI Professor Mirta Galesic and External Professor Henrik Olsson, both also faculty members at the Complexity Science Hub, explore the benefits -- and potential pitfalls -- of several common analogies used to model belief dynamics.

It's quite common, particularly at SFI, for researchers in one field to draw on the analogies provided in other domains. For examples, researchers have used ideas from physics to understand economic processes, and tools from ecology to understand how scientists work. In the past century, computers were used as analogies to understand the human mind, while now in a reversal of roles, the human mind is used to understand the workings of large language models. "All analogies can be useful, but all will eventually break. The trick is to recognize when an analogy has been pushed too far," says Galesic.

One of the most common analogies for belief dynamics is the Susceptible-Infected-Recovered (SIR) model, a tool developed in epidemiology. The SIR model can describe how a single contagion moves through a population, and the analogy can be expanded to more complex situations like when holding one belief increases the chances that a person will adopt another, just like a flu or cold infection can increase a person's chances of developing pneumonia.

While analogies can provide "conceptual mileage" by helping researchers notice properties they might have otherwise missed, they also come with "conceptual baggage" that can lead to inaccurate inferences. Adopting an analogy -- and the model that goes with it -- without recognizing its shortcomings can lead to bad policy or ineffective action.

One limitation of the SIR model is that beliefs can spread quite differently from viruses. Simple exposure doesn't always lead to an idea taking hold. With ideas, repetition can be ineffective and even counterproductive when they are radically different from a person's existing beliefs. And, ideas spread more easily when people share other relevant beliefs and characteristics.

The authors explore the mileage and baggage of other analogies for belief dynamics, including ferromagnetism, thresholds, forces, evolution, weighted additive models, and Bayesian learning. Each analogy together with its associated models provides different useful concepts and methodologies, yet none is adequate alone.

"We need to confront analogies seriously -- what can be used, what cannot, and what we can learn from them -- in order to construct models that can actually be used in predicting and explaining real-world dynamics in beliefs," says Olsson.

Better than using one simple analogy might be to draw insights from multiple sources while recognizing each one's baggage. "In the end, of course, what matters is the result that helps you explain the natural phenomena you want to explain," says Olsson.

"We provide some guidelines to using analogies to develop models of belief dynamics. First, map them, then implement in quantitative models. And equally important, conduct empirical tests and comparisons to see whether the models inspired by a particular analogy are useful and realistic," says Galesic.
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Countries need to co-operate on migration as climate crisis worsens | ScienceDaily
Humanity must rethink migration as the climate crisis drives rapid global changes, researchers say.


						
With significant migration expected -- and border policies hardening -- the researchers say the "time is ripe to highlight the benefits of collaboration between nations and regions."

By promoting the benefits of migration, especially in an era of ageing populations, global leaders could ensure a better future for people and societies.

The paper, published in the journal One Earth, comes from an international team of climate and social scientists including the universities of Wageningen, Exeter and Nanjing.

"Millions of people are projected to be displaced by sea-level rise in the next decades, and two billion could be exposed to extreme heat beyond their experience by the end of the century," said Professor Marten Scheffer, of Wageningen University.

"Ignoring or downplaying the inevitable global redistribution of people would lead to geo-political instability, and a polarised and fractured world.

"Instead, the international community must come together to rethink mobility and cultural integration to ensure a benign transition to this new world."

So far, most migration with significant climate dimensions has happened within countries, with people leaving areas affected by long-term decline in agricultural productivity or escaping conditions such as coastal erosion or extreme events.




While some large nations have different climate zones that can accommodate this, small countries do not.

The paper also warns that a "skewed distribution of wealth and associated power" makes it difficult for people to move, both within and between states.

Professor Tim Lenton, from Exeter's Global Systems Institute, said: "While many animal species are already changing their geographical distribution in response to climate change, and humans have done so for thousands of years, humanity now faces increasing barriers to this.

"Global warming exacerbates existing inequalities, making habitability a major political challenge of this century.

"Concrete cooperation is now needed to match migrant flows with demand for labour, to the benefit of the Global South and the developed world alike."

The paper says major reform of the food system, supported by movement of workers, could increase production while conserving nature -- especially if meat consumption is reduced in favour of plant-based diets.




Migration can therefore be a win-win for people and the climate, but leaders must make a positive case for economic benefits and effective integration.

"Playing up the social costs of migration appeals to national identity motivations, but fails to overcome problems from ageing populations," said Professor Neil Adger.

"Instead, leaders should focus on the economic and social benefits of new populations and effective integration, which benefits newcomers and original inhabitants alike.

"Every corner of the world needs to anticipate the coming climate crisis and promote the safe and beneficial movement of people as conditions change."
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Study tracks exposure to air pollution through the day | ScienceDaily
There are significant differences in how much people are exposed to air pollution, according to a new study co-authored by MIT scholars that takes daily mobility into account.


						
The study, based in the Bronx, New York, does not just estimate air pollution exposure based on where people live or work, but uses mobile data to examine where people go during a typical day, building a more thorough assessment of the environment's impact on them.

The research finds exposure to particulate matter 2.5 microns or bigger rises by about 2.4 percent when daily travel patterns are taken into account.

"One of the main strengths of the study is that we try to improve the information we use, on the air quality side and also from the fine-grained estimation of people's mobility," says Paolo Santi, a principal research scientist at Senseable City Lab, part of MIT's Department of Urban Studies and Planning (DUSP), and a co-author of a new paper detailing the study's results. "That allows us to build trajectories of people's movement. So, it was the first time we were able to combine these data to come up with a new measure of exposure."

After all, people's daily pollution exposure may be a complex combination of either living near, working near, or traveling by sources of particulate matter.

"People move around the city for jobs and education and more, and studying that is where we get this better information about exposure," says An Wang of the Hong Kong Polytechnic University, another co-author of the study.

The paper, "Big mobility data reveals hyperlocal air pollution exposure disparities," will be published in Nature Cities.




The authors are Iacopo Testi of the Senseable City Lab; An Wang of Hong Kong Polytechnic University; Sanjana Paul, a graduate student in DUSP; Simone Mora, of the Senseable City Lab; Erica Walker, an associate professor at the Brown University School of Public Health; Marguerite Nyhan, a senior lecturer/associate professor at the National University of Ireland, University College Cork; Fabio Duarte of the Senseable City Lab; Santi; and Carlo Ratti, director of the Senseable City Lab.

To conduct the study, the researchers collected air pollution by mounting solar-power environmental sensors, including optical particle counters, temperature and humidity sensors, and GPS, on New York City's civic services vehicles in operation in the Bronx.

"This strategy shows that cities can use their existing fleet as environmental sensors," says Mora.

To measure how people moving through the Bronx are exposed to pollution in different times, the researchers used anonymized phone records of 500,000 different individuals and 500 million daily location records in New York.

The ground-level pollution data showed that the southeastern portion of the Bronx, where expressways and industries meet most intensively, has the most particulate matter.

The mobility data also revealed disparities in exposure when evaluated in terms of demographics, with income disparities present but disparities by ethnicity larger. For instance, some largely Hispanic communities have among the highest exposure levels. But the data also showed large differences in exposure levels within Hispanic communities.




Pollution exposure has significant implications from a health perspective, as Duarte notes. For instances, the Bronx has the worst air quality of any New York City borough, and, in turn, cases of asthma in the Bronx are 2.5 times higher in than any other borough.

"You see the consequences of exposure to pollution in the hospitalization of adults in the Bronx," Duarte says.

As the researchers acknowledge, because the study was conducted in the fall of 2021, when the global Covid-19 pandemic was still affecting business and commuting, there may be slightly different mobility patterns in the Bronx today. Still, they believe their methods can give rise to additional future studies of the pollution exposure.

Ratti notes that mobile data, including pollution sensors on vehicles, can be used as "a huge monitoring system. It's not expensive, we have the infrastructure in terms of cars and buses, and just putting sensors on them, you can have better air quality monitoring."

And Wang notes that granular studies such as this one can be extended into studies that add in additional kinds of air-quality hazards, in addition to PM 2.5 particles.

"This actually opens the door for new analysis for many kinds of toxicity studies combined with exposure," he says.

The study was supported by the MIT Senseable City Lab Consortium.
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When allocating scarce resources with AI, randomization can improve fairness | ScienceDaily
Organizations are increasingly utilizing machine-learning models to allocate scarce resources or opportunities. For instance, such models can help companies screen resumes to choose job interview candidates or aid hospitals in ranking kidney transplant patients based on their likelihood of survival.


						
When deploying a model, users typically strive to ensure its predictions are fair by reducing bias. This often involves techniques like adjusting the features a model uses to make decisions or calibrating the scores it generates.

However, researchers from MIT and Northeastern University argue that these fairness methods are not sufficient to address structural injustices and inherent uncertainties. In a new paper, they show how randomizing a model's decisions in a structured way can improve fairness in certain situations.

For example, if multiple companies use the same machine-learning model to rank job interview candidates deterministically -- without any randomization -- then one deserving individual could be the bottom-ranked candidate for every job, perhaps due to how the model weighs answers provided in an online form. Introducing randomization into a model's decisions could prevent one worthy person or group from always being denied a scarce resource, like a job interview.

Through their analysis, the researchers found that randomization can be especially beneficial when a model's decisions involve uncertainty or when the same group consistently receives negative decisions.

They present a framework one could use to introduce a specific amount of randomization into a model's decisions by allocating resources through a weighted lottery. This method, which an individual can tailor to fit their situation, can improve fairness without hurting the efficiency or accuracy of a model.

"Even if you could make fair predictions, should you be deciding these social allocations of scarce resources or opportunities strictly off scores or rankings? As things scale, and we see more and more opportunities being decided by these algorithms, the inherent uncertainties in these scores can be amplified. We show that fairness may require some sort of randomization," says Shomik Jain, a graduate student in the Institute for Data, Systems, and Society (IDSS) and lead author of the paper.




Jain is joined on the paper by Kathleen Creel, assistant professor of philosophy and computer science at Northeastern University; and senior author Ashia Wilson, the Lister Brothers Career Development Professor in the Department of Electrical Engineering and Computer Science and a principal investigator in the Laboratory for Information and Decision Systems (LIDS). The research will be presented at the International Conference on Machine Learning.

Considering claims

This work builds off a previous paper in which the researchers explored harms that can occur when one uses deterministic systems at scale. They found that using a machine-learning model to deterministically allocate resources can amplify inequalities that exist in training data, which can reinforce bias and systemic inequality.

"Randomization is a very useful concept in statistics, and to our delight, satisfies the fairness demands coming from both a systemic and individual point of view," Wilson says.

In this paper, they explored the question of when randomization can improve fairness. They framed their analysis around the ideas of philosopher John Broome, who wrote about the value of using lotteries to award scarce resources in a way that honors all claims of individuals.

A person's claim to a scarce resource, like a kidney transplant, can stem from merit, deservingness, or need. For instance, everyone has a right to life, and their claims on a kidney transplant may stem from that right, Wilson explains.




"When you acknowledge that people have different claims to these scarce resources, fairness is going to require that we respect all claims of individuals. If we always give someone with a stronger claim the resource, is that fair?" Jain says.

That sort of deterministic allocation could cause systemic exclusion or exacerbate patterned inequality, which occurs when receiving one allocation increases an individual's likelihood of receiving future allocations. In addition, machine-learning models can make mistakes, and a deterministic approach could cause the same mistake to be repeated.

Randomization can overcome these problems, but that doesn't mean all decisions a model makes should be randomized equally.

Structured randomization

The researchers use a weighted lottery to adjust the level of randomization based on the amount of uncertainty involved in the model's decision-making. A decision that is less certain should incorporate more randomization.

"In kidney allocation, usually the planning is around projected lifespan, and that is deeply uncertain. If two patients are only five years apart, it becomes a lot harder to measure. We want to leverage that level of uncertainty to tailor the randomization," Wilson says.

The researchers used statistical uncertainty quantification methods to determine how much randomization is needed in different situations. They show that calibrated randomization can lead to fairer outcomes for individuals without significantly affecting the utility, or effectiveness, of the model.

"There is a balance to be had between overall utility and respecting the rights of the individuals who are receiving a scarce resource, but oftentimes the tradeoff is relatively small," says Wilson.

However, the researchers emphasize there are situations where randomizing decisions would not improve fairness and could harm individuals, such as in criminal justice contexts.

But there could be other areas where randomization can improve fairness, such as college admissions, and the researchers plan to study other use-cases in future work. They also want to explore how randomization can affect other factors, such as competition or prices, and how it could be used to improve the robustness of machine-learning models.

"We are hoping our paper is a first move toward illustrating that there might be a benefit to randomization. We are offering randomization as a tool. How much you are going to want to do it is going to be up to all the stakeholders in the allocation to decide. And, of course, how they decide is another research question all together," says Wilson.
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Outsourcing conservation in Africa | ScienceDaily
There's an experiment going on in conservation in Africa. With biodiversity imperiled, and nations facing financial and political crises, some governments are transferring the management of protected areas to private, non-governmental organizations (NGOs).


						
This strategy seems to be paying off. NGOs can better manage corruption, making them attractive to large donors like the World Bank and European Union. Their capital can fund personnel, research and technology to more effectively manage protected areas and species. While these management changes appear to be working anecdotally, few if any studies have rigorously evaluated the results.

A team of researchers from institutions including UC Santa Barbara wanted to know how this trend affects wildlife and people. Surveying parks throughout the continent under private and government administration, they discovered that NGO management improves measures for wildlife, including by reducing elephant poaching, and increases tourism. Overall, management appears to improve under NGO control. However, they also discovered that in landscapes experiencing armed conflict, outsourcing park management also raises the risk of armed groups targeting civilians in and around protected areas. The team published their results in the Proceedings of the National Academy of Sciences.

"Protected areas, and conservation generally, do not exist in isolation from humans," said lead author Sean Denny, a doctoral candidate at UC Santa Barbara's Bren School of Environmental Science & Management. "In fact, conservation is, at its heart, about humans -- it's about finding ways for humans and other species to coexist. This includes preventing extinctions caused by human activities like hunting and deforestation." As a result, conservation often impacts people's lives and livelihoods, outcomes that need to be taken into consideration.

African Parks as a case study

Denny and his two co-authors focused on the organization African Parks (AP) as a case study. AP is the largest NGO partnering with governments in Africa to administer protected areas. The South Africa-based non-profit is given complete authority to manage, staff and fund the parks.

AP's primary mission is to conserve and restore wildlife populations in Africa, but they also seek to make protected areas benefit people through tourism and development projects, like building schools and hospitals for local communities. Due to their focus on restoration, they sometimes work in areas experiencing armed conflict, where wildlife is especially prone to being over-hunted and faces extreme pressure from hunting. But protecting wildlife in these landscapes can require high levels of security and enforcement, which could have unintended impacts on people and result in tradeoffs between wildlife conservation and human well-being. The authors were interested in exploring these trade-offs; and, because AP operates in conflict zones, they suspected AP's activities might capture them.




But running a study at such a large scale presented a challenge: The authors had to compare outcomes in areas under AP's management to what would have happened if AP were never given the reins. To do so, they ran a quasi-experiment in which researchers make use of real-world events to create treatment and control groups. In real experiments, researchers randomly assign subjects to one of these groups to ensure that their findings are due to the treatment and not simply down to prior differences. But Denny and company didn't have this luxury.

Fortunately, AP published a map of protected areas in Africa that they believe are key to safeguarding the continent's biodiversity and ultimately meet their criteria for future management. These "anchor sites" share key characteristics like a large size, strong legal status, limited agricultural activity and the potential to sustain large wildlife populations. Twenty-two of these anchor sites are already managed by AP, but the rest are managed by governments and in very few cases, by other NGOs.

The research team formed a treatment group from anchor sites that AP already administers. Their control group consisted of anchor sites not managed by AP or another NGO. "African Parks essentially created our control group for us," Denny said.

Deciding what to look for

The team used a variety of metrics to measure the effects of private management on wildlife and people. They needed metrics for which data was available at a continental scale. For wildlife, they focused on elephant poaching and bird abundances. On the human side, they looked at tourism, wealth and armed conflict. To measure these outcomes, they drew on diverse datasets and platforms, including a dataset called MIKE that monitors elephant poaching; the citizen science platforms eBird and iNaturalist; Atlas AI, which measures wealth; and the Armed Conflict Location & Event Data Project, which measures incidence of armed conflict.

The researchers also used the Management Effectiveness Tracking Tool (METT) to look under the hood at how AP affects management practices themselves. Developed by the International Union for Conservation of Nature, this standardized questionnaire quantifies how well protected areas are managed. It reports data on planning, financial resources, law enforcement and stakeholder involvement. The METT can shed light on the mechanisms behind the outcomes observed in the other datasets.




Following the results

Denny and his co-authors were impressed by the results private management had for wildlife. It reduced elephant poaching by 35%, and increased bird abundance by 37%. "African Parks really appears to work for wildlife," Denny said. "The fact that they can reduce elephant poaching in protected areas that are threatened by armed groups is really quite extraordinary." NGO administration also increased tourism, but the effects on wealth were less conclusive.

The authors also found some important drawbacks, though. In areas already experiencing armed conflict, these changes can increase the probability that armed groups target civilians living in areas bordering those overseen by AP. They think this could be a result of armed groups redirecting their activity toward exploiting civilians when AP prevents them from operating in or extracting resources from protected areas.

"While the outcomes for wildlife were even stronger than we expected," Denny said, "we were concerned by the conflict results, especially when combined with the potential decrease in decision-making inclusiveness that comes with private management."

Looking under the hood

The Management Effectiveness Tracking Tool provided insights on the mechanisms behind these outcomes. African Parks is a juggernaut compared to many cash-strapped national governments. Results from the METT revealed that AP increased capacity and resources (in terms of budget and staffing), as well as design and planning. "In some management criteria, they really do seem to manage more effectively," Denny said.

The authors also found that monitoring and enforcement within parks rose under AP. The organization uses sophisticated equipment -- like aircraft, drones and remote sensing -- to monitor illegal activity in their parks and enforce wildlife protection. This likely contributes to the benefits of AP management for wildlife, as well as the rise in likelihood that armed groups target civilians.

Notably, only one of the four categories measured by the METT appeared to fall under private park management: decision-making inclusiveness. The slight drop in this category didn't surprise Denny and his colleagues since AP maintains tight control over its work. It does, however, point to an opportunity for improvement.

Managing more effectively

African wildlife is threatened, and NGOs are offering a potential solution. But it's crucial to investigate the impacts of private conservation management to understand its strengths, weaknesses and opportunities for improvement. Outsourcing conservation appears to provide a path for protecting wildlife, but the accompanying increased enforcement can lead to problems for people.

One way to ensure that protected areas work for people, according to the researchers, is to include local communities in stewardship. In Denny's opinion, ethical conservation requires compensating local communities for the costs they bear and including them in policy decisions.

"If, in conflict regions, civilians are bearing some unexpected costs of private protected area management, then it is especially important that they are involved in decision making," he said. Another avenue is to make sure that conservationists, park managers and governments monitor the impacts of private management, not just on wildlife but also on people, and adapt when necessary.

Additionally, many national parks in Africa were created by colonial administrations, so they have deep colonial histories and legacies. Denny and his co-authors are eager to partner with African researchers to explore how this history affects local people's perceptions of parks, and their preferences for how they're managed and by whom. "By elevating local voices, perspectives and experiences, we can develop more meaningful research and support management practices that benefit both wildlife and local communities," he said.
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Generative AI pioneers the future of child language learning | ScienceDaily
Professor Inseok Hwang from the Department of Computer Science and Engineering, along with students Jungeun Lee, Suwon Yoon, and Kyoosik Lee from the Department of Computer Science and Engineering at POSTECH in collaboration with Professor Dongsun Yim from Ewha Womans University's Department of Communication Disorders have created an innovative system for generating personalized storybooks. This system utilizes generative artificial intelligence and home IoT technology to assist children in language learning. Their research was showcased at the "ACM CHI (ACM SIGCHI Conference on Human Factors in Computing Systems)," the leading conference in human-computer interaction, where it earned an "Honorable Mention Award," recognizing it as one of the top 5% of submissions.


						
Children's language development is crucial as it impacts their cognitive and academic growth, their interactions with peers, and overall social development. It is essential to regularly evaluate language progress and provide timely language interventions1) to support language acquisition. The issue is that children grow up in diverse environments, leading to variations in their exposure to vocabulary. However, traditional approaches often rely on standardized vocabulary lists and pre-made storybooks or toys for language skill assessments and interventions, lacking the diversity support.

Recognizing the shortcomings of conventional, one-size-fits-all approaches that fail to address the diverse backgrounds of children, the team created an innovative educational system tailored to each child's unique environment. They began by employing home IoT devices to capture and monitor the language children hear and speak in their daily lives. Through speaker separation2) and morphological analysis techniques3), the researchers examined the vocabulary children were exposed to, the words they spoke, and those they heard but did not vocalize. They then assessed each word by calculating scores for each word based on key factors relevant to speech pathology.

To create personalized educational materials, the team utilized advanced generative AI technologies, including GPT-4 and Stable Diffusion. This enabled them to produce custom children's books that seamlessly integrate the target vocabulary for each individual child. By combining speech pathology theory with practical expertise, the researchers developed an effective and personalized language learning system.

The researchers designed the system to accommodate variations in children's language development by allowing for individualized weighting of factors and flexible vocabulary selection criteria. The system can automate both the extraction of target vocabulary for each child and the creation of personalized storybooks, ensuring that both the vocabulary and the storybooks could be continuously updated in response to changes in the child's language development and environment. After testing the system in 9 families over a four-week period, the results showed that children effectively learned the target vocabulary, demonstrating the system's applicability in everyday settings beyond the therapy room.

Jungeun Lee from POSTECH, the lead author of the paper, expressed her aspirations by commenting, "We effectively addressed the limitations of traditional, one-size-fits-all approaches to child language assessment and intervention by using generative AI." She added, "Our goal is to leverage AI to create customized guides tailored to different individuals' levels and needs."

Professor Inseok Hwang from POSTECH, the corresponding author, remarked, "Through interdisciplinary research, we have successfully developed a personalized language stimulation and development system that integrates generative AI technology with speech pathology theory." He continued, "We hope our findings will encourage educators to respect and incorporate the diverse environments and learning goals of children."

Co-author Professor Dongsun Yim from Ewha Womans University also expressed her expectation by saying, "Our work demonstrates the potential for non-traditional, personalized language support services." She added, "The system showcases the ability to tailor target vocabulary extraction and linguistic stimuli delivery for children exposed to varied environments and languages."

The research was conducted with support from the Mid-Career Researcher Program of the National Research Foundation of Korea, the SSK, the ITRC of the IITP, and the ICT R&D Innovation Voucher Program.
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Timing matters: Study shows ways to improve health alerts | ScienceDaily
When seemingly healthy people receive an alert from a wearable sensor telling them they might have a respiratory virus -- based on small changes in their unique heartrate, sleep and activity patterns -- what do they do? According to a new study by Scripps Research scientists carried out at the height of the COVID-19 pandemic, only a quarter of people follow up such an alert with an at-home viral test.


						
That is just one conclusion of the new study, published in The Lancet Digital Health on July 24, 2024, which tested the feasibility of using wearable sensors and associated alerts to guide people's behavior. The findings also underscored the importance of timing alerts correctly and communicating them in a personalized manner, which has broad implications for designing and clinically implementing new wearable sensors that track everything from infections and blood sugar levels to women's menstrual cycles or pregnancies.

"What was exciting about this study is that we showed we can provide an individualized infection alert based on data passively monitored by sensors," says first author Giorgio Quer, PhD, director of artificial intelligence at Scripps Research Translational Institute and assistant professor of Digital Medicine at Scripps Research, "and we understood the main limitations in providing this alert to participants. We need to keep in mind how to communicate these changes to people so that they lead to actionable behavior changes."

In a previous study, Quer and his colleagues discovered that data from wearable fitness and health monitors could be used to identify -- with roughly 80% accuracy -- whether a person was likely to have COVID-19. More sleep, less activity, and a higher resting heart rate than usual was associated with having a respiratory infection.

In the new study, Quer's team tested whether alerting people to these changes could prompt them to take at-home self-tests for COVID-19 and respiratory syncytial virus (RSV), even if they did not have symptoms yet. Between September and December of 2021, the researchers enrolled 450 adults living in the U.S. Participants were divided into three groups: those who received alerts prompting them to test based on changes detected by a wearable sensor or symptoms (both the sensor and viral tests were provided), those who received alerts based only on reported symptoms, and those who did not receive alerts or tests.

"There are both individual and public health benefits to alerting people of early physiological changes that might signal a viral infection," says Steven Steinhubl, MD, senior author, adjunct at Scripps Research and professor of Biomedical Engineering at Purdue University. "It can give people extra time to isolate, change their plans and prevent spreading the virus."

Over the course of the study, 118 participants (39%) were prompted to self-test at least once, with 62 of those people (52%) successfully carrying out the self-test and recording the results. People were more often prompted to self-test because of symptoms and were more likely to self-test if they had symptoms; 23% of those prompted to test due to changes in sensor data actually tested, while 56% tested when prompted due to their symptoms.




One reason the researchers suspect this trend: Alerts based only on sensor data were delivered at a fixed time of the morning, when people may not have been readily available to test. Alerts based on symptoms, however, were delivered at the same time symptoms were reported, when people were likely thinking about the possibility of a virus and had a few minutes free.

"This is something that we think is really important to keep in mind for future studies on wearable health monitoring," says Quer. "The timing with which you alert people to changes in their health is really critical if you want to ultimately impact behavior."

Among the other takeaways from the digital health feasibility trial: It was possible for the researchers to recruit a very diverse population since they did not require any in-person visits to medical centers or clinicians. But finding infection information in the provided electronic medical records turned out to be more difficult than expected.

Quer says these kinds of lessons are key to developing future studies using wearable health monitors. His team is studying, for instance, whether sensors can help alert pregnant women to any increased risk of health complications like gestational diabetes, pre-eclampsia or preterm deliveries.

"We need to study not only how to make these kinds of predictions, but how to return information to patients in a way that is useful," he says.
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Nitrogen emissions have a net cooling effect: But researchers warn against a climate solution | ScienceDaily
An international team of researchers has found that nitrogen emissions from fertilisers and fossil fuels have a net cooling effect on the climate. But they warn increasing atmospheric nitrogen has further damaging effects on the environment, calling for an urgent reduction in greenhouse gas emissions to halt global warming.


						
Published today in Nature, the paper found that reactive nitrogen released in the environment through human activities cools the climate by minus 0.34 watts per square metre. While global warming would have advanced further without the input of human-generated nitrogen, the amount would not offset the level of greenhouse gasses heating the atmosphere.

The paper was led by the Max Planck Institute in Germany and included authors from the University of Sydney. It comes one day after new data from the European Union's Copernicus Climate Change Service indicated that Sunday, 21 July was the hottest day recorded in recent history.

The net cooling effect occurs in four ways:
    	    Short-lived nitrogen oxides produced by the combustion of fossil fuels pollute the atmosphere by forming fine suspended particles which shield sunlight, in turn cooling the climate;
    
    	    ammonia (a nitrogen and hydrogen-based compound) released into the atmosphere from the application of manure and artificial fertilisers has a similar effect;
    
    	    nitrogen applied to crops allows plants to grow more abundantly, absorbing more CO2 from the atmosphere, enabling a cooling effect;
    
    	    nitrogen oxides also play a role in the breakdown of atmospheric methane, a potent greenhouse gas.
    




The researchers warned that increasing atmospheric nitrogen was not a solution for combatting climate change.

"Nitrogen fertilisers pollute water and nitrogen oxides from fossil fuels pollute the air. Therefore, increasing rates of nitrogen in the atmosphere to combat climate change is not an acceptable compromise, nor is it a solution," said Professor Federico Maggi from the University of Sydney's School of Civil Engineering.

Sonke Zaehle from the Max Planck Institute said: "This may sound like good news, but you have to bear in mind that nitrogen emissions have many harmful effects, for example on health, biodiversity and the ozone layer. The current findings, therefore, are no reason to gloss over the harmful effects, let alone see additional nitrogen input as a means of combatting global warming."

Elemental nitrogen, which makes up around 78 percent of the air, is climate-neutral, but other reactive nitrogen compounds can have direct or indirect effects on the global climate -- sometimes warming and at other times cooling. Nitrous oxide (N2O) is an almost 300 times more potent greenhouse gas than CO2. Other forms of nitrogen stimulate the formation of ozone in the troposphere, which is a potent greenhouse gas and enhances global warming.

Professor Maggi said the research was important as it helped the team gain an understanding of the net-effect of the distribution of nitrogen emissions from agriculture.

"This work is an extraordinary example of how complex interactions at planetary scales cannot be captured with simplistic assessment tools. It shows the importance of developing mathematical models that can show the emergence of nonlinear -- or unproportional -- effects across soil, land, and atmosphere," he said.




"Even if it appears counter-intuitive, reactive nitrogen introduced in the environment, mostly as agricultural fertilisers, can reduce total warming. However, this is minor compared with the reduction in greenhouse gas emissions required to keep the planet within safe and just operational boundaries.

"New generation computational tools are helping drive new learnings in climate change science, but understanding is not enough -- we must act with great urgency to reduce greenhouse gas emissions."

Gaining a holistic understanding of the impacts of nitrogen

The scientists determined the overall impact of nitrogen from human sources by first analysing the quantities of the various nitrogen compounds that end up in soil, water and air.

They then fed this data into models that depict the global nitrogen cycle and the effects on the carbon cycle, for example the stimulation of plant growth and ultimately the CO2 and methane content of the atmosphere. From the results of these simulations, they used another atmospheric chemistry model to calculate the effect of man-made nitrogen emissions on radiative forcing, that is the radiant energy that hits one square metre of the Earth's surface per unit of time.
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Early onset dementia more common than previously reported -- the incidence of Alzheimer's disease seems to be on the rise | ScienceDaily
A new major study by the University of Eastern Finland, the University of Oulu and Neurocenter Finland explored early-onset dementia in the working-age population in Finland. The study cohort was one of the largest in the world to date, and the findings were published on 24th of July 2024 in Neurology(r),the medical journal of the American Academy of Neurology.


						
Current epidemiological data on early-onset dementia is scarce and based on small study cohorts, with no recent data from Finland available. For the present study, researchers analysed patient data registries of Kuopio and Oulu University Hospitals from 2010 to 2021, reviewing all working-age patients diagnosed with dementia during this time period. Both incidence, which is the number of new cases, and prevalence, which is the total number of people affected, were explored. The patient charts of a total of 12,490 individuals were reviewed and classified to diagnostic groups using uniform criteria. The two hospitals diagnose practically all cases of early-onset dementia in their respective provinces, which makes the data highly robust.

Incidence of early-onset dementia is higher than previously reported

The study observed higher incidence rates of early-onset dementia than previously reported in international studies. In the age group 30-64 years, the incidence of early-onset dementia was 20.5 cases per 100,000 person years; and 33.7 cases per 100,000 person years in the age group 45-64 years. Alzheimer's disease was the most prevalent subtype (48%), followed by frontotemporal dementia spectrum disorders (23%), and Lewy body spectrum disorders (6%). These numbers are higher than in previous smaller publications from other countries.

"The higher incidence rates observed in our study may be attributed to our methodology, which allowed us to capture nearly all EOD cases from the study areas. Additionally, heightened awareness of dementia among the public and healthcare professionals in Finland may also contribute to the high number of diagnosed cases," says Associate Professor Eino Solje of the University of Eastern Finland, the study PI.

"A strength of the present study is that all diagnoses were retrospectively and manually reviewed from patient charts, allowing for the removal of incorrect diagnoses and also the consideration of diagnoses that changed during the follow-up period," Solje says.

The researchers found that in the working-age population, the incidence of Alzheimer's disease increased consistently, whilst the incidence of other dementias remained unchanged.




"The incidence of Alzheimer's disease nearly doubled. This cannot be explained simply by better diagnostics and earlier seeking of treatment, as we did not see an increase in the incidence of other dementias," says Docent Johanna Kruger, PI of the study at the University of Oulu, the first author of the article.

A new model for collaboration

The present study is the first from an extensive project that combines exceptionally broad real-life patient data with various registries.

The project involves unique collaboration between the University of Oulu and the University of Eastern Finland, as well as across different scientific disciplines, involving, e.g., scholars of medicine and law.

"Combining extensive patient data with various registries enables a higher standard of science. For instance, we are now seeing that data from carefully analysed patient charts yields very different results than mere registry-based data," notes Professor Mikko Aaltonen from the University of Eastern Finland Law School.

The project is also led in a new way. Research is funded by companies, which also have the opportunity to engage in dialogue in the project's scientific steering committee, under the coordination of Neurocenter Finland.

"The model makes it possible to leverage private sector resources in the implementation of scientific projects that will benefit all. With Neurocenter Finland coordinating collaboration between the different parties, researchers can better devote their time to solving scientific problems," says Eero Rissanen, Director of Neurocenter Finland.
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Energy planning in Ghana as a role model for the world | ScienceDaily
Under the leadership of Empa scientist Mashael Yazdanie, an international research team is investigating ways to better plan for climate-resilient energy systems in the Global South. Focusing on the case study of Accra, the capital of Ghana, the multidisciplinary team expanded conventional energy system modeling approaches by incorporating a range of socio-techno-economic challenges, climate change impacts, and resilience metrics into their models. Their approaches are applicable worldwide to support widespread sustainable and resilient energy system transitions.


						
What criteria should we use to better plan for resilient energy systems? How do socio-economic, technical and climate change related challenges affect sustainable energy systems planning worldwide? What does the situation look like in a region outside the European industrialized perspective? With these questions in mind, four years ago, the research project Energy Modeling for the Real World Transforming Modeling Approaches for Sustainable and Resilient Energy Planning (MEASURES) embarked on an interdisciplinary study, using Ghana as a case study region. The aim was to formulate modeling approaches that yield optimal recommendations for climate-resilient energy planning considering various dimensions -- energy demand, infrastructure, climate data, resiliency and robustness of a system and an array of socio-economic factors -- that can be applied to cities and countries across the globe.

In their studies, the scientists paid particular attention to issues that are not taken into account in traditional energy models: climate change-induced extreme weather events, climate migration, informal economic systems (i.e., economic activities that are unmonitored and unaccounted for in official GDP figures), unstable currencies, power system failures and suppressed energy demand (e.g., due to poor infrastructure or financial resources). Ghana, in particular, faces these challenges, which makes the region an ideal case study. Thus, Mashael Yazdanie, Group Leader of Macro-Energy Systems at Empa's Urban Energy Systems Laboratory, spearheaded the cross-disciplinary, international MEASURES project, funded by the Swiss National Science Foundation (SNF) between 2020 and 2023.

A specific course of action based on regional characteristics

The researchers examined a range of challenges relevant to energy system planning in Accra. What climate change-related environmental changes are to be expected in the coming decades? How will these affect regional migration? What influence does the informal economy and suppressed energy demand have on strategic energy planning? To what extent will currency depreciation thwart energy planning and the development of sustainable energy infrastructure? Using the open-source modeling framework, OSeMOSYS, they developed an energy system model for Accra and investigated these issues. The model yielded cost-, carbon- and resilience-optimized energy system capacity and operational planning decisions for Accra, considering its unique local conditions.

For example, concerning the deployment of sustainable energy technologies under the threat of currency depreciation, the researchers find that "investments in photovoltaic and wind energy are most affected by rising depreciation in the case of Accra. If PV systems are part of larger sustainability commitments in Accra -- as prescribed by Accra's current Climate Action Plan -- our results indicate that these investments should take place earlier rather than later in the planning horizon to ensure affordable deployment." According to their study, Accra should additionally focus on efficient waste resource capture and utilization, as well as decarbonization of transportation through fleet electrification for robust and sustainable urban energy system planning.

From local development to global inspiration

The Ghanaian case study is not the only outcome of the MEASURES project; the researchers hope their investigation will catalyze more comprehensive and meaningful approaches for resilient and sustainable energy systems planning worldwide. In addition to the environmental disturbances that we will face in the coming decades due to climate change, their approach also considers various socio-techno-economic challenges that have received little to no attention in conventional analyses.

For this reason, it was important for the project team to share all methods and results in open-access formats so that researchers and decision-makers worldwide may use them to inform and further develop methodologies, energy decision-making processes, and long-term resilience strategies. The results and tools of the MEASURES project thus represent an invaluable boost in developing future sustainable energy systems, especially for low- and middle-income countries that are the most vulnerable to climate change.
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Last decade saw big decrease in teens who used commonly prescribed and misused prescription drugs | ScienceDaily
Since 2009, U.S. high school seniors have reported steep declines in medical use, misuse and availability of the three most commonly prescribed and misused controlled substances for teens, a new University of Michigan study found.


						
Researchers compared use trends, sources and perceived availability of opioids, stimulants and benzodiazepines from 2009 to 2022. The research letter detailing the findings is scheduled to appear July 24 in JAMA, the Journal of the American Medical Association.

"To put these findings in context, the reduction over the past decade was like going from 1 in every 9 high school students using prescription drugs nonmedically down to 1 in every 40 high school students," said Sean Esteban McCabe, U-M professor of nursing and director of the Center for the Study of Drugs, Alcohol, Smoking and Health.

"While this decrease is encouraging, we need to be vigilant because any amount of nonmedical use poses risks, especially with the danger posed by counterfeit pills."

Other findings from 2009 through 2022:
    	Lifetime medical use decreased from 24% to 16%.
    	Past-year misuse declined from 11% to 2%.
    	The percentage of adolescents who reported being given prescription medications by friends or buying them from friends, both fell by more than half.
    	In 2009, adolescents who reported misusing prescription medications said the most common source was friends. Now, it is one's own prescription (37%).
    	Among adolescents who reported misuse, those with multiple sources for obtaining prescription medications dropped from 56% to 29%.
    	Perceived difficulty of obtaining prescription medications for misuse declined across the three drug classes.
    	The percentage of adolescents who reported that they thought it would be impossible to get prescription drugs for misuse increased from 36% to 49%.

School closures during COVID accounted for the largest changes because students had limited contact with each other, and opportunities to sell or give away prescription drugs to friends declined, McCabe said.

Study co-author Philip Veliz, research associate professor of nursing, said the declines may be partially due to changes in prescribing practices, especially for opioids. The study did not examine specific trends based on drug class.




"Prescribing practices have changed dramatically because we had an opioid epidemic, which turned into a heroin epidemic, and we're still reeling from that, especially with fentanyl," Veliz said. "A lot of this also has to do with parents having better knowledge and oversight of these medications."

The steep decline in teens who misused prescription medications in the past year, from 11% to 2%, surprised researchers.

"That's a massive decline. It used to be 1 in 9 kids, now it's an incredibly rare event at this point," Veliz said. "The second surprise was that ... nearly half of kids say it's probably impossible to get these drugs if they want to use them nonmedically right now. That's a big chunk of the adolescent population, and this is just off the table."

Another surprise is that the landscape has not returned to what it looked like before COVID, McCabe said.

"Adolescents have found it more difficult to obtain prescription stimulants for nonmedical use in recent years, which is a positive sign," he said. "There needs to be more attention on stimulant use and diversion, and our team is currently working on such studies to help inform clinical guidelines for ADHD and stimulant use disorder."

This study was supported by the National Institute on Drug Abuse, and used data from 12th grade students collected in 2009 through 2022 from the Monitoring the Future study, an annual survey at University of Michigan that tracks student substance use and other related trends.

Co-authors include: Emily Pasman, Tim Wilens, Ty Schepis, Vita McCabe and Jason Ford.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240725154730.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Engineer develops technique that enhances thermal imaging and infrared thermography for police, medical, military use | ScienceDaily
A new method to measure the continuous spectrum of light, developed in the lab of University of Houston professor of electrical and computer engineering Jiming Bao, is set to improve thermal imaging and infrared thermography, techniques used to measure and visualize temperature distributions without direct contact with the subject being photographed.


						
Because they are highly sensitive, thermal cameras and infrared thermometers measure temperature accurately from a distance, making them versatile and valuable tools in many fields from the military to medical diagnostics. They detect infrared radiation, invisible to the human eye, and convert it into visible images. Different colors on the image represent varying temperatures, allowing users to see heat patterns and differences.

APPLICATIONS:
    	Medical Diagnostics: Identifying inflammation and poor blood flow 
    	Building Inspections: Detecting heat loss, insulation issues and water leaks 
    	Military, Security and Surveillance: Spotting people or animals in low visibility conditions 
    	Mechanical Inspections: Finding overheating machinery or electrical faults

Both techniques rely on the principle of blackbody radiation -- a theoretical perfect emitter -- where objects emit infrared radiation based on their temperature. By capturing this radiation, the tools provide valuable insights into the thermal properties and behaviors of various objects and environments.

But Houston, we have a problem 

Thermal cameras and infrared thermometers cannot provide accurate readings because they rely on emissivity, a measure of how effectively a real object emits thermal radiation, and that varies with temperature -- to determine temperature. Multi-spectral techniques address this by measuring infrared intensity at multiple wavelengths, but their accuracy depends on their emissivity models.

And at the University of Houston, a solution 

"We designed a technique using a near-infrared spectrometer to measure the continuous spectrum and fit it using the ideal blackbody radiation formula," reports Bao, in the journal Device. "This technique includes a simple calibration step to eliminate temperature- and wavelength-dependent emissivity."




Bao demonstrates his technique by measuring the temperature of a heating stage with errors less than 2degC and measuring the surface temperature gradient of a catalyst powder under laser heating. Using the near-infrared spectrometer, thermal radiation from a hot target is collected with an optical fiber and recorded by a computer. The collected spectrum is normalized using a system calibration response and fitted to determine the temperature.

"This technique overcomes challenges faced by conventional thermal cameras and infrared thermometers due to the unknown emissivity of targets and reveals much higher surface temperatures of photothermal catalysts than those measured by a buried thermocouple under strong light illumination," said Bao.

HIGHLIGHTS 
    	Overcoming limitations of single-wavelength and multi-spectral thermometry 
    	Simple calibration to eliminate wavelength- and temperature-dependent emissivity 
    	Accurate temperature determination over a wide temperature range
    	Revealed a huge temperature gradient in a catalyst powder under laser heating

"This technique overcomes challenges faced by conventional thermal cameras and infrared thermometers due to the unknown emissivity of targets and reveals much higher surface temperatures of photothermal catalysts than those measured by a buried thermocouple under strong light illumination," said Bao.
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Exploring the dynamics of combatting market-driven epidemics | ScienceDaily
A case definition of market-driven epidemics (MDEs) could help address critical barriers to timely, effective prevention and mitigation, according to a study published this week in the open-access journal PLOS Global Public Health by Jonathan Quick from Duke University School of Medicine, U.S., and colleagues.


						
The misuse and overconsumption of certain consumer products have become major global risk factors for premature deaths at all ages, with their total costs in trillions of dollars. Progress in reducing such deaths has been difficult, slow, and too often unsuccessful. To address this challenge, Jonathan Quick and colleagues introduced a case definition of MDEs, which arise when companies aggressively market products with proven harms, deny these harms, and actively oppose mitigation efforts. To demonstrate the application of this concept, the researchers selected three MDE products: cigarettes, sugar, and prescription opioids. Based on the histories of these three epidemics, the researchers described five MDE phases: market expansion, evidence of harm, corporate resistance, mitigation, and market adaptation.

From the peak of consumption to the most recent available data, U.S. cigarette sales fell by 82%, sugar consumption by 15%, and prescription opioid prescriptions by 62%. In each case, the consumption tipping point occurred when compelling evidence of harm, professional alarm, and an authoritative public health voice or public mobilization overcame the impact of corporate marketing and resistance efforts. Among the three epidemics, the gap between suspicion of harm and the consumption tipping point ranged from one to five decades -- much of which was attributable to the time required to generate sufficient evidence of harm. Market adaptation to the reduced consumption of target products had both negative impacts (e.g., geographical shift of corporate marketing efforts) and positive impacts (e.g., consumer shift away from sugar-sweetened beverages).

According to the authors, this is the first comparative analysis of three successful efforts to change the product consumption patterns of millions of people -- and, over time, some of the associated adverse health impacts of these products. The MDE epidemiological approach of shortening the latent time between phases provides the global health community with a new method to address existing and emerging potentially harmful products and their health, social, and economic impacts.

While the specific product and circumstances are unique to each MDE, understanding the epidemiology of consumption and health impacts, and epidemic milestones, should help public health leaders combat current MDEs and more swiftly recognize future MDEs. Given the similar patterns among different MDEs, public health leaders, researchers, civil society and others can apply the mitigation strategies presented in the review article to save lives and lessen the impact of continuing and emerging MDEs.

The authors add: "The use of cigarettes and other unhealthy products costs the world millions of lives and trillions of dollars each year. An analysis of U.S. progress against three such market-driven epidemics demonstrates that we can save lives through earlier, more decisive action by public health leaders, researchers, and public mobilization," concluding: "The use of cigarettes and other unhealthy products often follow patterns similar to infectious disease epidemics, causing widespread harm before any public health response. We can save lives by recognizing these market-driven epidemics earlier and acting more decisively to control them."
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Seven steps to achieving the right to clean indoor air post-pandemic | ScienceDaily
Seven lessons learned from the COVID-19 pandemic about ventilation's crucial role in preventing the spread of airborne pathogens has been set out in the journal Science by world-leading air quality scientist Professor Lidia Morawska, Professor Yuguo Li from The University of Hong Kong and Professor Tunga Salthammer from the University of Surrey, UK.


						
Professor Morawska, director of THRIVE, from QUT's School of School of Earth and Atmospheric Sciences said the rapid global spread of Covid-19 had soon made it clear the world was unprepared to respond appropriately.

"In the early days of the pandemic the World Health Organisation and many national health authorities claimed the virus was 'not in the air' but rather present in large quantities on surfaces. This led to a misconception about how the virus was transmitted," Professor Morawska said.

"Public health authorities rejected existing knowledge which led to misguided control measures aimed at cleaning surfaces, instead of ventilation, filtration, face-masking and deactivation of airborne viruses.

"However, for science and building engineering experts there was no doubt from the beginning that the virus was transmitted predominantly through the air and the most important control measure to reduce infection risk was to remove the viruses from the air through ventilation or inactivate them through UVC radiation."

Based on scientific and advisory activities of the co-authors of the paper, they identified seven lessons of particular importance to indoor air quality (IAQ):

1. The first lesson is to develop means for interdisciplinary knowledge to contribute to public health decision-making.




The experts who advised the WHO at the beginning of the pandemic were mostly public health experts and the value of physical, chemical and engineering expertise was seen as less relevant.

For example, current epidemiological studies of outbreaks commonly do not include the measurement of ventilation rates, which results in incomplete assessment.

2. Ventilation beyond the 'open window' solution: modern society cannot rely solely on natural ventilation in building that are not designed to provide sufficient and effective air supply.

Mechanical ventilation must be part of the solution -- they offer various air supply techniques such as mixing, displacement and personal ventilation and air disinfection using germicidal ultraviolet and filtration.

3. Building design and ventilation performance: different types of buildings -- housing, offices, shopping centres, airports, railway stations, school buildings etc -- are becoming increasingly complex, but are mostly planned and built with design and operation constraints.

Sufficient ventilation, which is the basic function to make a building liveable, is often not considered among the key criteria. Building and ventilation design are closely related and equally important in planning and operation.




4. Equivalent ventilation for existing buildings: Buildings such as aged care facilities and schools that are naturally ventilated cannot be easily or cost effectively retrofitted. In such cases equivalent ventilation is needed using the techniques of air filtration and germicidal ultraviolet radiation.

Filtering does not remove water, carbon dioxide and gaseous pollutants from the air but it is "equivalent to ventilation" for particulate matter. Germicidal UV deactivates pathogens in the air so it may be 'equivalent to ventilation' in relation to infection control.

5. Ventilation control and risk assessment tools: risk assessment tools have value in estimating the probability of airborne infection but are too complex as a day-to-day control measure in modern buildings. New technologies are being researched, developed or optimized to control the ventilation of buildings.

6. Monitoring ventilation performance: we learned that ventilation performance should be monitored at all the times when buildings are occupied to dynamically to inform ventilation control in response to building occupancy and use.

Numerous CO2 monitors are installed in modern buildings and a proliferation of low-cost CO2 sensors are available for continuous monitoring of ventilation performance in housing and transport cabins, with the preferred method for measuring CO2 being non-dispersive infrared (NDIR).

Modern devices are calibrated against reference methods and their performance can be improved using machine learning tools. The combination with other relevant parameters is possible and recommended.

7. IAQ mandated in public buildings: IAQ must be mandated and controlled like water and food by the relevant authorities. We learned that without regulations, good IAQ cannot be assured by volunteer occupants' efforts or even building operators if the building was not designed with this as an objective and/or equipped with adequate engineering systems.

The COVID-19 pandemic showed us that not only is ventilation a key control measure to lower the risk of airborne infection transmission of any pathogens, but also that ventilation must be considered as part of the control of IAQ from outdoor generated pollution, beyond infection transmission."

"Ventilation and indoor airborne infection transmission: Lessons learned from the COVID-19 pandemic" was published in Science.
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      Strange &amp; Offbeat News

      Quirky stories from all of ScienceDaily's health, technology, environment, and society sections.


      
        Scientists devise method to secure Earth's biodiversity on the moon
        New research led proposes a plan to safeguard Earth's imperiled biodiversity by cryogenically preserving biological material on the moon. The moon's permanently shadowed craters are cold enough for cryogenic preservation without the need for electricity or liquid nitrogen.

      

      
        The rotation of a nearby star stuns astronomers
        Astronomers have found that the rotational profile of a nearby star, V889 Herculis, differs considerably from that of the Sun. The observation provides insights into the fundamental stellar astrophysics and helps us understand the activity of the Sun, its spot structures and eruptions.

      

      
        Bright prospects for engineering quantum light
        Computers benefit greatly from being connected to the internet, so we might ask: What good is a quantum computer without a quantum internet?

      

      
        Super-black wood can improve telescopes, optical devices and consumer goods
        Thanks to an accidental discovery, researchers have created a new super-black material that absorbs almost all light, opening potential applications in fine jewelry, solar cells and precision optical devices.

      

      
        Injury dressings in first-aid kits provide a new technique to reveal shark species after bite incidents
        Scientists have revealed that injury dressings found in first-aid kits can reliably be used to identify shark species involved in bite incidents by deploying medical gauze to gather DNA samples from aquatic equipment, such as surfboards.

      

      
        What no one has seen before -- simulation of gravitational waves from failing warp drive
        Physicists have been exploring the theoretical possibility of spaceships driven by compressing the four-dimensional spacetime for decades. Although this so-called 'warp drive' originates from the realm of science fiction, it is based on concrete descriptions in general relativity. A new study takes things a step further -- simulating the gravitational waves such a drive might emit if it broke down.

      

      
        Breaking MAD: Generative AI could break the internet, researchers find
        Researchers have found that training successive generations of generative artificial intelligence models on synthetic data gives rise to self-consuming feedback loops.

      

      
        The corona is weirdly hot: Parker Solar Probe rules out one explanation
        By diving into the sun's corona, NASA's Parker Solar Probe has ruled out S-shaped bends in the sun's magnetic field as a cause of the corona's searing temperatures.

      

      
        Platypus and chicken reveal how chromosomes balance between the sexes
        Geneticists uncover new insights into how sex chromosome systems work in the platypus and the chicken -- which will lead to better understandings of our own sex chromosome evolution and gene regulation.

      

      
        How researchers turn bacteria into cellulose-producing mini-factories
        Researchers have modified certain bacteria with UV light so that they produce more cellulose. The basis for this is a new approach with which the researchers generate thousands of bacterial variants and select those that have developed into the most productive.

      

      
        Dark matter: A camera trap for the invisible
        AI-powered image recognition could give researchers a new tool in hunt for dark matter.

      

      
        Shape-shifting 'transformer bots' inspired by origami
        Inspired by the paper-folding art of origami, engineers have discovered a way to make a single plastic cubed structure transform into more than 1,000 configurations using only three active motors.

      

      
        Robotics: Self-powered 'bugs' can skim across water to detect environmental data
        Researchers have developed a self-powered 'bug' that can skim across the water, and they hope it will revolutionize aquatic robotics.

      

      
        Lampreys possess a 'jaw-dropping' evolutionary origin
        Lampreys are one of only two living jawless vertebrates Jaws are formed by a key stem cell population called the neural crest New research reveals the gene regulatory changes that may explain morphological differences between jawed and jawless vertebrates.

      

      
        Chemical analyses find hidden elements from renaissance astronomer Tycho Brahe's alchemy laboratory
        Danish Tycho Brahe was most famous for his contributions to astronomy. However, he also had a well-equipped alchemical laboratory where he produced secret medicines for Europe's elite.

      

      
        Ancient marine animal had inventive past despite being represented by few species
        Brachiopods were evolving in new directions but this did not turn into evolutionary success in terms of the numbers of species, researchers have found.

      

      
        Exploring consciousness with eureka moments
        We all know what it's like when the penny suddenly drops. Animals too experience such moments of insight. They could prove useful for research of consciousness.

      

      
        Rock art and archaeological record reveal humans' complex relationship with Amazonian animals
        Rock art explored by archaeologists in the Colombian Amazon has provided an insight into the complex relationship between the earliest settlers on the continent and the animals they encountered.

      

      
        Artificial blood vessels could improve heart bypass outcomes
        3D-printed blood vessels, which closely mimic the properties of human veins, could transform the treatment of cardiovascular diseases. Strong, flexible, gel-like tubes -- created using a novel 3D printing technology -- could improve outcomes for heart bypass patients by replacing the human and synthetic veins currently used in surgery to re-route blood flow, experts say.

      

      
        In clinical trial, fecal matter transplant helped half of patients with gastrointestinal cancers overcome resistance to immunotherapy treatment
        Findings from a small, proof-of-concept clinical trial have suggested that fecal microbiota transplants (FMTs) can boost the effectiveness of immunotherapy in a range of gastrointestinal cancers. In the study, six of 13 patients who had previously shown resistance to immune checkpoint inhibitors benefited from receiving FMTs from donors who had previously responded to treatment. The investigators also identified specific strains of bacteria associated with better or worse responses to FMT and imm...

      

      
        A recipe for zero-emissions fuel: Soda cans, seawater, and caffeine
        Engineers discovered that when the aluminum in soda cans is purified and mixed with seawater, the solution produces hydrogen -- which can power an engine or fuel cell without generating carbon emissions. The reaction can be sped up by adding caffeine.

      

      
        Spin qubits go trampolining
        Researchers have developed somersaulting spin qubits for universal quantum logic. This achievement may enable efficient control of large semiconductor qubit arrays. The research group recently published their demonstration of hopping spins and somersaulting spins.
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Scientists devise method to secure Earth's biodiversity on the moon | ScienceDaily
New research led by scientists at the Smithsonian proposes a plan to safeguard Earth's imperiled biodiversity by cryogenically preserving biological material on the moon. The moon's permanently shadowed craters are cold enough for cryogenic preservation without the need for electricity or liquid nitrogen, according to the researchers.


						
The paper, published today in BioScience and written in collaboration with researchers from the Smithsonian's National Zoo and Conservation Biology Institute (NZCBI), Smithsonian's National Museum of Natural History, Smithsonian's National Air and Space Museum and others, outlines a roadmap to create a lunar biorepository, including ideas for governance, the types of biological material to be stored and a plan for experiments to understand and address challenges such as radiation and microgravity. The study also demonstrates the successful cryopreservation of skin samples from a fish, which are now stored at the National Museum of Natural History.

"Initially, a lunar biorepository would target the most at-risk species on Earth today, but our ultimate goal would be to cryopreserve most species on Earth," said Mary Hagedorn, a research cryobiologist at NZCBI and lead author of the paper. "We hope that by sharing our vision, our group can find additional partners to expand the conversation, discuss threats and opportunities and conduct the necessary research and testing to make this biorepository a reality."

The proposal takes inspiration from the Global Seed Vault in Svalbard, Norway, which contains more than 1 million frozen seed varieties and functions as a backup for the world's crop biodiversity in case of global disaster. By virtue of its location in the Arctic nearly 400 feet underground, the vault was intended to be capable of keeping its seed collection frozen without electricity. However, in 2017, thawing permafrost threatened the collection with a flood of meltwater. The seed vault has since been waterproofed, but the incident showed that even an Arctic, subterranean bunker could be vulnerable to climate change.

Unlike seeds, animal cells require much lower storage temperatures for preservation (-320 degrees Fahrenheit or -196 degrees Celsius). On Earth, cryopreservation of animal cells requires a supply of liquid nitrogen, electricity and human staff. Each of these three elements are potentially vulnerable to disruptions that could destroy an entire collection, Hagedorn said.

To reduce these vulnerabilities, scientists needed a way to passively maintain cryopreservation storage temperatures. Since such cold temperatures do not naturally exist on Earth, Hagedorn and her co-authors looked to the moon.

The moon's polar regions feature numerous craters that never receive sunlight due to their orientation and depth. These so-called permanently shadowed regions can be [?]410 degrees Fahrenheit ([?]246 degrees Celsius) -- more than cold enough for passive cryopreservation storage. To block out the DNA-damaging radiation present in space, samples could be stored underground or inside a structure with thick walls made of moon rocks.




At the Hawai?i Institute of Marine Biology, the research team cryopreserved skin samples from a reef fish called the starry goby. The fins contain a type of skin cell called fibroblasts, the primary material to be stored in the National Museum of Natural History's biorepository. When it comes to cryopreservation, fibroblasts have several advantages over other types of commonly cryopreserved cells such as sperm, eggs and embryos. Science cannot yet reliably preserve the sperm, eggs and embryos of most wildlife species. However, for many species, fibroblasts can be cryopreserved easily. In addition, fibroblasts can be collected from an animal's skin, which is simpler than harvesting eggs or sperm. For species that do not have skin per se, such as invertebrates, Hagedorn said the team may use a diversity of types of samples depending on the species, including larvae and other reproductive materials.

The next steps are to begin a series of radiation exposure tests for the cryopreserved fibroblasts on Earth to help design packaging that could safely deliver samples to the moon. The team is actively seeking partners and support to conduct additional experiments on Earth and aboard the International Space Station. Such experiments would provide robust testing for the prototype packaging's ability to withstand the radiation and microgravity associated with space travel and storage on the moon.

If their idea becomes a reality, the researchers envision the lunar biorepository as a public entity to include public and private funders, scientific partners, countries and public representatives with mechanisms for cooperative governance akin to the Svalbard Global Seed Bank.

"We aren't saying what if the Earth fails -- if the Earth is biologically destroyed this biorepository won't matter," Hagedorn said. "This is meant to help offset natural disasters and, potentially, to augment space travel. Life is precious and, as far as we know, rare in the universe. This biorepository provides another, parallel approach to conserving Earth's precious biodiversity."

The study was co-authored by Hagedorn and Pierre Comizzoli of NZCBI, Lynne Parenti of the National Museum of Natural History and Robert Craddock of the National Air and Space Museum. Collaborators from other institutions include Paula Mabee of the U.S. National Science Foundation's National Ecological Observatory Network (Battelle); Bonnie Meinke of the University Corporation for Atmospheric Research; Susan Wolf and John Bischof of the University of Minnesota; and Rebecca Sandlin, Shannon Tessier and Mehmet Toner of Harvard Medical School.
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The rotation of a nearby star stuns astronomers | ScienceDaily
Astronomers from the University of Helsinki have found that the rotational profile of a nearby star, V889 Herculis, differs considerably from that of the Sun. The observation provides insights into the fundamental stellar strophysics and helps understanding the activity of the Sun, its spot structures and eruptions.


						
The Sun rotates the fastest at the equator, whereas the rotation rate slows down at higher latitudes and is the slowest as the polar regions. But a nearby Sun-like star V889 Herculis, some 115 light years away in the constellation of Hercules, rotates the fastest at a latitude of about 40 degrees, while both the equator and polar regions rotate more slowly.

Similar rotational profile has not been observed for any other star. The result is stunning because stellar rotation has been considered a well-understood fundamental physical parameter but such a rotational profile has not been predicted even in computer simulations.

"We applied a newly developed statistical technique to the data of a familiar star that has been studied in the University of Helsinki for years. We did not expect to see such anomalies in stellar rotation. The anomalies in the rotational profile of V889 Herculis indicate that our understanding of stellar dynamics and magnetic dynamos are insufficient, "explains researcher Mikko Tuomi who coordinated the research

Dynamics of a ball of plasma

The target star V889 Herculis is much like a young Sun, telling a story about the history and evolution of the Sun. Tuomi emphasises that it is crucial to understand stellar astrophysics in order to, for instance, predict activity-induced phenomena on the Solar surface, such as spots and eruptions.

Stars are spherical structures where matter is in the state of plasma, consisting of charged particles. They are dynamical objects that hang in a balance between the pressure generated in nuclear reactions in their cores and their own gravity. They have no solid surfaces unlike many planets.




The stellar rotation is not constant for all latitudes -- an effect known as differential rotation. It is caused by the fact that hot plasma rises to the star's surface via a phenomenon called convection, which in turn has an effect on the local rotation rate. This is because angular momentum must be conserved and the convection occurs perpendicular to the rotational axis near equator whereas it is parallel to the axis near the poles.

However, many factors such as stellar mass, age, chemical composition, rotation period, and magnetic field have effects on the rotation and give rise to variations in the differential rotation profiles.

A statistical method for determining rotational profile

Thomas Hackman, docent of astronomy, who participated in the research, explains that the Sun has been the only star for which studying the rotational profile has been possible.

"Stellar differential rotation is a very crucial factor that has an effect on the magnetic activity of stars. The method we have developed opens a new window into the inner workings of other stars.

"The astronomers at the Department of Particle Physics and Astrophysics of the Helsinki University have determined the rotational profile of two nearby young stars by applying a new statistical modelling to long-baseline brightness observations. They modelled the periodic variations in the observations by accounting for the differences in the apparent spot movement at different latitudes. The spot movement then enabled estimating the rotational profile of the stars.




"The second one of the targets stars, LQ Hydrae in the constellation of Hydra, was found to be rotating much like a rigid body -- the rotation appeared unchanged from the equator to the poles, which indicates that the differences are very small."

Observations from the Fairborne Observatory

The researchers base their results on the observations of the target stars from the Fairborn observatory. The brightnesses of the stars have been monitored with robotic telescopes for around 30 years, which provides insights into the behaviour of the stars over a long period of time.

Tuomi appreciates the work of senior astronomer Gregory Henry, of Tennessee University, United States, who leads the Fairborne observational campaign.

"For many years, Greg's project has been extremely valuable in understanding the behaviour of nearby stars. Whether the motivation is to study the rotation and properties of young, active stars or to understand the nature of stars with planets, the observations from Fairborn Observatory have been absolutely crucial. It is amazing that even in the era of great space-based observatories we can obtain fundamental information on the stellar astrophysics with small 40cm ground-based telescopes.

The target stars V889 Herculis and LQ Hydrae are both roughly 50 million yeara old stars that in many respects resemble the young Sun. They both rotate very rapidly, with rotation periods of only about one and half days. For this reason, the long-baseline brightness observations contain many rotational cycles. The stars were selected as targets because they have been observed for decades and because they have both been studied actively at the University of Helsinki.
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Bright prospects for engineering quantum light | ScienceDaily
Computers benefit greatly from being connected to the internet, so we might ask: What good is a quantum computer without a quantum internet?


						
The secret to our modern internet is the ability for data to remain intact while traveling over long distances, and the best way to achieve that is by using photons. Photons are single units ("quanta") of light. Unlike other quantum particles, photons interact very weakly with their environment. That stability also makes them extremely appealing for carrying quantum information over long distances, a process that requires maintaining a delicate state of entanglement for an extended period of time. Such photons can be generated in a variety of ways. One possible method involves using atomic-scale imperfections (quantum defects) in crystals to generate single photons in a well-defined quantum state.

Decades of optimization have resulted in fiber-optic cables that can transmit photons with extremely low loss. However, this low-loss transmission works only for light in a narrow range of wavelengths, known as the "telecom wavelength band." Identifying quantum defects that produce photons at these wavelengths has proven difficult, but funding from the U.S. Department of Energy and the National Science Foundation (NSF) has enabled researchers in the UC Santa Barbara College of Engineering to understand why that is. They describe their findings in "Rational Design of Efficient Defect-Based Quantum Emitters," published in the journal APL Photonics.

"Atoms are constantly vibrating, and those vibrations can drain energy from a light emitter," says UCSB materials professor Chris Van de Walle. "As a result, rather than emitting a photon, a defect might instead cause the atoms to vibrate, reducing the light-emission efficiency." Van de Walle's group developed theoretical models to capture the role of atomic vibrations in the photon-emission process and studied the role of various defect properties in determining the degree of efficiency.

Their work explains why the efficiency of single-photon emission drastically decreases when the emission wavelength increases beyond the wavelengths of visible light (violet to red) to the infrared wavelengths in the telecom band. The model also allows the researchers to identify techniques for engineering emitters that are brighter and more efficient.

"Choosing the host material carefully, and conducting atomic-level engineering of the vibrational properties are two promising ways to overcome low efficiency," said Mark Turiansky, a postdoctoral researcher in the Van de Walle lab, a fellow at the NSF UC Santa Barbara Quantum Foundry, and the lead researcher on the project.

Another solution involves coupling to a photonic cavity, an approach that benefited from the expertise of two other Quantum Foundry affiliates: computer engineering professor Galan Moody and Kamyar Parto, a graduate student in the Moody lab.

The team hopes that their model and the insights it provides will prove useful in designing novel quantum emitters that will power the quantum networks of the future.
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Super-black wood can improve telescopes, optical devices and consumer goods | ScienceDaily
Thanks to an accidental discovery, researchers at the University of British Columbia have created a new super-black material that absorbs almost all light, opening potential applications in fine jewelry, solar cells and precision optical devices.


						
Professor Philip Evans and PhD student Kenny Cheng were experimenting with high-energy plasma to make wood more water-repellent. However, when they applied the technique to the cut ends of wood cells, the surfaces turned extremely black.

Measurements by Texas A&M University's department of physics and astronomy confirmed that the material reflected less than one per cent of visible light, absorbing almost all the light that struck it.

Instead of discarding this accidental finding, the team decided to shift their focus to designing super-black materials, contributing a new approach to the search for the darkest materials on Earth.

"Ultra-black or super-black material can absorb more than 99 per cent of the light that strikes it -- significantly more so than normal black paint, which absorbs about 97.5 per cent of light," explained Dr. Evans, a professor in the faculty of forestry and BC Leadership Chair in Advanced Forest Products Manufacturing Technology.

Super-black materials are increasingly sought after in astronomy, where ultra-black coatings on devices help reduce stray light and improve image clarity. Super-black coatings can enhance the efficiency of solar cells. They are also used in making art pieces and luxury consumer items like watches.

The researchers have developed prototype commercial products using their super-black wood, initially focusing on watches and jewelry, with plans to explore other commercial applications in the future.




Wonder wood

The team named and trademarked their discovery Nxylon (niks-uh-lon), after Nyx, the Greek goddess of the night, and xylon, the Greek word for wood.

Most surprisingly, Nxylon remains black even when coated with an alloy, such as the gold coating applied to the wood to make it electrically conductive enough to be viewed and studied using an electron microscope. This is because Nxylon's structure inherently prevents light from escaping rather than depending on black pigments.

The UBC team have demonstrated that Nxylon can replace expensive and rare black woods like ebony and rosewood for watch faces, and it can be used in jewelry to replace the black gemstone onyx.

"Nxylon's composition combines the benefits of natural materials with unique structural features, making it lightweight, stiff and easy to cut into intricate shapes," said Dr. Evans.

Made from basswood, a tree widely found in North America and valued for hand carving, boxes, shutters and musical instruments, Nxylon can also use other types of wood such as European lime wood.




Breathing new life into forestry

Dr. Evans and his colleagues plan to launch a startup, Nxylon Corporation of Canada, to scale up applications of Nxylon in collaboration with jewellers, artists and tech product designers. They also plan to develop a commercial-scale plasma reactor to produce larger super-black wood samples suitable for non-reflective ceiling and wall tiles.

"Nxylon can be made from sustainable and renewable materials widely found in North America and Europe, leading to new applications for wood. The wood industry in B.C. is often seen as a sunset industry focused on commodity products -- our research demonstrates its great untapped potential," said Dr. Evans.

Other researchers who contributed to this work include Vickie Ma, Dengcheng Feng and Sara Xu (all from UBC's faculty of forestry); Luke Schmidt (Texas A&M); and Mick Turner (The Australian National University).
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Injury dressings in first-aid kits provide a new technique to reveal shark species after bite incidents | ScienceDaily
Scientists have revealed that injury dressings found in first-aid kits can reliably be used to identify shark species involved in bite incidents by deploying medical gauze to gather DNA samples from aquatic equipment, such as surfboards.


						
The Flinders University research shows that this new collection method can improve how shark-related incidents are investigated and can provide accurate and timely information about species using regular first-aid equipment carried by surfers, boaties, and emergency responders.

The study published in the journal Forensic Science International: Genetics included researchers from Flinders University, The New South Wales Department of Primary Industries, and Queensland Department of Agriculture and Fisheries, and is based on three separate shark incidents after which samples were obtained from surf skis and a surfboard.

Using the PCR testing method popularised by COVID-19, they showed that a similar approach that uses a medical gauze to collect organic tissue and DNA samples from shark bites works brilliantly. The researchers successfully identified the shark species responsible for each bite across three separate incidents in Australia and South Africa, including an example that was over a month after the incident.

The researchers also tested the effectiveness of ordinary gauze when compared to specialised forensic swabs, normally used to collect genetic material from shark bite materials. They found that both the gauze and swabs worked well to identify the shark species.

The study's lead author at Flinders University's College of Science & Engineering, Dr. Belinda Martin, says the rapid identification of shark species is important in producing accurate information that can guide future prevention measures and reduce the number of shark incidents.

"Human-shark interactions cause public anxiety, especially following fatal bites, so identifying the species involved, although difficult, is essential to provide information to victims and communities but eye-witness accounts aren't always accurate because people are dealing with trauma after the event, so we've tested and validated a new approach to collect DNA using regular gauze found in first-aid kits."

"This approach is important in providing a new DNA collection technique and will be of interest to first responders, including surfers, lifesavers, police, and paramedics, as well as the wider community."




"As long as humans engage in marine activities, shark-human interactions will continue, and although the likelihood of such interactions remains incredibly low, shark bites deeply affect the victims, family and friends of the victim, witnesses, and communities when they occur."

Co-author Dr Michael Doane at Flinders University says the testing method can provide samples hours to days following a shark bite that can be used to reliably identify the species.

"We have shown that the use of gauzes, which is widely available and accessible, is a simple and effective alternative to forensic-grade sterile swabs. Therefore, we encourage the use of gauze as a means for collecting DNA by first responders, including surf-lifesavers, police, and first aiders." "Moving forward, we recommend that first responders take samples for genetic analysis using sterile gauze from the bite site as soon as reasonable to limit contamination or DNA loss and increase the probability of the species being identified."
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What no one has seen before -- simulation of gravitational waves from failing warp drive | ScienceDaily
Physicists have been exploring the theoretical possibility of spaceships driven by compressing the four-dimensional spacetime for decades. Although this so-called "warp drive" originates from the realm of science fiction, it is based on concrete descriptions in general relativity. A new study published in the Open Journal of Astrophysics takes things a step further -- simulating the gravitational waves such a drive might emit if it broke down. Astrophysicist Prof Dr Tim Dietrich from the University of Potsdam is Co-author.


						
Warp drives are staples of science fiction, and in principle could propel spaceships faster than the speed of light. Unfortunately, there are many problems with constructing them in practice, such as the requirement for an exotic type of matter with negative energy. Other issues with the warp drive metric include the difficulties for those in the ship in actually controlling and deactivating the bubble.

This new research is the result of a collaboration between specialists in gravitational physics at Queen Mary University of London, the University of Potsdam, the Max Planck Institute (MPI) for Gravitational Physics in Potsdam and Cardiff University. Whilst it doesn't claim to have cracked the warp drive code, it explores the theoretical consequences of a warp drive "containment failure" using numerical simulations. Dr Katy Clough of Queen Mary University of London, the first author of the study explains: "Even though warp drives are purely theoretical, they have a well-defined description in Einstein's theory of General Relativity, and so numerical simulations allow us to explore the impact they might have on spacetime in the form of gravitational waves."

The results are fascinating. The collapsing warp drive generates a distinct burst of gravitational waves, a ripple in spacetime that could be detectable by gravitational wave detectors that normally target black hole and neutron star mergers. Unlike the chirps from merging astrophysical objects, this signal would be a short, high-frequency burst, and so current detectors wouldn't pick it up. However, future higher-frequency instruments might, and although no such instruments have yet been funded, the technology to build them exists. This raises the possibility of using these signals to search for evidence of warp drive technology, even if we can't build one ourselves.

Prof Tim Dietrich from the University of Potsdam comments: "For me, the most important aspect of the study is the novelty of accurately modelling the dynamics of negative energy spacetimes, and the possibility of extending the techniques to physical situations that can help us better understand the evolution and origin of our universe, or the processes at the centre of black holes."

Warp speed may be a long way off, but this research already pushes the boundaries of our understanding of exotic spacetimes and gravitational waves. The researchers plan to investigate how the signal changes with different warp drive models.
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Breaking MAD: Generative AI could break the internet, researchers find | ScienceDaily
Generative artificial intelligence (AI) models like OpenAI's GPT-4o or Stability AI's Stable Diffusion are surprisingly capable at creating new text, code, images and videos. Training them, however, requires such vast amounts of data that developers are already running up against supply limitations and may soon exhaust training resources altogether.


						
Against this backdrop of data scarcity, using synthetic data to train future generations of the AI models may seem like an alluring option to big tech for a number of reasons, including: AI-synthesized data is cheaper than real-world data and virtually limitless in terms of supply; it poses fewer privacy risks (as in the case of medical data); and in some cases, synthetic data may even improve AI performance.

However, recent work by the Digital Signal Processing group at Rice University has found that a diet of synthetic data can have significant negative impacts on generative AI models' future iterations.

"The problems arise when this synthetic data training is, inevitably, repeated, forming a kind of a feedback loop -- what we call an autophagous or 'self-consuming' loop," said Richard Baraniuk, Rice's C. Sidney Burrus Professor of Electrical and Computer Engineering. "Our group has worked extensively on such feedback loops, and the bad news is that even after a few generations of such training, the new models can become irreparably corrupted. This has been termed 'model collapse' by some -- most recently by colleagues in the field in the context of large language models (LLMs). We, however, find the term 'Model Autophagy Disorder' (MAD) more apt, by analogy to mad cow disease."

Mad cow disease is a fatal neurodegenerative illness that affects cows and has a human equivalent caused by consuming infected meat. A major outbreak in the 1980-90s brought attention to the fact that mad cow disease proliferated as a result of the practice of feeding cows the processed leftovers of their slaughtered peers -- hence the term "autophagy," from the Greek auto-, which means "self,"' and phagy -- "to eat."

"We captured our findings on MADness in a paper presented in May at the International Conference on Learning Representations (ICLR)," Baraniuk said.

The study, titled "Self-Consuming Generative Models Go MAD," is the first peer-reviewed work on AI autophagy and focuses on generative image models like the popular DALL*E 3, Midjourney and Stable Diffusion.




"We chose to work on visual AI models to better highlight the drawbacks of autophagous training, but the same mad cow corruption issues occur with LLMs, as other groups have pointed out," Baraniuk said.

The internet is usually the source of generative AI models' training datasets, so as synthetic data proliferates online, self-consuming loops are likely to emerge with each new generation of a model. To get insight into different scenarios of how this might play out, Baraniuk and his team studied three variations of self-consuming training loops designed to provide a realistic representation of how real and synthetic data are combined into training datasets for generative models:
    	fully synthetic loop -- Successive generations of a generative model were fed a fully synthetic data diet sampled from prior generations' output.
    	synthetic augmentation loop -- The training dataset for each generation of the model included a combination of synthetic data sampled from prior generations and a fixed set of real training data.
    	fresh data loop -- Each generation of the model is trained on a mix of synthetic data from prior generations and a fresh set of real training data.

Progressive iterations of the loops revealed that, over time and in the absence of sufficient fresh real data, the models would generate increasingly warped outputs lacking either quality, diversity or both. In other words, the more fresh data, the healthier the AI.

Side-by-side comparisons of image datasets resulting from successive generations of a model paint an eerie picture of potential AI futures. Datasets consisting of human faces become increasingly streaked with gridlike scars -- what the authors call "generative artifacts" -- or look more and more like the same person. Datasets consisting of numbers morph into indecipherable scribbles.

"Our theoretical and empirical analyses have enabled us to extrapolate what might happen as generative models become ubiquitous and train future models in self-consuming loops," Baraniuk said. "Some ramifications are clear: without enough fresh real data, future generative models are doomed to MADness."

To make these simulations even more realistic, the researchers introduced a sampling bias parameter to account for "cherry picking" -- the tendency of users to favor data quality over diversity, i.e. to trade off variety in the types of images and texts in a dataset for images or texts that look or sound good.




The incentive for cherry picking is that data quality is preserved over a greater number of model iterations, but this comes at the expense of an even steeper decline in diversity.

"One doomsday scenario is that if left uncontrolled for many generations, MAD could poison the data quality and diversity of the entire internet," Baraniuk said. "Short of this, it seems inevitable that as-to-now-unseen unintended consequences will arise from AI autophagy even in the near term."

In addition to Baraniuk, study authors include Rice Ph.D. students Sina Alemohammad; Josue Casco-Rodriguez; Ahmed Imtiaz Humayun; Hossein Babaei; Rice Ph.D. alumnus Lorenzo Luzi; Rice Ph.D. alumnus and current Stanford postdoctoral student Daniel LeJeune; and Simons Postdoctoral Fellow Ali Siahkoohi.

The research was supported by the National Science Foundation, Office of Naval Research, the Air Force Office of Scientific Research and the Department of Energy.
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The corona is weirdly hot: Parker Solar Probe rules out one explanation | ScienceDaily
By diving into the sun's corona, NASA's Parker Solar Probe has ruled out S-shaped bends in the sun's magnetic field as a cause of the corona's searing temperatures, according to University of Michigan research published in The Astrophysical Journal Letters.


						
The sun's crown-like atmosphere can be 200 times hotter than the sun's surface, despite being farther away from the ultimate source of heat at the sun's core. How the corona's heat seemingly defies physics has stumped scientists for decades, yet it allows the sun's hot soup of charged particles, or plasma, to move fast enough to escape the sun's gravitational pull and engulf our solar system as the solar wind.

To solve the mystery, NASA built the Parker Solar Probe to dive into the corona and find its heat source. The spacecraft is equipped with a set of instruments designed by Justin Kasper, U-M professor of climate and space sciences and engineering, to directly measure the density, temperature and flow of the corona's plasma.

When it first approached the sun, the probe detected hundreds of S-shaped bends in the sun's magnetic field -- named switchbacks in reference to how they briefly reverse the direction of the magnetic field -- along with thousands of shallower bends. To some scientists, the switchbacks seemed like promising sources of heat to the corona and solar wind. Their severe S-shape bend stored a lot of magnetic energy, which likely released into the surrounding plasma as the switchbacks traveled through space and eventually straightened out.

"That energy has to go somewhere, and it could be contributing to heating the corona and accelerating the solar wind," said Mojtaba Akhavan-Tafti, U-M assistant research scientist of climate and space sciences and engineering and the corresponding author of the study.

But to heat the corona, switchbacks need to move through it, so learning where switchbacks form is critical for understanding their influence on the corona's temperature. After poring over the data from the Parker Solar Probe's first 14 laps around the sun, the research team discovered that while the S-shaped bends are common in the solar wind near the sun, they are absent inside the corona.

Scientists still can't agree on what causes switchbacks. Some think that the magnetic field is bent by turbulence in the solar wind beyond the corona. Others think that switchbacks start their journey at the surface of the sun, when churning magnetic field lines and loops explosively collide and combine into bent shapes.




The study's results rule out the latter hypothesis. If switchbacks were formed by colliding magnetic fields at the surface of the sun, they ought to be even more common inside the corona. However, Akhavan-Tafti thinks magnetic collisions could still play some indirect role in the origins of switchbacks -- and the heating of the corona.

"Our theory could fill the gap between the two schools of thought on S-shaped switchback generation mechanisms," Akhavan-Tafti said. "While they must be formed outside the corona, there could be a trigger mechanism inside the corona that causes switchbacks to form in the solar wind."

When magnetic fields collide at the sun's surface, they vibrate like plucked guitar strings and send waves along the magnetic fields into space. At the same time, the energy from the collisions creates very fast streams of plasma in the solar wind.

Akhavan-Tafti thinks the fast plasma distorts the magnetic waves into switchbacks in the solar wind. If some of those waves dissipate inside the solar atmosphere before becoming switchbacks, they could also play a part in heating the corona.

"The mechanisms that cause the formation of switchbacks, and the switchbacks themselves, could heat both the corona and the solar wind," he said.

There currently isn't enough data to favor triggers at the sun's surface over turbulence in the solar wind as the cause of switchbacks, however.

"Parker Solar Probe's upcoming trips into the sun, as early as December 24, 2024, will collect more data even closer to the sun. We will use the data to further test our hypothesis," Akhavan-Tafti said.

The research was funded by NASA.
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Platypus and chicken reveal how chromosomes balance between the sexes | ScienceDaily
UNSW Sydney researchers have made new discoveries of fundamental differences in biological processes between males and females -- by interrogating the unique and diverse sex chromosome systems of the platypus and the chicken.


						
The findings, published today in Proceedings of the National Academy of Sciences (PNAS), are a surprise in the field of genetics. The discoveries will help build a better understanding of how sex chromosomes evolved, how our bodies function -- and they could lead to new discoveries in biology.

"Mammals, such as humans, have females with two X chromosomes and males with one X chromosome and one Y chromosome, which creates an imbalance between the sexes," says lead author Dr Nicholas Lister from UNSW's School of Biotechnology and Biomolecular Sciences.

"This imbalance is corrected by a process called sex chromosome dosage compensation."

Scientists have long known that animals have solutions to balance sex chromosome differences and achieve 'normal' function.

Dr Lister says: "In female mammals, such as humans and mice, XX females and XY males have different numbers of the X chromosome. To balance this difference, one of the X chromosomes in females is typically silenced.

"Silencing one X chromosome in females equalises the gene products on the sex chromosomes.




"This prevents females from producing double the number of proteins from the X compared to males."

Balancing the scales

Every cell in our bodies uses proteins to perform specific functions.

"They are translated from mRNA, which carry the instructions for cells to make proteins," the study's research lead, Associate Professor Paul Waters, also from UNSW's School of Biotechnology and Biomolecular Sciences, says.

"Being male or female affects mRNA levels of X chromosome genes, which we would then expect to affect protein production."

But A/Prof. Waters says this study demonstrates -- for the first time -- that a balance of proteins occurs between the sexes, even when mRNA levels aren't balanced.




"The findings suggest that dosage compensation is a crucial process in species with differentiated sex chromosomes to ensure that protein levels are balanced," he says.

"These results are significant as they suggest that dosage compensation of sex chromosomes is essential after all -- and across all vertebrate species, not just placental and marsupial mammals."

Why the platypus and the chicken?

The study focused on the platypus and the chicken -- two species with vastly different sex chromosome systems that offer valuable insights into the evolution and mechanisms of dosage compensation.

"Platypus are monotreme mammals, with interesting sex chromosome systems," Dr Lister says.

"They have five pairs of X chromosomes in females and five Xs and five Ys in males.

"Birds -- such as chickens -- have a ZW system, where males have two copies of a Z chromosome and females have a Z and a W chromosome."

A/Prof. Waters says the scientists had already observed near perfect sex chromosome dosage compensation of RNA between males and females in placental and marsupial mammals.

"However, in birds and monotremes, there is an imbalance of mRNA between the sexes," he says.

"This is something we thought was impossible.

"For the first time, we show that this imbalance is corrected at the protein level.

"This means that platypus and chicken have a novel mechanism of dosage compensation that is different to how we humans do it."

Are our genes really in control?

Co-author Professor Jenny Graves, from the Department of Environment and Genetics at La Trobe University, had demonstrated that genes on the inactive human X chromosome are not copied into RNA back in 1986.

Silencing at the level of RNA then became the paradigm for all epigenetic silencing.

"As the genes were silenced by their failure to make RNA, the control of dosage compensation was assumed to be at the level of RNA only -- not at the level of making proteins," Prof. Graves says.

"But mRNA levels for genes on sex chromosomes weren't balanced in the platypus or the chicken," she says.

"So, scientists questioned the assumption that dosage compensation is essential for life."

A/Prof. Waters says that measuring protein levels has been a much trickier endeavour than measuring mRNA levels, due to technological challenges.

"And now that the technology is more sensitive, we can see that the dosage compensation of sex chromosomes between males and females is observed at the protein level in the platypus and the chicken," A/Prof. Waters says.

"The males and females of these species make similar amounts of proteins, despite the discrepancies in mRNA quantities."

How will this knowledge be applied?

The authors emphasise the complexity of genetic regulation and the importance of considering multiple levels of control in gene expression.

Co-author Dr Shafagh Waters from UNSW's School of Biomedical Sciences says the study paves the way for a deeper understanding of genetic regulation.

"Studying unique species like the platypus provides us with new insights into the cellular and molecular mechanisms that could regulate various aspects of human physiology, or be implicated in disease states," she says.

"So, while these processes may not directly apply to human dosage compensation, they illuminate how our bodies manage gene expression and protein production.

"Our findings have the potential to advance knowledge in evolutionary biology and lead to innovative therapies in medical genetics.

"Understanding these mechanisms across different species can help identify new targets for diseases where protein dysfunction is key."

Dr Lister says future research will examine the mechanisms that contribute to dosage compensation.

"This work will help us discover other dosage compensation systems in nature," he says.

"We can find out how these evolved and how they work in other species."

A/Prof. Waters says, "understanding these processes in other species can enhance our grasp of gene regulation at a fundamental level."
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How researchers turn bacteria into cellulose-producing mini-factories | ScienceDaily
ETH researchers have modified certain bacteria with UV light so that they produce more cellulose. The basis for this is a new approach with which the researchers generate thousands of bacterial variants and select those that have developed into the most productive.


						
Bacteria produce materials that are of interest to humans, such as cellulose, silk and minerals. The advantage of producing bacteria in this way is that it is sustainable, takes place at room temperature and in water. A disadvantage is that the process takes time and gives rise to quantities too small to be of industrial use.

Consequently, researchers have for some time been trying to turn microorganisms into living mini-factories that can produce larger quantities of a desired product more quickly. This requires either targeted intervention in the genome or the cultivation of the most suitable bacterial strains.

A new approach is now being presented by the research group led by Andre Studart, Professor of Complex Materials at ETH Zurich, using the cellulose-producing bacterium Komagataeibacter sucrofermentans. Following the principles of evolution by natural selection, the new method allows scientists to produce tens of thousands of variants of the bacterium very quickly and to select those strains that produce the most cellulose.

K. sucrofermentans naturally produces high-purity cellulose, a material that is in great demand for biomedical applications and the production of packaging material and textiles. Two properties of this type of cellulose are that it supports wound healing and prevents infections. "However, the bacteria grow slowly and produce limited amounts of cellulose. We therefore had to find a way to boost production," explains Julie Laurent, a doctoral student in Studart's group and first author of a study that has just been published in the scientific journal PNAS.

The approach she developed has succeeded in producing a small number of Komagataeibacter variants that generate up to seventy percent more cellulose than in their original form.

Accelerating evolution with UV light

The materials researcher first had to create new variants of the original bacterium that occurs in nature -- known as the wild type. To do this, Julie Laurent irradiated the bacterial cells with UV-C light, which damages random points of the bacterial DNA. She then placed the bacteria in a dark room to prevent any repair of the DNA damage and to thereby induce mutations.




Using a miniature apparatus, she then encapsulated each bacterial cell in a tiny droplet of nutrient solution and allowed the cells to produce cellulose for a specific length of time. After the incubation period, she used fluorescence microscopy to analyse which of the cells had produced a lot of cellulose and which had produced none or very little.

By means of a sorting system developed by the group of ETH chemist Andrew De Mello, Studart's team automatically sorted out those cells that had evolved to produce an exceptionally large amount of cellulose. This sorting system is fully automated and very fast. In a matter of minutes, it can scan half a million droplets with a laser and sort out those containing the most cellulose. Only four remained that produced 50 to 70 percent more cellulose than the wild type.

The evolved K. sucrofermentans cells can grow and produce cellulose in mats in glass vials at the interface between air and water. Such a mat naturally weighs between two and three milligrams and is about 1.5 millimetres thick. The cellulose mats of the newly evolved variants are almost twice as heavy and thick as the wild type.

Julie Laurent and her colleagues also analysed these four variants genetically to find out which genes had been altered by the UV-C light and how these changes had led to the overproduction of cellulose. All four variants had the same mutation in the same gene. This gene is the blueprint for a protein-degrading enzyme -- a protease. To the materials researcher's surprise, however, the genes that directly control cellulose production had not changed. "We suspect that this protease degrades proteins that regulate cellulose production. Without this regulation, the cell can no longer stop the process," the researcher explains.

Patents pending

The new approach is versatile and can be applied to bacteria that produce other materials. Such approaches were originally developed to create bacteria that produce certain proteins or enzymes. "We are the first to use such an approach to improve the production of non-protein materials," ETH Professor Andre Studart says. "For me, this work is a milestone."

The researchers have applied for a patent for the approach and mutated bacterial variants.

In a next step, they would like to collaborate with companies producing bacterial cellulose to test the new microorganism in real industrial conditions.
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Dark matter: A camera trap for the invisible | ScienceDaily
It sounds fantastical, but it's a reality for the scientists who work at the world's largest particle collider:


						
In an underground tunnel some 350 feet beneath the France-Switzerland border, a huge device called the Large Hadron Collider sends beams of protons smashing into each other at nearly the speed of light, creating tiny eruptions that mimic the conditions that existed immediately after the Big Bang.

Scientists like Duke physicist Ashutosh Kotwal think the subatomic debris of these collisions could contain hints of the universe's "missing matter." And with some help from artificial intelligence, Kotwal hopes to catch these fleeting clues on camera, using a design described May 3 in the journal Scientific Reports.

Ordinary matter -- the stuff of people and planets -- is only part of what's out there. Kotwal and others are hunting for dark matter, an invisible matter that's five times more abundant than the stuff we can see but whose nature remains a mystery.

Scientists know it exists from its gravitational influence on stars and galaxies, but other than that we don't know much about it.

The Large Hadron Collider could change that. There, researchers are looking for dark matter and other mysteries using detectors that act like giant 3D digital cameras, taking continuous snapshots of the spray of particles produced by each proton-proton collision.

Only ordinary particles trigger a detector's sensors. If researchers can make dark matter at the LHC, scientists think one way it could be noticeable is as a sort of disappearing act: heavy charged particles that travel a certain distance -- 10 inches or so -- from the point of collision and then decay invisibly into dark matter particles without leaving a trace.




If you retraced the paths of these particles, they would leave a telltale "disappearing track" that vanishes partway through the detector's inner layers.

But to spot these elusive tracks they'll need to act fast, Kotwal says.

That's because the LHC's detectors take some 40 million snapshots of flying particles every second.

That's too much raw data to hang on to everything and most of it isn't very interesting. Kotwal is looking for a needle in a haystack.

"Most of these images don't have the special signatures we're looking for," Kotwal said. "Maybe one in a million is one that we want to save."

Researchers have just a few millionths of a second to determine if a particular collision is of interest and store it for later analysis.




"To do that in real time, and for months on end, would require an image recognition technique that can run at least 100 times faster than anything particle physicists have ever been able to do," Kotwal said.

Kotwal thinks he may have a solution. He has been developing something called a "track trigger," a fast algorithm that is able to spot and flag these fleeting tracks before the next collision occurs, and from among a cloud of tens of thousands of other data points measured at the same time.

His design works by divvying up the task of analyzing each image among a large number of AI engines running simultaneously, built directly onto a silicon chip. The method processes an image in less than 250 nanoseconds, automatically weeding out the uninteresting ones.

Kotwal first described the approach in a sequence of two papers published in 2020 and 2021. In the more recent paper published this May in Scientific Reports, he and a team of undergraduate student co-authors show that his algorithm can run on a silicon chip.

Kotwal and his students plan to build a prototype of their device by next summer, though it will be another three or four years before the full device -- which will consist of about 2000 chips -- can be installed at detectors at the LHC.

As the performance of the accelerator continues to crank up, it will produce even more particles. And Kotwal's device could help make sure that, if dark matter is hiding among them, scientists won't miss it.

"Our job is to ensure that if dark matter production is happening, then our technology is up to snuff to catch it in the act," Kotwal said.
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Shape-shifting 'transformer bots' inspired by origami | ScienceDaily
Inspired by the paper-folding art of origami, North Carolina State University engineers have discovered a way to make a single plastic cubed structure transform into more than 1,000 configurations using only three active motors. The findings could pave the way for shape-shifting artificial systems that can take on multiple functions and even carry a load -- like versatile robotic structures used in space, for example.


						
"The question we're asking is how to achieve a number of versatile shapes with the fewest number of actuators powering the shapeshifting," said Jie Yin, associate professor of mechanical and aerospace engineering and co-corresponding author of a paper describing the work. "Here we use a hierarchical concept observed in nature -- like layered muscle fibers -- but with plastic cubes to create a transforming robot."

The NC State researchers assembled hollow, plastic cubes using a 3D printer and assembled 36 of them together with rotating hinges; some hinges were fixed with metal pins, while others were activated wirelessly with a motor.

The researchers were able to move the cubes into more than 1,000 shapes using only three active motors. Those shapes included tunnel-like structures, bridge-like structures and even multi-story architectures.

The untethered transformer bots can move forward, backward and sideways -- without feet -- merely by controlling the ways the structure's shape changes. The bots can also transform relatively quickly from flat, or fully open, to a boxlike larger cube, or fully closed. The bots also can carry a load about three times their own weight.

Next, the researchers will attempt to make the transformer bots even better.

"We want to make a more robust structure that can bear larger loads," said Yanbin Li an NC State postdoctoral researcher and co-corresponding author of the paper. "If we want a car shape, for example, how do we design the first structure that can transform into a car shape? We also want to test our structures with real-world applications like space robots."

"We think these can be used as deployable, configurable space robots and habitats," said Antonio Di Lallo, an NC State postdoctoral researcher and co-first author of the paper. "It's modular, so you can send it to space flat and assemble it as a shelter or as a habitat, and then disassemble it."




"For users, it needs to be easy to assemble and to control," Yin said.

Hao Su, associate professor of mechanical and aerospace engineering, is a co-corresponding author of the paper. Junxi Zhu, an NC State Ph.D. student, Yinding Chi, a former Ph.D. student at NC State, also co-authored the paper.

The findings appear in Nature Communications. Funding for the research was provided by the National Science Foundation under grants CMMI-2005374, CMMI-2126072 and 2231419.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/07/240729173403.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Robotics: Self-powered 'bugs' can skim across water to detect environmental data | ScienceDaily
Researchers at Binghamton University, State University of New York have developed a self-powered "bug" that can skim across the water, and they hope it will revolutionize aquatic robotics.


						
Futurists predict that more than one trillion autonomous nodes will be integrated into all human activities by 2035 as part of the "internet of things." Soon, pretty much any object -- big or small -- will feed information to a central database without the need for human involvement.

Making this idea tricky is that 71% of the Earth's surface is covered in water, and aquatic environments pose critical environmental and logistical issues. To consider these challenges, the U.S. Defense Advanced Research Projects Agency (DARPA) has started a program called the Ocean of Things.

Over the past decade, Binghamton University Professor Seokheun "Sean" Choi -- a faculty member at the Thomas J. Watson School of Engineering and Applied Science's Department of Electrical and Computer Engineering and director of the Center for Research in Advanced Sensing Technologies and Environmental Sustainability (CREATES) -- has received research funding from the Office of Naval Research to develop bacteria-powered biobatteries that have a possible 100-year shelf life. Choi, along with Anwar Elhadad, PhD '24, and PhD student Yang "Lexi" Gao, developed the self-powered bug.

The new aquatic robots use similar technology because it is more reliable under adverse conditions than solar, kinetic or thermal energy systems. A Janus interface, which is hydrophilic on one side and hydrophobic on the other, lets in nutrients from the water and keeps them inside the device to fuel bacterial spore production.

"When the environment is favorable for the bacteria, they become vegetative cells and generate power," he said, "but when the conditions are not favorable -- for example, it's really cold or the nutrients are not available -- they go back to spores. In that way, we can extend the operational life."

The Binghamton team's research showed power generation close to 1 milliwatt, which is enough to operate the robot's mechanical movement and any sensors that could track environmental data such as water temperature, pollution levels, the movements of commercial vessels and aircraft, and the behaviors of aquatic animals.

Being able to send the robots wherever they are needed is a clear upgrade from current "smart floats," which are stationary sensors anchored to one place.

The next step in refining these aquatic robots is testing which bacteria will be best for producing energy under stressful ocean conditions.

"We used very common bacterial cells, but we need to study further to know what is actually living in those areas of the ocean," Choi said. "Previously, we demonstrated that the combination of multiple bacterial cells can improve sustainability and power, so that's another idea. Maybe using machine learning, we can find the optimal combination of bacterial species to improve power density and sustainability."
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Lampreys possess a 'jaw-dropping' evolutionary origin | ScienceDaily
One of just two vertebrates without a jaw, sea lampreys that are wreaking havoc in Midwestern fisheries are simultaneously helping scientists understand the origins of two important stem cells that drove the evolution of vertebrates.


						
Northwestern University biologists have pinpointed when the gene network that regulates these stem cells may have evolved and gained insights into what might be responsible for lampreys' missing mandibles.

The two cell types -- pluripotent blastula cells (or embryonic stem cells) and neural crest cells -- are both "pluripotent," which means they can become all other cell types in the body.

In a new paper, researchers compared lamprey genes to those of the Xenopus, a jawed aquatic frog. Using comparative transcriptomics, the study revealed a strikingly similar pluripotency gene network across jawless and jawed vertebrates, even at the level of transcript abundance for key regulatory factors.

But the researchers also discovered a key difference. While both species' blastula cells express the pou5 gene, a key stem cell regulator, the gene is not expressed in neural crest stem cells in lampreys. Losing this factor may have limited the ability of neural crest cells to form cell types found in jawed vertebrates (animals with spines) that make up the head and jaw skeleton.

The study will be published July 26 in the journal Nature Ecology & Evolution.

By comparing the biology of jawless and jawed vertebrates, researchers can gain insight into the evolutionary origins of features that define vertebrate animals including humans, how differences in gene expression contribute to key differences in the body plan, and what the common ancestor of all vertebrates looked like.




"Lampreys may hold the key to understanding where we came from," said Northwestern's Carole LaBonne, who led the study. "In evolutionary biology, if you want to understand where a feature came from, you can't look forward to more complex vertebrates that have been evolving independently for 500 million years. You need to look backwards to whatever the most primitive version of the type of animal you're studying is, which leads us back to hagfish and lampreys -- the last living examples of jawless vertebrates."

An expert in developmental biology, LaBonne is a professor of molecular biosciences in the Weinberg College of Arts and Sciences. She holds the Erastus Otis Haven Chair and is part of the leadership of the National Science Foundation's (NSF) new Simons National Institute for Theory and Mathematics in Biology.

LaBonne and her colleagues previously demonstrated that the developmental origin of neural crest cells was linked to retaining the gene regulatory network that controls pluripotency in blastula stem cells. In the new study, they explored the evolutionary origin of the links between these two stem cell populations.

"Neural crest stem cells are like an evolutionary Lego set," said LaBonne. "They become wildly different types of cells, including neurons and muscle, and what all those cell types have in common is a shared developmental origin within the neural crest."

While blastula stage embryonic stem cells lose their pluripotency and become confined to distinct cell types fairly rapidly as an embryo develops, neural crest cells hold onto the molecular toolkit that controls pluripotency later into development.

LaBonne's team found a completely intact pluripotency network within lamprey blastula cells, stem cells whose role within jawless vertebrates had been an open question. This implies that blastula and neural crest stem cell populations of jawed and jawless vertebrates co-evolved at the base of vertebrates.




Northwestern postdoctoral fellow and first author Joshua York observed "more similarities than differences" between the lamprey and Xenopus.

"While most of the genes controlling pluripotency are expressed in the lamprey neural crest, the expression of one of these key genes -- pou5 -- was lost from these cells," York said. "Amazingly, even though pou5 isn't expressed in a lamprey's neural crest, it could promote neural crest formation when we expressed it in frogs, suggesting this gene is part of an ancient pluripotency network that was present in our earliest vertebrate ancestors."

The experiment also helped them hypothesize that the gene was specifically lost in certain creatures, not something jawed vertebrates developed later on.

"Another remarkable finding of the study is that even though these animals are separated by 500 million years of evolution, there are stringent constraints on expression levels of genes needed to promote pluripotency." LaBonne said. "The big unanswered question is, why?"

The paper was funded by the National Institutes of Health (grants R01GM116538 and F32DE029113), the NSF (grant 1764421), the Simons Foundation (grant SFARI 597491-RWC) and the Walder Foundation through the Life Sciences Research Foundation. The study is dedicated to the memory of Dr. Joseph Walder.
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Chemical analyses find hidden elements from renaissance astronomer Tycho Brahe's alchemy laboratory | ScienceDaily
In the Middle Ages, alchemists were notoriously secretive and didn't share their knowledge with others. Danish Tycho Brahe was no exception. Consequently, we don't know precisely what he did in the alchemical laboratory located beneath his combined residence and observatory, Uraniborg, on the now Swedish island of Ven.


						
Only a few of his alchemical recipes have survived, and today, there are very few remnants of his laboratory. Uraniborg was demolished after his death in 1601, and the building materials were scattered for reuse.

However, during an excavation in 1988-1990, some pottery and glass shards were found in Uraniborg's old garden. These shards were believed to originate from the basement's alchemical laboratory. Five of these shards -- four glass and one ceramic -- have now undergone chemical analyses to determine which elements the original glass and ceramic containers came into contact with.

The chemical analyses were conducted by Professor Emeritus and expert in archaeometry, Kaare Lund Rasmussen from the Department of Physics, Chemistry, and Pharmacy, University of Southern Denmark. Senior researcher and museum curator Poul Grinder-Hansen from the National Museum of Denmark oversaw the insertion of the analyses into historical context.

Enriched levels of trace elements were found on four of them, while one glass shard showed no specific enrichments. The study has been published in the journal Heritage Science.

"Most intriguing are the elements found in higher concentrations than expected -- indicating enrichment and providing insight into the substances used in Tycho Brahe's alchemical laboratory," said Kaare Lund Rasmussen.

The enriched elements are nickel, copper, zinc, tin, antimony, tungsten, gold, mercury, and lead, and they have been found on either the inside or outside of the shards.




Most of them are not surprising for an alchemist's laboratory. Gold and mercury were -- at least among the upper echelons of society -- commonly known and used against a wide range of diseases.

"But tungsten is very mysterious. Tungsten had not even been described at that time, so what should we infer from its presence on a shard from Tycho Brahe's alchemy workshop?," said Kaare Lund Rasmussen.

Tungsten was first described and produced in pure form more than 180 years later by the Swedish chemist Carl Wilhelm Scheele. Tungsten occurs naturally in certain minerals, and perhaps the element found its way to Tycho Brahe's laboratory through one of these minerals. In the laboratory, the mineral might have undergone some processing that separated the tungsten, without Tycho Brahe ever realizing it.

However, there is also another possibility that Professor Kaare Lund Rasmussen emphasizes has no evidence whatsoever -- but which could be plausible.

Already in the first half of the 1500s, the German mineralogist Georgius Agricola described something strange in tin ore from Saxony, which caused problems when he tried to smelt tin. Agricola called this strange substance in the tin ore "Wolfram" (German for Wolf's froth, later renamed to tungsten in English).

"Maybe Tycho Brahe had heard about this and thus knew of tungsten's existence. But this is not something we know or can say based on the analyses I have done. It is merely a possible theoretical explanation for why we find tungsten in the samples," said Kaare Lund Rasmussen.




Tycho Brahe belonged to the branch of alchemists who, inspired by the German physician Paracelsus, tried to develop medicine for various diseases of the time: plague, syphilis, leprosy, fever, stomach aches, etc. But he distanced himself from the branch that tried to create gold from less valuable minerals and metals.

In line with the other medical alchemists of the time, he kept his recipes close to his chest and shared them only with a few selected individuals, such as his patron, Emperor Rudolph II, who allegedly received Tycho Brahe's prescriptions for plague medicine.

We know that Tycho Brahe's plague medicine was complicated to produce. It contained theriac, which was one of the standard remedies for almost everything at the time and could have up to 60 ingredients, including snake flesh and opium. It also contained copper or iron vitriol (sulphates), various oils, and herbs.

After various filtrations and distillations, the first of Brahe's three recipes against plague was obtained. This could be made even more potent by adding tinctures of, for example, coral, sapphires, hyacinths, or potable gold.

"It may seem strange that Tycho Brahe was involved in both astronomy and alchemy, but when one understands his worldview, it makes sense. He believed that there were obvious connections between the heavenly bodies, earthly substances, and the body's organs. Thus, the Sun, gold, and the heart were connected, and the same applied to the Moon, silver, and the brain; Jupiter, tin, and the liver; Venus, copper, and the kidneys; Saturn, lead, and the spleen; Mars, iron, and the gallbladder; and Mercury, mercury, and the lungs. Minerals and gemstones could also be linked to this system, so emeralds, for example, belonged to Mercury," explained Poul Grinder-Hansen.

Kaare Lund Rasmussen has previously analyzed hair and bones from Tycho Brahe and found, among other elements, gold. This could indicate that Tycho Brahe himself had taken medicine that contained potable gold.
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Ancient marine animal had inventive past despite being represented by few species | ScienceDaily
Brachiopods were evolving in new directions but this did not turn into evolutionary success in terms of the numbers of species, researchers at the University of Bristol, the Open University, and the China University of Geosciences have found.


						
The findings, published in Nature Ecology & Evolution, sheds light on some core principles of the evolution of modern biodiversity.

In current oceans, molluscs such as clams, oysters, and snails are hugely diverse, with over 50,000 species, whereas brachiopods are rare by comparison with only 394 species known. But this was not always the case. The team have found that brachiopods were evolving new shell shapes and ecological behaviours following the end-Permian mass extinction which compromised their numbers.

"In the Palaeozoic, from 540 to 250 million years ago, brachiopods ruled the seabed," said Dr Zhen Guo of the China University of Geosciences, who led the study. "Brachiopods are sometimes called lamp shells, and they generally sit on the sea floor, filtering tiny food particles from seawater. Most of them are quite small-you could hold twenty of them in your hands; but others were big and thick-shelled and lived a long time. Their shells were anything from circular to widely stretched and they had either smooth shells or carried deep ridges and troughs."

"The brachiopods were hit very hard by the end-Permian mass extinction 252 million years ago," said Professor Michael Benton of the University of Bristol's School of Earth Sciences, a collaborator. "The group could have disappeared completely, and indeed from that point, molluscs just became more and more successful. For a long time, it was thought that the brachiopods remained rare because the survivors were stuck in just a few modes of life."

Dr Tom Stubbs of the Open University added: "In fact, the post-extinction brachiopods were innovating and trying new modes of life. One group, the terebratulids, were diversifying their body shapes and ecological functions from the end of the Permian to the present day, but their diversity did not increase."

"This was quite unexpected," said Professor Zhong-Qiang Chen of the China University of Geosciences. "Brachiopods were far from failures after the end-Permian extinction. They were evolving in new directions and exploring new modes of life, just as the molluscs were at the same time. But this did not turn into evolutionary success in terms of the numbers of species. Despite their bursts of evolution in form and function, they could not spread widely, and the exact reason remains unclear."

The new study is based on analysis of a database of more than 1000 genera of brachiopods from the past 250 million years. For each genus, the analysts recorded dozens of measurements of the overall shape of the shells, their external sculpture, and internal anatomy. These features were analysed together to provide measurements of overall diversity of shapes for each major brachiopod group at each point in time. This measure of 'diversity of shape', usually called disparity, could then be compared from point to point in time to show a measure of shape innovation, and it can be compared with counts of the numbers of species or genera through the same time spans.

"Our study took a huge amount of effort," concluded Zhen Guo. "But it's important to understand modern biodiversity in terms of the processes that lie behind it.

"If we simply look at modern brachiopods, we have no understanding of their rich past history and how innovative they have been in evolutionary terms. But our discovery that disparity and diversity are decoupled in brachiopod history is new and unexpected. Brachiopods were pretty inventive in evolving new shell forms, but it did not translate into many new species."
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Exploring consciousness with eureka moments | ScienceDaily
We all know what it's like when the penny suddenly drops. Animals too experience such moments of insight. They could prove useful for research, according to Ekrem Dere.


						
For generations, researchers have been pondering the question of how and where consciousness is formed in the brain. Professor Ekrem Dere from Ruhr University Bochum, Germany, proposes a new approach to researching conscious cognitive information processing. He advocates defining phases of conscious cognitive processes on the basis of behavioral observations and learning curves. "Learning is often not a gradual process, but takes place in leaps and bounds; you could say that humans and animals experience sudden epiphanies every now and then," he says. "It's likely that these experiences are preceded by conscious processes." Dere outlines his new approach, which might apply to both humans and animals, in the journal Frontiers in Behavioral Neuroscience from July 2024.

Different levels of consciousness

Consciousness is not an all-or-nothing process. "There are different levels of consciousness, depending for example on whether we're sleeping or writing an email," says Ekrem Dere from the Mental Health Research and Treatment Center in Bochum, who is also a member of the Sorbonne Universite in Paris. "At the upper end of this gradation, so to speak, we find conscious cognitive information processing that is required to deal with a complicated problem."

In order to study the neurobiological correlates of these processes using scientific methods, a human or animal must be presented with an experimental task that can only be solved with conscious cognitive information processing -- it's crucial that there isn't a preconceived solution. "In the long history of cognitive behavioral psychology, a great many such tasks have been developed," says Dere. "However, the main difficulty is that a human or animal may not use conscious cognitive information processing throughout the entire processing time."

Eureka moment is the time stamp

The researcher therefore suggests to use learning curves to narrow down the phases of conscious information processing with regard to their timing. In these curves, performance in a specific task is plotted over time. "Learning performance often doesn't improve continuously, but rather by leaps or in stages," explains Dere. This so-called discontinuous learning after insight can serve as a time stamp. "Conscious cognitive information processing must have taken place at this point and presumably also in the seconds leading up to it," says the psychologist. "Armed with this knowledge, we can use imaging or electrophysiological methods to observe the brain during conscious cognitive information processing by comparing the time periods immediately before the sudden increase in learning with earlier or later points in time during the processing of the task." This would enable researchers to find out which mechanisms the brain used in which region for conscious information processing.
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Rock art and archaeological record reveal humans' complex relationship with Amazonian animals | ScienceDaily
Rock art explored by archaeologists in the Colombian Amazon has provided an insight into the complex relationship between the earliest settlers on the continent and the animals they encountered.


						
Spectacular ochre paintings of a wide variety of animal species, including depictions of animals and humans transforming into one another, indicate the rich mythology that guided generations of indigenous Amazonians.

And while the images found adorning the rocky outcrop of Cerro Azul in the Serrania de la Lindosa have yet to be accurately dated, associated evidence of human activity suggests they are likely to have served as galleries for thousands of years, as far back as 10,500BC.

The research, led by an international team from the University of Exeter, Universidad de Antioquia, Medellin and the Universidad Nacional de Colombia, and published in the Journal of Anthropological Archaeology, integrated zooarchaeological analysis of animal remains recovered from nearby excavations with analysis of the artistic depictions. The animal remains revealed a diverse diet, including fish, a range of small to large mammals, and reptiles, including turtle, snake, and crocodile. However, the proportions of animal bones do not match the proportional representation of animals, suggesting the artists did not just paint what they ate.

"These rock art sites include the earliest evidence of humans in western Amazonia, dating back 12,500 years ago," says Dr Mark Robinson, Associate Professor of Archaeology in Exeter's Department of Archaeology and History. "As such, the art is an amazing insight into how these first settlers understood their place in the world and how they formed relationships with animals. The context demonstrates the complexity of Amazonian relationships with animals, both as a food source but also as revered beings, which had supernatural connections and demanded complex negotiations from ritual specialists."

Archaeologists have documented several significant rock art sites in the region since a peace agreement between the Colombian government and FARC in 2016 paved the way for a safe resumption of scientific investigations. Cerro Azul, a free-standing table-top hill located close to the Guayabero River in the northwest of the Department of Guaviare, was among them. There, 16 'panels' of ochre drawings were found, several of which could only be accessed via strenuous climbing and the use of ropes.

The research team, which included academics from the UK, Colombia, and Germany, chose to focus on six panels in detail. These ranged from the 40m-by-10m El Mas Largo, which contained more than 1,000 images, to the much smaller, 10m-by-6m panel called Principal, many of whose 244 images are extremely well-preserved in vibrant red.




A total of 3,223 images were catalogued using drone photogrammetry and traditional photography. The images were categorised by their form, with figurative images being the most commonly occurring, contributing 58% of the total. More than half of these related to animals. At least 22 different animals were identified, including deer, birds, peccary, lizards, turtles, and tapir.

Although fish remains are abundant in the archaeological remains, their appearance in the art is limited to just two panels, in what appear to be fishing scenes. Notable by their absence were big cats, despite their position as apex predators and the evidence of artwork at other Colombian sites. The researchers speculate that the artists were potentially restricted from depicting powerful beasts, such as the jaguar. While images of figures combining human and animal characteristics reveal a complex mythology of transformation between animal and human states that is still present within modern Amazonian communities.

The diverse array of animals represented in the art and the archaeological remains demonstrates a broad understanding and exploitation of a multitude of environments in the region, including savannah, flooded forests and rivers.

"The Indigenous people of Cerro Azul and the surrounding lands hunted and depicted a diverse array of animals from different ecologies -- from aquatic fish to arboreal monkeys; terrestrial deer to aerial birds, both nocturnal and diurnal," says Dr Javier Aceituno, of Universidad de Antioquia, Medellin. "They had intimate knowledge of the various habitats in the region and possessed the relevant skills to track and hunt animals and harvest plants from each, as part of a broad subsistence strategy."

"Our approach reveals differences between what indigenous communities exploited for food and what is conceptually important to represent -- and not represent -- in art," concludes Professor Jose Iriarte, also of Exeter. "Though we cannot be certain what meaning these images have, they certainly do offer greater nuance to our understanding of the power of myths in indigenous communities. They are particularly revealing when it comes to more cosmological aspects of Amazonian life, such as what is considered taboo, where power resides, and how negotiations with the supernatural were conducted."
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Artificial blood vessels could improve heart bypass outcomes | ScienceDaily
3D-printed blood vessels, which closely mimic the properties of human veins, could transform the treatment of cardiovascular diseases.


						
Strong, flexible, gel-like tubes -- created using a novel 3D printing technology -- could improve outcomes for heart bypass patients by replacing the human and synthetic veins currently used in surgery to re-route blood flow, experts say.

The development of synthetic vessels could help limit scarring, pain and infection risk associated with the removal of human veins in bypass operations of which some 20,000 are carried out in England each year. The products could also help alleviate the failure of small synthetic grafts, which can be hard to integrate into the body.

In a two-stage process, a team of researchers led by the University of Edinburgh's School of Engineering used a rotating spindle integrated into a 3D printer to print tubular grafts made from a water-based gel.

They subsequently reinforced the printed graft in a process known as electrospinning, which uses high voltage to draw out very thin nanofibers, coating the artificial blood vessel in biodegradable polyester molecules.

Tests showed the resulting products to be as strong as natural blood vessels.

The 3D graft can be made in thicknesses from 1 to 40 mm in diameter, for a range of applications, and its flexibility means that it could easily be integrated into the human body, the team says.




The next stage of the study will involve researching the use of the blood vessels in animals, in collaboration with the University of Edinburgh's Roslin Institute, followed by trials in humans.

The research, published in Advanced Materials Technologies, was carried out in collaboration with Heriot-Watt University.

Dr Faraz Fazal, of the University of Edinburgh's School of Engineering and lead author, said: "Our hybrid technique opens up new and exciting possibilities for the fabrication of tubular constructs in tissue engineering."

Dr Norbert Radacsi, of the University of Edinburgh's School of Engineering and principal investigator, said: "The results from our research address a long-standing challenge in the field of vascular tissue engineering -- to produce a conduit that has similar biomechanical properties to that of human veins.

"With continued support and collaboration, the vision of improved treatment options for patients with cardiovascular disease could become a reality."
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In clinical trial, fecal matter transplant helped half of patients with gastrointestinal cancers overcome resistance to immunotherapy treatment | ScienceDaily
Findings from a small, proof-of-concept clinical trial have suggested that fecal microbiota transplants (FMTs) can boost the effectiveness of immunotherapy in a range of gastrointestinal cancers. In the study, published July 25 in the journal Cell Host & Microbe, six of 13 patients who had previously shown resistance to immune checkpoint inhibitors benefited from receiving FMTs from donors who had previously responded to treatment. The investigators also identified specific strains of bacteria associated with better or worse responses to FMT and immune checkpoint drugs.


						
"This research highlights the complex interplay between beneficial and detrimental bacteria within the gut microbiota in determining treatment outcomes," says co-corresponding author Hansoo Park of Gwangju Institute of Science and Technology, in Gwangju, South Korea. "While the connection between gut microbiota and immune response to cancer therapy has been a growing area of interest, our study provides concrete evidence and new avenues for improving treatment outcomes in a broader range of cancers."

Immune checkpoint inhibitors have revolutionized cancer treatment, but many patients never respond or develop resistance after an initial response. The researchers decided to study FMT in patients receiving immune checkpoint inhibitors because emerging evidence suggests that the gut microbiota plays a crucial role in modulating the immune system and can significantly impact the efficacy of these therapies. Previous small clinical trials had reported that FMTs could overcome resistance to immune checkpoint inhibitors in some melanoma patients, but the potential for FMTs to overcome resistance in other advanced solid cancers had not been explored. This study is the first to show the potential benefits of this treatment in clinical settings beyond melanoma.

The trial included patients with metastatic solid-tumor cancers who were resistant to the anti-PD-1 drug nivolumab. Four had gastric cancer, five had esophageal cancer, and four had hepatocellular carcinoma. The six FMT donors, who also had gastric cancer, esophageal cancer, or hepatocellular carcinoma, had had a complete or partial response for at least 6 months after treatment with nivolumab or pembrolizumab. The FMTs were given via colonoscopy after the recipients had received antibiotics to tamp down their own microbiotas.

"One of the most surprising results was from a hepatocellular carcinoma patient who initially showed no response to the first FMT and continued to experience cancer progression. However, after switching the donor for the second FMT, the patient exhibited remarkable tumor shrinkage," says co-corresponding author Sook Ryun Park, of Asan Medical Center at the University of Ulsan College of Medicine in Seoul, South Korea. "Both donors were long-lasting, good responders to anti-PD-1 inhibitors, but because we did not yet know the causative bacteria responsible for the FMT response, we could not predict whether the treatment would be effective."

The investigators then took a closer look at which bacteria were most likely to affect whether patients benefited from FMT combined with checkpoint inhibitors. In doing so, they identified a novel bacterial strain that helped to improve FMT efficacy, Prevotella merdae Immunoactis. They also identified two strains that had a detrimental impact on FMT efficacy, Lactobacillus salivarius and Bacteroides plebeius.

They plan to continue studying these and other strains with the goal of developing better ways to boost immunotherapy effectiveness by altering the gut microbiota. "By examining the complex interactions within the microbiome, we hope to identify optimal microbial communities that can be used to enhance cancer treatment outcomes," says Hansoo Park. "This comprehensive approach will help us understand how the microbial ecosystem as a whole contributes to therapeutic success."

The researchers acknowledge the challenges of adopting FMT as part of standard treatment on a broad scale, including the lack of standardized protocols and regulatory guidelines, the potential risks of transmitting pathogens, and logistical issues surrounding large-scale manufacturing and distribution of FMT products. "Developing efficient and cost-effective methods for production and distribution is necessary for widespread adoption," says Sook Ryun Park. "Addressing these challenges through comprehensive research and careful planning will be essential for integrating FMT into the standard of care for cancer treatment."
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A recipe for zero-emissions fuel: Soda cans, seawater, and caffeine | ScienceDaily
A sustainable source for clean energy may lie in old soda cans and seawater.


						
MIT engineers have found that when the aluminum in soda cans is exposed in its pure form and mixed with seawater, the solution bubbles up and naturally produces hydrogen -- a gas that can be subsequently used to power an engine or fuel cell without generating carbon emissions. What's more, this simple reaction can be sped up by adding a common stimulant: caffeine.

In a study appearing today in the journal Cell Reports Physical Science, the researchers show they can produce hydrogen gas by dropping pretreated, pebble-sized aluminum pellets into a beaker of filtered seawater. The aluminum is pretreated with a rare-metal alloy that effectively scrubs aluminum into a pure form that can react with seawater to generate hydrogen. The salt ions in the seawater can in turn attract and recover the alloy, which can be reused to generate more hydrogen, in a sustainable cycle.

The team found that this reaction between aluminum and seawater successfully produces hydrogen gas, though slowly. On a lark, they tossed into the mix some coffee grounds and found, to their surprise, that the reaction picked up its pace.

In the end, the team discovered that a low concentration of imidazole -- an active ingredient in caffeine -- is enough to significantly speed up the reaction, producing the same amount of hydrogen in just five minutes, compared to two hours without the added stimulant.

The researchers are developing a small reactor that could run on a marine vessel or underwater vehicle. The vessel would hold a supply of aluminum pellets (recycled from old soda cans and other aluminum products), along with a small amount of gallium-indium and caffeine. These ingredients could be periodically funneled into the reactor, along with some of the surrounding seawater, to produce hydrogen on demand. The hydrogen could then fuel an onboard engine to drive a motor or generate electricity to power the ship.

"This is very interesting for maritime applications like boats or underwater vehicles because you wouldn't have to carry around seawater -- it's readily available," says study lead author Aly Kombargi, a PhD student in MIT's Department of Mechanical Engineering. "We also don't have to carry a tank of hydrogen. Instead, we would transport aluminum as the 'fuel,' and just add water to produce the hydrogen that we need."

The study's co-authors include Enoch Ellis, an undergraduate in chemical engineering; Peter Godart PhD '21, who has founded a company to recycle aluminum as a source of hydrogen fuel; and Douglas Hart, MIT professor of mechanical engineering.




Shields up

The MIT team, led by Hart, is developing efficient and sustainable methods to produce hydrogen gas, which is seen as a "green" energy source that could power engines and fuel cells without generating climate-warming emissions.

One drawback to fueling vehicles with hydrogen is that some designs would require the gas to be carried onboard like traditional gasoline in a tank -- a risky setup, given hydrogen's volatile potential. Hart and his team have instead looked for ways to power vehicles with hydrogen without having to constantly transport the gas itself.

They found a possible workaround in aluminum -- a naturally abundant and stable material that, when in contact with water, undergoes a straightforward chemical reaction that generates hydrogen and heat.

The reaction, however, comes with a sort of Catch-22: While aluminum can generate hydrogen when it mixes with water, it can only do so in a pure, exposed state. The instant aluminum meets with oxygen, such as in air, the surface immediately forms a thin, shield-like layer of oxide that prevents further reactions. This barrier is the reason hydrogen doesn't immediately bubble up when you drop a soda can in water.

In previous work, using fresh water, the team found they could pierce aluminum's shield and keep the reaction with water going by pretreating the aluminum with a small amount of rare metal alloy made from a specific concentration of gallium and indium. The alloy serves as an "activator," scrubbing away any oxide buildup and creating a pure aluminum surface that is free to react with water. When they ran the reaction in fresh, de-ionized water, they found that one pretreated pellet of aluminum produced 400 milliliters of hydrogen in just five minutes. They estimate that just 1 gram of pellets would generate 1.3 liters of hydrogen in the same amount of time.




But to further scale up the system would require a significant supply of gallium indium, which is relatively expensive and rare.

"For this idea to be cost-effective and sustainable, we had to work on recovering this alloy postreaction," Kombargi says.

By the sea

In the team's new work, they found they could retrieve and reuse gallium indium using a solution of ions. The ions -- atoms or molecules with an electrical charge -- protect the metal alloy from reacting with water and help it to precipitate into a form that can be scooped out and reused.

"Lucky for us, seawater is an ionic solution that is very cheap and available," says Kombargi, who tested the idea with seawater from a nearby beach. "I literally went to Revere Beach with a friend and we grabbed our bottles and filled them, and then I just filtered out algae and sand, added aluminum to it, and it worked with the same consistent results."

He found that hydrogen indeed bubbled up when he added aluminum to a beaker of filtered seawater. And he was able to scoop out the gallium indium afterward. But the reaction happened much more slowly than it did in fresh water. It turns out that the ions in seawater act to shield gallium indium, such that it can coalesce and be recovered after the reaction. But the ions have a similar effect on aluminum, building up a barrier that slows its reaction with water.

As they looked for ways to speed up the reaction in seawater, the researchers tried out various and unconventional ingredients.

"We were just playing around with things in the kitchen, and found that when we added coffee grounds into seawater and dropped aluminum pellets in, the reaction was quite fast compared to just seawater," Kombargi says.

To see what might explain the speedup, the team reached out to colleagues in MIT's chemistry department, who suggested they try imidazole -- an active ingredient in caffeine, which happens to have a molecular structure that can pierce through aluminum (allowing the material to continue reacting with water), while leaving gallium indium's ionic shield intact.

"That was our big win," Kombargi says. "We had everything we wanted: recovering the gallium indium, plus the fast and efficient reaction."

The researchers believe they have the essential ingredients to run a sustainable hydrogen reactor. They plan to test it first in marine and underwater vehicles. They've calculated that such a reactor, holding about 40 pounds of aluminum pellets, could power a small underwater glider for about 30 days by pumping in surrounding seawater and generating hydrogen to power a motor.

"We're showing a new way to produce hydrogen fuel, without carrying hydrogen but carrying aluminum as the 'fuel,'" Kombargi says. "The next part is to figure out how to use this for trucks, trains, and maybe airplanes. Perhaps, instead of having to carry water as well, we could extract water from the ambient humidity to produce hydrogen. That's down the line."
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Spin qubits go trampolining | ScienceDaily
Researchers at QuTech developed somersaulting spin qubits for universal quantum logic. This achievement may enable efficient control of large semiconductor qubit arrays. The research group published their demonstration of hopping spins in Nature Communications and their work on somersaulting spins in Science.


						
In 1998, Loss and DiVincenzo published the seminal work 'quantum computation with quantum dots'. In their original work, hopping of spins was proposed as a basis for qubit logic, but an experimental implementation has remained lacking. After more than 20 years, experiments have caught up with theory. Researchers at QuTech -- a collaboration between the TU Delft and TNO -- have demonstrated that the original 'hopping gates' are indeed possible, with state-of-the-art performance.

Making control simple

Qubits based on quantum dots are studied worldwide as they are considered a compelling platform for the construction of a quantum computer. The most popular approach is to trap a single electron and to apply a sufficiently large magnetic field, allowing the spin of the electron to be used as a qubit and controlled by microwave signals.

In this work, however, the researchers demonstrate that no microwave signals are needed. Instead, baseband signals and small magnetic fields are sufficient to achieve universal qubit control. This is beneficial because it can significantly simplify the control electronics required to operate future quantum processors.

From hopping to somersaulting qubits

Controlling the spin requires hopping from dot to dot and a physical mechanism capable of rotating it. Initially, the proposal of Loss and DiVincenzo uses a specific type of magnet, which proved difficult to realize experimentally. Instead, the group at QuTech pioneered germanium. This semiconductor conveniently may by itself already allow for spin rotations. This is motivated by work published in Nature Communications, where Floor van Riggelen-Doelman and Corentin Deprez of the same group show that germanium can serve as a platform for hopping of spin qubits as a basis to make quantum links. They observed first indications of spin rotations.




When considering the difference between hopping and somersaulting qubits, think of quantum dot arrays as a trampoline park, where electron spins are like people jumping. Typically, each person has a dedicated trampoline, but they can hop over to neighbouring trampolines if available. Germanium has a unique property: just by jumping from one trampoline to the next, a person experiences a torque that makes them somersault. This property allows researchers to control the qubits effectively.

Chien-An Wang, first-author of the Science paper, specifies: "Germanium has the advantage of aligning spins along different directions in different quantum dots." It turned out that very good qubits can be made by hopping spins between such quantum dots. "We measured error rates less than a thousand for one-qubit gates and less than a hundred for two-qubit gates."

Somersaulting qubits in a trampoline park

Having established control over two spins in a four-quantum dot system, the team took it a step further. Instead of hopping spins between two quantum dots, the team also investigated hopping through several quantum dots. Analogously, this would correspond to a person that is hopping and somersaulting over many trampolines. Co-author Valentin John explains: "For quantum computing, it is necessary to operate and couple large numbers of qubits with high precision."

Different trampolines make people experience different torques when jumping, and similarly, hopping spins between quantum dots also result in unique rotations. It is thus important to characterize and understand the variability. Co-author Francesco Borsoi adds: "We established control routines that enables to hop spins to any quantum dot in a 10-quantum dot array, which allows us to probe key qubit metrics in extended systems."

Team effort

"I am proud to see all the teamwork" principal investigator Menno Veldhorst sums up. "In a time span of a year, the observation of qubit rotations due to hopping became a tool that is used by the entire group. We believe it is critical to develop efficient control schemes for the operation of future quantum computers and this new approach is promising."
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