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      Biting the hand that feeds IT -- Enterprise Technology News and Analysis


      
        80 years ago, IBM gave Harvard University one of the world's earliest computers
        Richard Speed

        In celebration of US Navy funded electromagnetic wonder that is the Automated Sequence Controlled Calculator Feature  Eighty years ago, IBM presented Harvard University with one of the world's earliest computers: the Automated Sequence Controlled Calculator (ASCC), later known as the Harvard Mark I....

      

      
        Raspberry Pi Pico 2 lands with (drum roll) RISC-V cores
        Richard Speed

        Beefier Arms next to RV rival CPUs, offering a glimpse of the future It's exciting news for RISC-V fans: Raspberry Pi is adding support for the open ISA with the launch of the Pico 2 and the company's new RP2350 microcontroller.... 

      

      
        China's preferred desktop Linux, openKylin, chases the AI PC in version 2.0
        Simon Sharwood

        Middle Kingdom netizens can look forward to the same kind of letdown Windows users get with Copilot Developers behind openKylin, the desktop Linux distro backed by China's National Industrial Information Security Development Research Center, have decided local users need to take advantage of Intel's Meteor Lake silicon and the neural processing units it includes, tuning the latest release of the OS to Chipzilla's AI PC SoC....

      

      
        Using 1Password on Mac? Patch up if you don't want your Vaults raided
        Connor Jones

        Hundreds of thousands of users potentially vulnerable Password manager 1Password is warning that all Mac users running versions before 8.10.36 are vulnerable to a bug that allows attackers to steal vault items....

      

      
        US elections have never been more secure, says CISA chief
        Brandon Vigliarolo

        Election tech is fine - it's all those idiots buying into the propaganda that's worrying Jen Easterly Black Hat  US Cybersecurity and Infrastructure Security Agency (CISA) director Jen Easterly and her counterparts from the UK and EU want the world to know that, when it comes to securing elections, they've never been more prepared....

      

      
        Anaconda puts the squeeze on data scientists deemed to be terms-of-service violators
        Thomas Claburn

        Academic, non-profit organizations now being told to pay up - or else Four years after data science biz Anaconda revised its terms of service, some research and academic organizations are just now finding out they have to pay for software they'd previously used at no cost....

      

      
        Nokia goes from phones to drones with Swiss service rollout
        Dan Robinson

        No pricing disclosed but plan allows users to order hands-off flights without operating any units Nokia has hooked up with telco Swisscom Broadcast on a "Drones-as-a-Service" network across Switzerland, aimed at the emergency services and other applications where aerial observation is required.... 

      

      
        Report: Tech misconceptions plague the IT world
        Richard Speed

        Just snapping the webcam shutter closed won't keep a user safe online New research shows that while many Brits will snap shut a laptop camera in the name of privacy, a worrying amount will just as happily shovel all manner of personal information into an online game in order to get a result they can share with their friends....

      

      
        UK Royal Mint mining PCBs for precious metals in e-waste recovery effort
        Richard Speed

        There's gold in them thar boards The UK's Royal Mint has cut the ribbon on its Precious Metals Recovery factory, which extracts material from old Printed Circuit Boards (PCBs)....

      

      
        Entrust faces years of groveling to regain browsers' trust, say rival chiefs
        Connor Jones

        Sectigo bosses claim it's only a matter of time before Microsoft and Apple drop Big E from their root stores too After falling down in the estimations of major browser makers Google and Mozilla, Entrust faces a lengthy fight on its hands to regain industry trust and once more issue trusted TLS certificates....

      

      
        Rickety Raptor Lake CPUs won't lose Turbo-boosted speeds after microcode medicine, Intel claims
        Matthew Connatser

        Chipzilla still has ways to stop these processors cooking in their own juices Intel has claimed the microcode update it's delivering for wonky 13th and 14th generation Raptor Lake CPUs won't compromise the chips' top end clock speeds.... 

      

      
        Rising AI tide lifts price of all chips - HBM, natch, but also slower memory and storage
        Tobias Mann

        Thank binary brainboxes for helping to inflate PC and Smartphone prices AI infrastructure is a hot commodity, as is the high bandwidth memory (HBM) on which it depends, driving up prices for the newfangled tech and for less glamourous memory and storage hardware....

      

      
        ICANN reserves .internal for private use at the DNS level
        Simon Sharwood

        Vint Cerf revealed Google already uses the string, as do plenty of others The Internet Corporation for Assigned Names and Numbers (ICANN) has agreed to reserve the .internal top-level domain so it can become the equivalent to using the 10.0.0.0, 172.16.0.0 and 192.168.0.0 IPv4 address blocks for internal networks....

      

      
        Would you rather buy space broadband from a billionaire, or Communist China?
        Laura Dobberstein

        Beijing's first Starlink-slayers are in orbit, and buyers beyond the Great Firewall are on the agenda The first batch of satellites in China's answer to Starlink - known as the Qianfan Constellation, sometimes also called G60 - was launched into orbit on Tuesday....

      

      
        Your victim's Windows PC fully patched? Just force undo its updates and exploit away
        Brandon Vigliarolo

        This guy showed the world how - with the right level of access Black Hat  Techniques to forcibly remove security patches from Windows machines so that fixed vulnerabilities are exploitable again were demonstrated this week....

      

      
        Angstrom age angst ameliorated as ASML's High NA EUV chipmaking kit delivers
        Dan Robinson

        Imec tests show Dutch master etcher has markedly boosted transistor density Research org Imec claims it has demonstrated the viability of ASML's next generation extreme UV technology for next generation chip manufacturing, showing off how it can create patterned structures at a smaller scale than previously possible - in a single pass.... 

      

      
        Cloud storage lockers from Microsoft and Google used to store and spread state-sponsored malware
        Jessica Lyons

        Why run your own evil infrastructure when Big Tech offers robust tools hosted at trusted URLs? Black Hat  State-sponsored cyber spies and criminals are increasingly using legitimate cloud services to attack their victims, according to Symantec's threat hunters who have spotted three such operations over recent months, plus new data theft and other malware tools in development by these goons....

      

      
        Samsung boosts bug bounty to a cool million for cracks of the Knox Vault subsystem
        Iain Thomson

        Good luck, crackers: It's an isolated processor and storage enclave, and top dollar only comes from a remote attack Samsung has dangled its first $1 million bug bounty for anyone who successfully compromises Knox Vault - the isolated subsystem the Korean giant bakes into its smartphones to store info like credentials and run authentication routines....

      

      
        Devices with insecure SSH services are everywhere, say infosec duo
        Brandon Vigliarolo

        'Serendipitous' discovery may have you second guessing your appliances Black Hat  A funny thing happened to security researchers at attack surface management company runZero when they were digging into the xz backdoor earlier this year: They found a whole bunch of vulnerabilities stemming from poorly secured or implemented SSH services....

      

      
        AMD's latest desktop CPUs feature lower prices yet again as Intel readies a fightback
        Matthew Connatser

        Brand-new Ryzen 9000 processors are about 10% cheaper than their Ryzen 7000 counterparts AMD's next generation of desktop CPUs launch from tomorrow, and they'll feature lower prices than the last series....

      

      
        NASA mulls using SpaceX in 2025 to rescue Starliner pilots stuck on space station
        Richard Speed

        Officials may overhaul next year's Dragon mission if Boeing's Calamity Capsule proves too risky to return with crew NASA has shared more details on how it hopes to get Boeing's stricken Starliner craft and its two test pilots safely back to Earth from the International Space Station, if the Calamity Capsule is deemed unsuitable for a crewed return.... 

      

      
        Under-fire Elon Musk urged to get a grip on X and reality - or resign
        Thomas Claburn

        Chamber of Progress pens open letter pressing billionaire to behave better amid UK riots Exclusive  Echoing objections to social-media fueled violence from the government of the United Kingdom and others, the Chamber of Progress, a tech business advocacy group, is urging billionaire Elon Musk to take his leadership role at X more seriously or resign if he cannot do so....

      

      
        Survey finds that four in five enterprise endpoints could run Windows 11
        Richard Speed

        Bad news: They aren't, and Windows 10 end of support is looming There is some good news for Microsoft on the Windows 11 enterprise adoption front as a survey of more than 750,000 Windows endpoints indicates that a healthy 88 percent of those not already running the tech giant's latest operating system are ready for an upgrade....

      

      
        AWS 'Bucket Monopoly' attacks could allow complete account takeover
        Jessica Lyons

        Vulnerable services fixed by the cloud biz but open source projects still at risk Black Hat  Critical flaws across at least six AWS cloud services could have allowed attackers to execute remote code, steal data, or even takeover a user's account without their knowledge, according to research presented today at Black Hat....

      

      
        Faulty instructions in Alibaba's T-Head C910 RISC-V CPUs blow away all security
        Thomas Claburn

        Let's get physical, physical ... I don't wanna hear your MMU talk Black Hat  Computer security researchers at the CISPA Helmholtz Center for Information Security in Germany have found serious security flaws in some of Alibaba subsidiary T-Head Semiconductor's RISC-V processors.... 

      

      
        Study backer: Catastrophic takes on Agile overemphasize new features
        Richard Speed

        Users just want stuff that works. How hard can it be? Interview  You can have your software fast or in a state where it won't blow up in your face. But getting both at the same time in an era of layoffs and restructuring is, at best, challenging and, at worst, impossible....

      

      
        Huawei Cloud built a network monitor so sensitive it spotted the impact of a single faulty chip
        Simon Sharwood

        Focus on physical ports helped spot issues across 100,000 switches and a million servers Sigcomm 2024  Huawei Cloud has developed a network monitoring tool that, when used in production on three of its own regions, was able to observe more of its infrastructure than existing tools, and revealed issues that previously evaded human efforts.... 

      

      
        Georgia's voter portal gets a crash course in client versus backend input validation
        Matthew Connatser

        Trying to cancel a citizen's registration would be caught by humans no matter what the page said, officials say The US state of Georgia has a website for cancelling voter registration, and it's had a bumpy start....

      

      
        CrowdStrike hires outside security outfits to review troubled Falcon code
        Jessica Lyons

        And reveals more and more about small mistake that bricked 8.5M Windows boxes CrowdStrike has hired two outside security firms to review its threat-detection suite Falcon that sparked a global IT outage last month - though it may not have an awful lot to find, because CrowdStrike has identified the simple mistake that caused the meltdown....
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    80 years ago, IBM gave Harvard University one of the world's earliest computers

    
In celebration of US Navy funded electromagnetic wonder that is the Automated Sequence Controlled Calculator    


    
        By 
Richard Speed        
    

    
        Posted in On-Prem,
        
            8th August 2024 15:57 GMT
        
    


    
Feature Eighty years ago, IBM presented Harvard University with one of the world's earliest computers: the Automated Sequence Controlled Calculator (ASCC), later known as the Harvard Mark I.
[image: harvard mark 1]
Harvard Mark 1 - Pic: Public domain, Wikimedia


The computer was the brainchild of Howard Aiken, who convinced IBM Corp that the project was a good idea at the end of the 1930s. IBM president at the time, Thomas Watson, reckoned the machine would be a good showcase for Big Blue's abilities, and with additional funding from the US Navy, IBM began building the machine in 1939.
Construction took almost four years and was completed in 1943. The computer was dismantled and shipped to Harvard in 1944. It was declared operational in May that year and officially presented at a dedication ceremony on August 7, 1944. Just over 80 years ago.
The machine was in operation until 1959 when it was dismantled again. The Print and Punch unit of the machine is currently on loan to the Smithsonian Institution. Other components can be found in Harvard's Science and Engineering Complex in Allston, US.

  Youtube Video

Having become operational during World War II, the military pressed the computer into service. According to Harvard, the US Navy put it to work for calculations as part of the design for torpedoes and underwater detection systems, and other branches of the military used it in the design of surveillance camera lenses. The computer, nicknamed "Bessie" as one of its projects involved solving Bessel Functions, was also used for calculations as part of the Manhattan Project.
Weighing in at approximately five tons, the electromechanical calculating machine could solve addition problems in less than a second, multiplication in six seconds, and division in 12 seconds. One of its first programmers was Grace Hopper, who would go on to be a member of the team that found the first-reported computer bug when working on the Mark I's follow-up, the Mark II.
The computer read its instructions from punched paper and used physical switches to enter program data constants. Its successors would eventually ditch the electromechanical relays in favor of electronic components.


	Sometimes one can go a little too far in search of isolation


	Grace Hopper gave us COBOL, 'debugging' and inspiration. So Google gave her a Doodle


	The gift of Grace: COBOL's odyssey from Vietnam to the Square Mile


	Db2 is a story worth telling, even if IBM won't


The Harvard Mark I was very much a one-of-a-kind machine, although interested readers based in the UK or visiting it should pay a visit to The National Museum of Computing for more electromechanical calculating goodness in the form of a working reconstruction of the Turing-Welchman Bombe, and Colossus, the world's first electronic computer.
Harvard University is a great place to start for learning more about the Harvard Mark I, the role it played, and how it worked. We'd also recommend Howard Aiken - Portrait of a Computer Pioneer for an insight into the man who conceived the computer as well the various books documenting the life and work of Grace Hopper. Grace Hopper and the Invention of the Information Age by Kurt Beyer is a particular favorite of this writer. (r)
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    Raspberry Pi Pico 2 lands with (drum roll) RISC-V cores

    
Beefier Arms next to RV rival CPUs, offering a glimpse of the future    


    
        By 
Richard Speed        
    

    
        Posted in Personal Tech,
        
            8th August 2024 15:00 GMT
        
    


    
It's exciting news for RISC-V fans: Raspberry Pi is adding support for the open ISA with the launch of the Pico 2 and the company's new RP2350 microcontroller.
[image: Pi Pico 2 ]
The Pi Pico 2 that arrived at a seaside Vulture outpost today - click to enlarge


The Pico 2 board retails for $5 and, according to the Pi team, retains backwards hardware and software compatibility with previous versions. While the on-chip memory has been upped to 520KB - there is also 4 MB of on-board QSPI flash - the two RISC-V Hazard3 CPU cores included in the microcontroller may well interest enthusiasts and implementers alike.
The Hazard3 cores are optional: Users can at boot time select a pair of included Arm Cortex-M33 cores to run, or the pair of Hazard3 cores. Both options run at 150 MHz. The more bold could try running one RV and one Arm core together rather than two RV or two Arm.
Hazard3 is an open source design, and all the materials for it are here. It's a lightweight three-stage in-order RV32IMACZb* machine, which means it supports the base 32-bit RISC-V ISA with support for multiplication and division in hardware, atomic instructions, bit manipulation, and more.
Pi supremo Eben Upton told The Register, "RISC-V is an exciting development for us: Our goal is to give software developers a chance to experiment with a different architecture in a stable, well-supported environment, and to express our enthusiasm for the Hazard3 open-hardware core, which was developed by Luke Wren, one of our ASIC engineers, in his spare time.
"I think RISC-V provides researchers with an interesting environment for architectural experimentation, and SoC designers with a high degree of configurability. One contribution we're making here is to legitimize Hazard3 as a mature, 'clean' core for verbatim use in other designs, or as a basis for further development."
As for leaping into the world of RISC-V, Upton explained how the cores would work: "They're selectable at boot time: Each port into the bus fabric can be connected either to an M33 or a Hazard3 via a mux. You can even, if you're feeling obtuse, run with one of each."
Hazard3 is a modest but capable microcontroller-grade design. It's not for running a modern general-purpose operating system on. Then again, that's not really the point of the Pico 2 and the RP2350.
Upton told us: "FreeRTOS is the preferred OS (as on RP2040). There's an increasing amount of excitement around Zephyr, and some community effort to port that to the RP2 platform, and we may engage formally with that in due course."
As with the original Pico, there are 26 multi-purpose GPIO pins, though the jump from 264KB of SRAM and 2MB of onboard flash opens the device up to more intriguing development options. Aside from the obvious, "Does it run Doom?" question - the answer is yes - the RP2040 on the original Pico has been pressed into service by the emulation community, not forgetting the recent implementation of Apple's original Mac on the device.
Security
The Pico has also turned up in smart home implementations and proven popular with industry, although perhaps not as popular as the team would like.
Some users have described the security features, or lack thereof, of the RP2040 as enough to make it a non-starter in the embedded world; they want to keep their proprietary code on the device away from reverse engineers, and the RP2040 doesn't help with that.
[image: Raspberry Pi Pico 2]
Extra detail - click to enlarge


To that end, the Raspberry Pi team has implemented what it calls a "comprehensive security architecture" into the new microcontroller. This is built around Arm TrustZone for Cortex-M and incorporates signed boot, 8KB of antifuse OTP for key storage, SHA-256 acceleration, a hardware TRNG, and fast glitch detectors. There's also secure boot ROM.
According to the Pi team, this will allow "professional users to integrate RP2350, and Raspberry Pi Pico 2, into products with confidence."
Well Arm'd
Upton was keen to emphasize the additional performance on tap. On the Arm side, the Pico has stepped up from two Cortex-M0+ cores to a Cortex-M33 pair, which each have extra bells and whistles including an FPU and DSP.
"The extra performance, and particularly floating point and DSP performance, opens up a bunch of new applications, both for hobbyists and professional users," he said of the Pico 2.
"Some of our music synth customers (we have a surprisingly large number of these) are quite excited about the things they'll be able to do with the platform."
However, he noted, "The security and low-power features are probably as interesting to industrial customers as the additional performance."
The downside to all the improvements is the inevitable price increase - the Pico started at $4, and the Pico 2 is slated to begin at $5. While unlikely to worry enthusiasts too much, the price increase could concern customers buying in bulk.
The Pico 2 also lacks some of its predecessor's connectivity options - a Wi-Fi version is not yet available. However, Upton told us that one would arrive "likely before the end of the year."
Getting hold of one could also be tricky. Upton told us that "this is going to be a pretty shallowly stocked launch," with more volume set to come through in the next few weeks. The price increase was attributed to cost growth in the platform and a slightly more expensive chip - the RP2350 is $0.10 more than the RP2040.
And the number? Sadly nothing to do with the Amiga 2000's 2350 genlock, but instead derived from the basic chip itself. As Upton explained: "2350 = 2x Cortex-M33s, with 2^5*16KB of SRAM and 0KB of Flash.
"The 0 indicates the chip itself has no Flash included. In this generation we'll be offering an RP2354 variant which includes 2MB (=2^4*128KB) of in-package QSPI Flash."


	Why RISC-V must get its messaging right on open standard vs open source


	FOSS funding vanishes from EU's 2025 Horizon program plans


	World's first RISC-V laptop with Ubuntu preloaded touts AI smarts and octa-core chip


	CHERI Alliance formed to promote memory security tech ... but where's Arm?


As for how the hardware and software compatibility works, Upton told us, "Pretty much everything should work, though it's a case of recompiling rather than just deploying the same binary."
While the microcontroller business represents a tiny percentage of Raspberry Pi's revenue, its volume is becoming substantial.
The price increase may be a shame for some, though there is that additional processing oomph on offer. The arrival of RISC-V in Hazard3 form makes the Pi Pico 2 intriguing from both a hobbyist and an industry perspective.
It will be very interesting to see what customers make of it. (r)
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    China's preferred desktop Linux, openKylin, chases the AI PC in version 2.0

    
Middle Kingdom netizens can look forward to the same kind of letdown Windows users get with Copilot    


    
        By 
Simon Sharwood        
    

    
        Posted in OSes,
        
            8th August 2024 14:30 GMT
        
    


    
Developers behind openKylin, the desktop Linux distro backed by China's National Industrial Information Security Development Research Center, have decided local users need to take advantage of Intel's Meteor Lake silicon and the neural processing units it includes, tuning the latest release of the OS to Chipzilla's AI PC SoC.
The openKylin community operates 112 - yes, one hundred and twelve! - special interest groups, nine of them dedicated to AI. They've clearly been busy because openKylin 2.0, which debuts today, has added the "Kylin AI Assistant" that offers natural language processing to allow voice control of PCs. The tool is said to handle chores like opening or closing system applications, or activating Bluetooth.
Text-to-image generation is another addition, as is a meeting assistant that can analyze recordings of vidchats and spit out a written summary. A writing assistant can "expand, polish, or translate" text, and a schedule manager can discern text in an email pertaining to a meeting and - if you select the relevant words - convert them into an appointment in your calendar.
Developers haven't been forgotten: a "Smart Code Analysis and Completion" tool will peruse your code and suggest useful additions. An AI Framework Installation Assistant Tool offers one-click install of models.
A ShinyHappy vid of the OS in action can be viewed here.


	China's openKylin 1.0 arrives. Our verdict? Not a bad-looking, er, Ubuntu remix


	Oracle, IBM losing ground to local databases in China, says IDC


	China rallies support for Kylin Linux in war on Windows


	China's Kylin Linux targets second RISC-V platform


Downloads of the OS are already available here for x86, Arm, and four machines running RISC-V processors - including at least one afflicted with the shocking security flaws revealed this week in some RISC-V silicon.
When openKylin 1.0 debuted last year we rated it a decent Ubuntu remix that omitted some packages that other distros often include, with an impressively polished UI.
The new version certainly remains pretty. Whether its AI functions are at all useful, or stable, remains unclear at this stage. But the bar for AI software is somewhat low, at least in your correspondent's experience Microsoft's Copilot muffs most jobs, either by producing poor search results, bad images, or just giving up and signing me out.
Even if openKylin 2.0 is worse, Chinese users may soon find they're encouraged to use it, given Beijing's desire to use more local tech. (r)
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    Using 1Password on Mac? Patch up if you don't want your Vaults raided

    
Hundreds of thousands of users potentially vulnerable    


    
        By 
Connor Jones        
    

    
        Posted in Patches,
        
            8th August 2024 13:45 GMT
        
    


    
Password manager 1Password is warning that all Mac users running versions before 8.10.36 are vulnerable to a bug that allows attackers to steal vault items.
1Password Vaults are essentially mini password managers inside the main app itself. They allow users to separate passwords used for different purposes, like personal accounts, family accounts, work-related credentials, and so on and so forth.
These Vaults can be shared with others, which is useful for sharing logins for shared accounts like Dropbox, Adobe, and Netflix.
According to the company's website, circa 150,000 businesses use 1Password to protect their login credentials, and millions of individual consumers use it too. These figures aren't broken down into Windows, macOS, and mobile users, so it's not easy to pinpoint exactly how many may be affected by the vulnerability.
There's no evidence to suggest that CVE-2024-42219 (CVSS 7.0) has been exploited yet, but as ever, now it's public the risk of exploitation increases exponentially, so patch up.
Based on 1Password's description of the vulnerability, an attacker would need to develop and install a specific program on a victim's machine that targeted 1Password on Mac, either through social engineering or other means. 
"To exploit the issue, an attacker must run malicious software on a computer specifically targeting 1Password for Mac," the company said in an advisory. "An attacker is able to misuse missing macOS-specific inter-process validations to hijack or impersonate a trusted 1Password integration such as the 1Password browser extension or CLI.


	1Password confirms attacker tried to pull list of admin users after Okta intrusion


	Crooks don't need ChatGPT to social-engineer victims, as they're more than happy to demonstrate


	Risk of installing dodgy extensions from Chrome store way worse than Google's letting on, study suggests


	Robinhood's crypto unit hit with $30m fine over security, anti-crime misses


"This would permit the malicious software to exfiltrate vault items, as well as obtain derived values used to sign in to 1Password, specifically the account unlock key and 'SRP-x'.
"On macOS, 1Password uses the system-native XPC interface for inter-process communication. XPC allows enforcing additional protections called the hardened runtime which allows enforcing processes you communicate with have additional protections from process tampering. This prevents certain local attacks from being possible."
The security and red teaming pros at investment and trading app Robinhood discovered the vulnerability after deciding to probe 1Password and were thanked for the discovery.
Think you might be vulnerable? No mitigations were provided by 1Password, so patching up to version 8.10.36 is your only shot at securing those credentials. (r)
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    US elections have never been more secure, says CISA chief

    
Election tech is fine - it's all those idiots buying into the propaganda that's worrying Jen Easterly    


    
        By 
Brandon Vigliarolo        
    

    
        Posted in Security,
        
            8th August 2024 12:56 GMT
        
    


    
Black Hat US Cybersecurity and Infrastructure Security Agency (CISA) director Jen Easterly and her counterparts from the UK and EU want the world to know that, when it comes to securing elections, they've never been more prepared.
Easterly, EU Agency for Cybersecurity (ENISA) COO Hans de Vries and National Cyber Security Centre (NCSC) CEO Felicity Oswald took the stage for Black Hat's opening keynote, and all agreed that their countries (or international blocs, in De Vries' case) have managed to make their voting systems pretty resilient to outside threats. 
"I can say with confidence that election infrastructure has never been more secure," Easterly claimed, and she had a ready explanation as to why: "the election stakeholder community has never been stronger." 
[image: BH-easterly-keynote-2024]
Election security keynote at Black Hat 2024. From left, Christina Cassidy, Associated Press; Felicity Oswald, NCSC; Hans de Vries, COO ENISA; Jen Easterly, CISA directore


2024 is set to be the biggest election year in the history of the modern world, with citizens in more than 60 countries heading to ballot boxes this year. That equates to more than half the world's population voting, and it makes 2024 a pivotal year for proving that elections in the digital age can be done securely.
Easterly's comments on American election security echoed much of what she said about the subject at Black Hat last year, right down to saying that there weren't any material impacts on US election systems since Russia's interference in 2016. 
China has been the primary threat in the UK, where elections have already taken place this year, Oswald said. Beijing's attempts to undermine UK election infrastructure in early 2024 were ultimately unsuccessful, and also gave the NCSC more ammunition to further fortify its positions. 
"We were laser focused on risks not just from Chinese, but from other state actors and malicious actors as well," Oswald said. "We absolutely saw attempts to engage or disrupt our election, but ... it was a very clearly a smooth process, people were able to vote securely on the day, which is a fantastic outcome."
De Vries, likewise, said elections in the EU also went off smoothly. "We did find attacks, even during the voting process," he said. "I think the impact was little because we were prepared."
Of course, just because things have been good so far doesn't mean elections are entirely in the clear.
"We can't be complacent, because the threat environment has never been so complex," Easterly added, citing "Cyber threats, physical threats ... foreign adversaries attempting to influence our elections, disinformation [and] malign influence operations" as continuing dangers to election security.
Russia is the predominant threat for much of the influence and disinformation efforts targeting US elections, Easterly said, and she argued Vladimir Putin's administration is getting savvier with those sorts of campaigns, too. 
Moscow, according to the CISA chief, has taken to "using commercial companies like PR firms or marketing firms, or unwitting Americans, to hide their hand as they try and get out influence messaging." 
That said, the world's democracies have had several years to think about election security. Close collaboration between agencies like CISA, the NCSC and ENISA have been key to taking democratic nations from being surprised by Russian meddling to minimizing the impact, the trio agreed.


	FBI, CISA remind US voters that DDoS attacks can't touch election systems


	Ahead of Super Tuesday, US elections face existential and homegrown threats


	Election security threats in 2024 range from AI to ... anthrax?


	Ex-White House election threat hunter weighs in on what to expect in November


To keep that momentum, the believe that additional data sharing is essential, constant exercises need to be run to test the physical and cyber resiliency of election systems and clear, auditable paper trails have to be maintained.
Beyond that, it's just hoping local election officials are able to keep control of their systems, which can vary greatly from locality to locality - especially in the United States. 
"Things will go wrong - I can guarantee that," Easterly said. But "while these types of events are disruptive, they will not affect the security or the integrity of the votes passed or as they're counted as cast." 
With governments aware of election threats and allegedly prepared to face them, it all comes down to convincing people not to buy into the propaganda that's being spread by foreign governments. That's a lot harder to do, and Easterly took the opportunity to toss the ball back onto the citizens' side of the court.  
"Foreign adversaries will try to sow discord, and try to undermine American confidence in democracy," Easterly said. "We should be prepared for it, we should expect it and we ... should not allow that. It's up to all of us to preserve democracy." (r)
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    Anaconda puts the squeeze on data scientists deemed to be terms-of-service violators

    
Academic, non-profit organizations now being told to pay up - or else    


    
        By 
Thomas Claburn        
    

    
        Posted in Applications,
        
            8th August 2024 12:26 GMT
        
    


    
Four years after data science biz Anaconda revised its terms of service, some research and academic organizations are just now finding out they have to pay for software they'd previously used at no cost.
That realization follows Anaconda broadening its pursuit of what it sees as terms-of-service (ToS) violators.
A source who works at a medium-size non-profit academic research institution told The Register about the recent receipt of a legal demand to purchase a commercial license for the Anaconda-built software they had been using for free.
"We wish to inform you that, should this situation persist ... our legal team may be compelled to consider measures aligned with our prevailing pricing and invoicing policies, which could include issuing back bills for any unauthorized or excess usage of Anaconda products," the note to the institution read.
Observing that the message came via a mailing list application, our source speculated Anaconda has sent out many such letters and suggested that the Texas-based developer, following the appointment of CEO Barry Libert in January 2024, has become quite interested in enforcing license compliance.
"This will be a huge issue for universities and the research community who were basically exempt until the new ToS updated in March 2024," our source told us.
"Research and non-profits are also the entities providing a lot of the repositories in the anaconda.org ecosystem. I believe Anaconda are currently testing to see what happens if they play hardball with them."
The source said interaction with the company echoed Oracle's tactics - it became clear that licensing fees dating back years could be sought.
Background
Anaconda offers a distribution of Python and R programming languages that includes a curated set of open source data science packages for scientific and academic applications. The Anaconda distribution includes a package manager called Conda, and is presently offered in four tiers: Free, Starter, Business, and Enterprise. About 40 million people use the Anaconda distribution, according to the company.
In April 2020, Anaconda introduced a fee for "heavy commercial use" and in October 2020 clarified that term to mean organizations with more than 200 employees. Currently, firms with that many people are required to purchase a Business or Enterprise license.
Presented with our source's concerns, Barry Libert, CEO of Anaconda, reiterated that his private org's licensing change dates back four years - though he acknowledged putting more effort lately into identifying license violators.
"Anaconda updated its terms of service four years ago to offset the significant costs associated with maintaining and hosting our platform and services," Libert told The Register.


We are prioritizing addressing cases where our ToS are being abused


"We've taken a fair and transparent approach by providing generous notice to violators of our terms of service. However, we are prioritizing addressing cases where our ToS are being abused.
"For larger organizations with two hundred or more employees, a paid license has been required since 2020. We remain committed to supporting data science and machine learning professionals using Python by providing secure libraries that deliver immense value to individuals and their organizations. At the same time, we have a business to run, with employees we need to serve, and who serve our tens of millions of users and over a million organizations."
Asked whether Anaconda is bringing in more revenue now from academic institutions and non-profits than it did in recent years, Libert replied: "No, Anaconda is not bringing in more revenue from academic institutions and non-profits compared to a year or two years ago. We continue to actively support researchers and academics as we always have, plus we continue to contribute more than seven figures a year to support the Python community."
Libert said Anaconda continues to be free for individuals and small organizations - those with fewer than two hundred employees and contractors. "Anaconda is also free for educational entities when used in course curriculum," he said.
Research organizations that missed the memo four years ago are now scrambling to come into compliance, at the urging of Anaconda.


	VMware customer reaction to Broadcom may set the future of software licensing


	Restrictive licensing keeps businesses grounded in cloud vendor vortex


	Do we really need another non-open source available license?


	Anaconda's Python-for-Excel escapes Azure Cloud, heads for your PC


Last week, Mass General Brigham (MGB), a non-profit hospital-research organization based in Boston, Massachusetts, issued a critical notification advising potential users of Anaconda that they have until the end of August to purchase a license. The organization said it will no longer make Anaconda available in the general software repositories of its HPC cluster and that researchers who require the software need to purchase a license.
"Anaconda recently informed MGB that we appeared to have many users of this product that require the purchase of a paid license," the notification explains.
MGB in a separate post said it "was only alerted to this issue in early 2024."
Libert allowed that perhaps Anaconda could have made its licensing changes clearer.
"We understand and regret that some organizations feel they did not receive adequate notice about the changes to our Terms of Service," he conceded.
"Since implementing these changes in 2020, Anaconda has consistently communicated updates through multiple channels. While we cannot comment on the timing for specific organizations, we have made significant efforts to inform all users. We remain committed to supporting our customers and addressing any concerns during this transition." (r)
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    Nokia goes from phones to drones with Swiss service rollout

    
No pricing disclosed but plan allows users to order hands-off flights without operating any units    


    
        By 
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            8th August 2024 11:34 GMT
        
    


    
Nokia has hooked up with telco Swisscom Broadcast on a "Drones-as-a-Service" network across Switzerland, aimed at the emergency services and other applications where aerial observation is required.

  
    [image: nokia drone]
  

The Finnish networking biz says its Nokia Drone Networks service comprises 300 "drone-in-a-box" units that will be deployed across the country, letting clients request a drone flight without having to own or operate one of the aircraft themselves."
According to Swisscom, it will be offering three drone services initially as part of this drone-network launch. One is for the emergency services to help them respond to incidents, such as accidents, fires or crime scenes.
[image: nokia drone charging station]
Drone docking to a charging station - click to enlarge


The second is infrastructure inspection, with the units working to improve the safety of workers maintaining power lines, bridges and buildings, for example. Number three is perimeter protection, using drones to monitor public spaces, prisons, borders or even military facilities.
Nokia says that each "drone-in-a-box" features the drone itself, a docking station, a ground control station, a payload with video and thermal cameras, related software, and service components.
The solution uses 4G/5G wireless connectivity for data collection and Nokia claims its industrial grade drone is certified with the relevant authorities for beyond visual line of sight (BVLOS) operations. A fleet of the units can be controlled from a single remote operations center.
All of this does not come cheaply, The Register suspects, but Swisscom declined to give away how much it is costing them, saying in response to our query that it does not disclose this information.


	No, really, please ban Chinese DJI drones from America's skies, senators are urged


	Chinese researchers create four-gram drone that might fly forever


	Anthropic tries 'to enable beneficial uses' of AI by government agencies


	High-flying drones on a leash could blow traditional wind turbines away


Meanwhile, Nokia revealed it isn't a newcomer to this game, and it rolled out a similar 5G-connected drone platform for Belgium's Citymesh last year. This comprised 70 drones deployed in 35 emergency zones across the country, with the same aims of helping first responder teams.
We aren't aware of any disaster stories about drones dropping out of the sky during emergency responses or the like, so we assume that all must have gone well with that rollout - or well enough for Switzerland to pick Nokia as well.
Swisscom CEO Dominik Muller claimed in a canned statement that this deployment would take drone-based security to the next level.
"The nationwide drone network marks a further milestone in the development of digital security solutions in Switzerland. With Nokia's Drone Networks, we are adopting an established, end-to-end solution for networked drones with industrial and public security applications," he stated. (r)
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    Report: Tech misconceptions plague the IT world

    
Just snapping the webcam shutter closed won't keep a user safe online    


    
        By 
Richard Speed        
    

    
        Posted in Personal Tech,
        
            8th August 2024 10:31 GMT
        
    


    
New research shows that while many Brits will snap shut a laptop camera in the name of privacy, a worrying amount will just as happily shovel all manner of personal information into an online game in order to get a result they can share with their friends.
The survey of 10,000 consumers worldwide, including 1,000 in the UK, was conducted by Arlington Research and commissioned by Kaspersky, the controversial anti-malware outfit recently dubbed a security risk by US authorities.
The survey participants were aged between 18 and 40, and had declared themselves interested in new technology.
The results demonstrate that the infosec community still needs to do more to educate users on staying safe online.
While nearly half (49 percent) of respondents had taken the sensible step of covering their webcam when not in use, a similar amount (44 percent) admitted to "Taking funny tests or playing mini-games on social media and posting the results." Thirty-five percent were a bit superstitious about digitally forwarded messages and would send them to friends and family to avoid breaking a chain. Twenty-five percent stuck their smartphone in a special cover so hackers couldn't steal their data.
According to Kaspersky, 21 percent of Brits believe a magnet can erase a smartphone. (This might be true if you used that magnet to smash the device into millions of tiny pieces.) That sound you can hear is a thousand IT professionals slapping their faces with the palms of their hands.
It gets worse. Almost half (40 percent) of users believe that browsers' "incognito mode" makes their activity invisible to everyone, and nearly a quarter (24 percent) assume an encrypted messaging service such as WhatsApp will make live links safe to use. Twenty-two percent believe iOS-based products are immune to all attempts to hack them.
That said, some worries are grounded in reality. Forty-one percent of respondents expressed suspicion regarding the amount of data collected by modern cars. It's a reasonable question, particularly after Mozilla's 2023 excoriating report into the information collection habits of certain car makers.


	US cybercops take on 'pig butchering' org, return $9M in scammed crypto


	Lights, camera, AI! Real-time deepfakes coming to DEF CON


	What does Google Gemini do with your data? Well, it's complicated...


	You've just spent $400 on a baby monitor. Now you need a subscription


Compounding the problem is the age range of the users surveyed - you'd expect this cohort would be more tech-savvy but they nonetheless still appear subject to the same myths and misinformation that pervades the average friends and family WhatsApp group.
David Emm, principal security researcher at Kaspersky's Global Research and Analysis Team, said: "Our research underscores the significance of a well-informed approach to cybersecurity and digital privacy.
"Ensuring safety and protection requires maintaining a critical mindset, relying solely on verified sources and facts. This means disregarding unproven techniques and myths, while being aware of the digital discrepancies that permeate our online lives." (r)
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    UK Royal Mint mining PCBs for precious metals in e-waste recovery effort

    
There's gold in them thar boards    
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The UK's Royal Mint has cut the ribbon on its Precious Metals Recovery factory, which extracts material from old Printed Circuit Boards (PCBs).
E-waste is a growing headache for the world and includes anything from end-of-life electronics to the contents of those boxes you can't bear to part with. According to the Royal Mint, "It is often summarized as anything with a battery or a plug."
Circa 50 million metric tons of e-waste are generated by Brits every year, a figure that is expected to reach a staggering 120 million tons by 2050, says the Royal Mint, which is the UK's official producer of British coins.
This makes the 4,000 metric tons of e-waste which the Royal Mint says its "World First Precious Metals Recovery Factory" can process feel like a drop in the ocean. However, it is a start and focuses on pulling material from PCBs.
The Royal Mint says 99 percent of gold can be extracted from PCBs. Also recoverable on-site or through downstream processes are silver, palladium, copper, iron, aluminum, and tantalum.
Pulling gold from e-waste is not a new concept, but it has historically involved some rather energy-intensive processes. According to the Royal Mint, the UK facility uses a new method created by Canadian-based Excir, which works at room temperature and selectively targets gold within seconds.
The process can reportedly generate up to 450kg of gold from those 4,000 tons. The Royal Mint says the recovered gold would be used predominantly within its own line of sustainable jewellery, "but can be used across all gold products."
As anyone faced with recycling obsolete computer equipment will attest, the amount of gold that can be extracted depends very much on the type of PCB involved.


	British Prime Minister Sunak's plans for UK NFT on ice


	SAP system gives UK tax collector a PS750B headache as clock ticks on support


	US Treasury says NFTs 'highly susceptible' to fraud, but ignored by high-tier criminals


	Never mind the Saudis: Here's a new OPEC for EV battery metals


According to a UN report, e-waste is growing five times faster than it can be recycled. Dealing with the problem is a challenge. One approach is to change how old electrical goods are disposed of. Another is to make it easier and more economical to repair broken equipment, thanks in part to right-to-repair legislation.
The solution is most likely a combination of all approaches, although Microsoft's plan to render millions of perfectly functional PCs obsolete at a stroke, thanks to the hardware requirements of Windows 11, will not help those efforts. (r)
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    Entrust faces years of groveling to regain browsers' trust, say rival chiefs

    
Sectigo bosses claim it's only a matter of time before Microsoft and Apple drop Big E from their root stores too    
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After falling down in the estimations of major browser makers Google and Mozilla, Entrust faces a lengthy fight on its hands to regain industry trust and once more issue trusted TLS certificates.
That's according to the top dogs at rival cert issuer Sectigo. The company also claims that Microsoft and Apple are likely to follow in their competitors' footsteps in distrusting certificates newly issued by Entrust in Edge and Safari respectively.
Not only would the process of regaining the trust of major browsers take years, Sectigo's CTO Nick France told El Reg, it's a feat never accomplished before. None of the 14 certificate authorities (CA) previously distrusted as public root authorities have gone on to regain their status in the CA world.
"Google's policies are stringent and clear: Once trust is lost, regaining it is exceedingly difficult," said Sectigo CEO Kevin Weiss in an address shared with The Register before publication. "Only a select few global technology companies are granted the immense privilege of being custodians of digital trust. 
"It can take from 18 months to several years to have a public root trusted by browsers. This privilege comes with a non-negotiable responsibility - one that I personally feel a public duty to uphold."
"Google didn't decide to remove Entrust from its root store on a whim. Entrust has consistently failed to meet baseline requirements for years," Weiss claimed, adding he believed the biz had spent "months" obfuscating and "refusing to deal with the community about what it was doing."
We've covered the whole Entrust fiasco a fair bit recently. First Google dropped it in June as a public root authority, primarily meaning future Chrome versions won't accept websites' HTTPS certs if they were newly issued by Entrust; Firefox maker Mozilla followed suit last week. To quickly summarize: Entrust is alleged to have failed in a number of ways in recent years.
According to Google, these allegedly included delayed and failed revocation of certificates, failing to provide incident reports, and administrative errors such as including invalid data in certificate fields.
This showed the wider industry a "pattern of concerning behaviors," as Google put it, which added that Entrust could no longer be trusted to issue security certificates as a root authority. Entrust pinned many of these issues on misinterpretations of compliance requirements.
To top it all off, at the end of July Entrust was also accused of threatening customers with the revocation of their still-valid certificates if they refused to renew per its new terms in partnership with SSL.com.
Bruce Morton, director of certificate services at Entrust, denied the accusation immediately, saying this didn't reflect its renewal policies. When pressed on the matter, his response suggested the renewal procedure depends on what licensing model was taken up by the customer.
To maintain its relevance in the CA space while it works on regaining its lost trust, Entrust partnered with SSL.com, a trusted public root, and will essentially be a reseller of SSL.com's certs with the Entrust name slapped on it, making it more a registration authority (RA) rather than a fully fledged CA.
However, the two Sectigo chiefs said Entrust's plans to continue offering certs as an RA amounts essentially to asking its customers to wait and see if it all pans out as Entrust hopes, which isn't a certainty.
"The SSL.com integration doesn't exist yet. They haven't offered a way for customers to test it or test an SSL.com certificate. It's an unknown, with no release date and no guarantee it'll work," claimed France. 
"It also assumes that the SSL.com certificates are as widely compatible as Entrust's were and that SSL.com and Entrust are 'like for like' with their certificates. They may not be."
Weiss added it remains unclear whether SSL.com will be able to handle the increased volume of customers.
France also claimed the decision to partner with SSL.com was likely one made out of limited choice. Entrust needed a CA partner that served its primary demographic, North America, and one with which it doesn't compete with its other products, such as private PKI.
Entrust's new SSL.com-issued certs come with a premium. For example, an Organization Validation Wildcard cert bought directly from SSL.com for a single year costs $299, but buying the same from Entrust will cost customers $799. France asserted that given the limited options Entrust had when selecting SSL.com to partner with, "the pricing discrepancy was probably just a risk they had to accept and deal with."
Disregarding its new plan to regain trust as a CA, Entrust's attempts to curry favor after Google dropped it in July have been described as "too little too late." Sweeping organizational changes, from leadership to internal processes, and an increase in R&D spending on automation, have come too late to convince browser makers it can do right by its customers.
The company's newly issued certs will stop working in Chrome in November, and in Firefox a month later. How the transition unfolds and how many customers choose to stay with Entrust is not yet answered, but judging by the sentiment expressed in online discussions, it's possible many customers will go their own way.


	Firefox's Mozilla follows Google in losing trust in Entrust's TLS certificates


	Google cuts ties with Entrust in Chrome over trust issues


	LastPass admits attackers have a copy of customers' password vaults


	LockBit gang hit by DDoS attack after threatening to leak Entrust ransomware data


The Register approached Entrust for its say on things, and until we hear from it, we can look back at its statement responding to Mozilla distrusting it last week. At the time, a spokesperson re-upped its initial ambition to keep fighting for its CA status.
They said: "Though we are disappointed by the decision, our plans have not changed. We remain committed to serving the digital certificate needs of our customers, and also to our role as a Certificate Authority. 
"We are pleased that Mozilla endorsed our plan to continue offering our customers digital certificates by acting as a Registration Authority for TLS certificates issued by our partners at SSL.com. At the same time, we are actively and vigorously implementing an improvement plan to return to full browser acceptance." (r)
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    Rickety Raptor Lake CPUs won't lose Turbo-boosted speeds after microcode medicine, Intel claims

    
Chipzilla still has ways to stop these processors cooking in their own juices    
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            8th August 2024 07:31 GMT
        
    


    
Intel has claimed the microcode update it's delivering for wonky 13th and 14th generation Raptor Lake CPUs won't compromise the chips' top end clock speeds.
At a press conference held by Intel and Asus in China, a Chipzilla rep reportedly said "The update patch will not affect the turbo frequency capability," according to a presentation slide captured by a Weibo user and run through Google Translate, which we believe is accurate.
The upcoming microcode patch, slated to arrive in mid-August, aims to stop Raptor Lake chips from frying themselves by lowering the amount of voltage the CPUs use. Excess voltage can and will cause processors to destroy themselves - and indeed plenty of Intel chip owners have complained about the issue since Raptor Lake debuted in late 2022 with the 13th Gen product.
However, there has been speculation that the update might reduce performance. After all, Raptor Lake CPUs come with record-breaking boost clock speeds, which require a decent amount of voltage. If Intel is to be believed, nothing will change after the update is released - which is good news for Raptor Lake chip owners even if they have reason to worry their processors could cook in their own juices.


	Intel tacks two years onto Raptor Lake CPU warranty after voltage crash fiasco


	Intel to shed at least 15% of staff, will outsource more to TSMC, slash $10B in costs


	Game dev accuses Intel of selling 'defective' Raptor Lake CPUs


There are, however, ways Intel could technically keep clock speed at current levels but still depress performance. Unlocked, K-class Raptor Lake CPUs will chug along at the same clock speed under load for an infinite amount of time by default - but Intel could change that and have those processors stop boosting, or boost to a lower value, or limit the time spent at boosted speeds, to prevent damage.
This is how Raptor Lake CPUs that can't use Turbo Boost work: they have a higher power limit (termed PL2) which they usually run at for 28 seconds, before settling into a lower power limit (PL1).
If Intel compromises on boost frequencies in some way, it could spark even further backlash. AMD was on the receiving end of user complaints in 2019 after it launched its Ryzen 3000 series, which were found not to hit advertised speeds properly. Ever since, the chip maker clarifies that its "max boost clock" is for "bursty single-threaded workloads" and depends on a variety of factors like cooling and the motherboard used.
The Register has reached out to Intel for further comment on the performance implications of the new microcode. (r)
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    Rising AI tide lifts price of all chips - HBM, natch, but also slower memory and storage

    
Thank binary brainboxes for helping to inflate PC and Smartphone prices    
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AI infrastructure is a hot commodity, as is the high bandwidth memory (HBM) on which it depends, driving up prices for the newfangled tech and for less glamourous memory and storage hardware.
The AI boom is great news for memory vendors manufacturing the highly coveted chips. According to IDC, Micron and Samsung saw their revenues rise 57.7 and 78.8 percent respectively in Q1, year over year, while SK hynix - one of the leading producers of HBM - saw its revenues boom more than 144 percent.
IDC also notes that the emerging AI PC and AI smartphone segments appear to be benefiting chipmakers, as devices running even modest AI models can require multiple gigabytes of storage and DRAM. To make AI performance pleasing to users, faster memory is often required, too.
"With the rising demand for AI in datacenters and the device market, memory is projected to remain an important driver for the development of the [integrated device manufacturing] IDM in the second half of 2024 (2H24)," the research firm wrote.
The bad news is it appears those looking to get their hands on a GPU-powered servers, or just a new PC, may have to pay more as a result.
IDC's findings reinforce earlier reports predicting higher memory prices. Back in December, Gartner estimated that global semiconductor revenues would grow 16.8 percent year-on-year in 2024 to $624 billion.
For much of 2023 an oversupply of memory depressed prices. Demand for AI-capable systems of all sorts led to predictions of a quick rebound in 2024. Gartner predicted a double-digit revenue expansion and, you guessed it, higher prices.
How much higher? According to the industry watchers at TrendForce, customers are already negotiating HBM supply for 2025, leading suppliers to preemptively raise prices by between five and ten percent. Doing so hasn't deterred buyers: Micron and SK hynix have both revealed they're nearly sold out of their supply of HBM through 2024 and much of 2025.
Given limited supply, Nvidia has reportedly begun courting Samsung as an alternative source of HBM for its next-gen accelerators. Reuters reported on Wednesday that Sammy's eight-layer HBM3E had passed Nvidia's quality assurance tests for use in its GPUs - but it had not yet signed a supply deal.
Citing sources familiar with the matter, Reuters also reported that Samsung was working to qualify its more sophisticated 12-layer HBM for use in Nvidia's GPUs, but that it is yet to pass quality assurance tests.


	AMD's latest desktop CPUs feature lower prices yet again as Intel readies a fightback


	Faulty instructions in Alibaba's T-Head C910 RISC-V CPUs blow away all security


	AMD hopes to unlock MI300's full potential with fresh code


	Nvidia reportedly delays Blackwell GPUs until 2025 over packaging issues


However, it's not just DRAM and HBM that's seeing price hikes. If you've noticed that SSDs have been getting more expensive, you can blame AI for that, too. As we previously reported, NAND flash revenues jumped 28.1 percent to $14.71 billion during the first quarter of 2024 - driven in large part by demand for high-performance GPU servers.
According to TrendForce this has driven PC and smartphone vendors to fortify their inventories, thereby pushing up the average selling price of NAND flash. In the enterprise, datacenter SSD prices grew 15 percent on average. (r)
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    ICANN reserves .internal for private use at the DNS level

    
Vint Cerf revealed Google already uses the string, as do plenty of others    
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The Internet Corporation for Assigned Names and Numbers (ICANN) has agreed to reserve the .internal top-level domain so it can become the equivalent to using the 10.0.0.0, 172.16.0.0 and 192.168.0.0 IPv4 address blocks for internal networks.
Those blocks are reserved for private use by the Internet Assigned Numbers Authority, which requires they never appear on the public internet.
As The Register reported when we spotted the proposal last January, ICANN wanted something similar but for DNS, by defining a top-level domain that would never be delegated in the global domain name system (DNS) root.
Doing so would mean the TLD could never be accessed on the open internet - achieving the org's goal of delivering a domain that could be used for internal networks without fear of conflict or confusion.
ICANN suggested such a domain could be useful, because some orgs had already started making up and using their own domain names for private internal use only. Networking equipment vendor D-Link, for example, made the web interface for its products available on internal networks at .dlink. ICANN didn't like that because the org thought ad hoc TLD creation could see netizens assume the TLDs had wider use - creating traffic that busy DNS servers would have to handle.
Picking a string dedicated to internal networks was the alternative. After years of consultation about whether it was a good idea - and which string should be selected - ICANN last week decided on .internal. Any future applications to register it as a global TLD won't be allowed.


	Tech luminaries warn United Nations its Digital Compact risks doing more harm than good


	tz database community up in arms over proposals to merge certain time zones


	250 million-plus reserved IPv4 addresses could be released - but the internet isn't built to use them


	APNIC: Big Tech's use of carrier-grade NAT is holding back internet innovation


Interestingly, one of the submissions in favor of the idea came from Google, whose vice president and chief internet evangelist Vint Cerf penned a document in which he revealed that the Big G has used .internal for years.
"Google Cloud needed a private-use TLD to remove external dependencies and prevent collisions with delegated TLDs," he wrote. "Due to the lack of an existing private-use name, Google adopted .internal in an ad hoc fashion."
Cerf also revealed that "a significant number of Google Cloud customers" use .internal for enterprise applications that are "deployed at scale across multiple computing environments."
He also wrote that Google is aware the string is already widely used for the purposes ICANN proposed, and that the .internal TLD is already the highest ranked undelegated Top-Level Domain listed on ICANN's own DNS Magnitude statistics page.
ICANN admitted that it is not certain setting aside .internal will improve anything. But the org's decision states "it will not introduce any new security, stability or resiliency issues" or make existing issues any worse.
Those of you who administer internal DNS now have a sanctioned alternative to choosing an ad hoc TLD for your network. Or you can just create a subdomain of your existing TLD - as was possible before ICANN pondered this initiative.
The .internal world is your .oyster. (r)
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    Would you rather buy space broadband from a billionaire, or Communist China?

    
Beijing's first Starlink-slayers are in orbit, and buyers beyond the Great Firewall are on the agenda    
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The first batch of satellites in China's answer to Starlink - known as the Qianfan Constellation, sometimes also called G60 - was launched into orbit on Tuesday.
State-owned China Aerospace Science and Technology Corporation, whose subsidiary China Great Wall Industry Corporation (CGWIC) was the launch general contractor, deemed the launch of 18 satellites aboard a Long March-6 rocket "a complete success."
State-sponsored media called it a "milestone event" for the global satellite internet industry.
A total of 108 satellites are slated to go up this year, followed by 540 more in 2025, operated by another state-owned enterprise, Shanghai Spacecom Satellite Technology (SSST).
China's goal is to place 15,000 satellites into low Earth orbit (LEO) by 2030, providing internet to users in remote areas and regions.
Rural areas are home to about 40 percent China's population. While internet access is widespread in the country, the World Bank found that 24 percent of citizens weren't internet users as of 2022.


	After scaring the world, China shows off 'chute that can aim Long March rockets' descents


	China lobs tech demo into orbit for People's Republic version of Starlink


	Chinese researchers create four-gram drone that might fly forever


	Trouble in space as Boeing's not going, and China's back from the Moon


So there are plenty of potential users for the satellite service in China, but the constellation is intended to provide network coverage beyond the Middle Kingdom.
Indeed the system reportedly could see early take-up from users from areas like Southeast Asia sooner than within China, as it faces challenges obtaining domestic operating licenses.
China's satellite broadband could therefore broaden choice beyond the usual players: Space X, with its Starlink and Amazon's planned Project Kuiper service. The latter recently pushed the first launches of its planned 3000-plus birds into late 2024.
Chinese outfits are working on two other satellite broadband constellations besides Qianfan. Those are China Star Network Company's 13,000-strong planned GW Constellation, and Hongqing Technology's 10,000-strong Honghu-3 Constellation.
Qianfan's differentiator is a service tuned to the needs of Internet of Things devices, and workloads like autonomous driving, according to The Global Times.
The proliferation of broadband satellites into LEO does prompt the question: where are they all going to fit?
The potential for collisions even saw Amazon led to fit thrusters to Project Kuiper prototypes - in part so the machines can change orbits and dodge debris.
Debris issues aren't just out in space though. Some Chinese launches have infamously dropped boosters near villages and used trajectories that cause concern among other nations that large objects could reach their shores and pose a threat to local populations. (r)
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    Your victim's Windows PC fully patched? Just force undo its updates and exploit away

    
This guy showed the world how - with the right level of access    
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Black Hat Techniques to forcibly remove security patches from Windows machines so that fixed vulnerabilities are exploitable again were demonstrated this week.
These methods are a handy means for rogue users, intruders, and malware that already have a presence on a victim's computer to remove updates supplied by Microsoft so that old bugs can be abused to fully hijack the box, possibly without even setting off any threat-detection tools.
It appears you must already have administrative access, or be able to make a privileged account complete some steps, to pull these attacks off. If you have that kind of access, you can already do a lot of damage and steal a lot of things from the system, so we can't see this research being that devastating for most people.
Still, some miscreants out there might find it useful to really drill into and persist quietly in a target's environment, plus it reveals more about the inner workings of Windows, and so it's arguably worth pointing it out to folks.
The approach was developed Alon Leviev, a researcher at infosec biz SafeBreach, and revealed at the Black Hat conference in Las Vegas. It was inspired by the BlackLotus UEFI bootkit that downgraded the Windows boot manager to an exploitable version so that Secure Boot could be bypassed.


I was able to downgrade the OS kernel, DLLs, drivers ... basically everything that I wanted


"I found a way to take over Windows updates to update the system, but with control over all of the actual update contents," Leviev told us in an interview prior to his event talk. "I was able to downgrade the OS kernel, DLLs, drivers ... basically everything that I wanted."
That forcible unauthorized downgrade can be performed against Windows 10 and 11 and Windows Server editions, plus the operating system's virtualization support.
"The entire virtualization stack is vulnerable to downgrades as well," Leviev told us. "It's simple to downgrade credential guard, the secure kernel, and even the hypervisor itself, and compromising the hypervisor gives even more privilege than the kernel, which makes it even more valuable."
What's more, we're told, it's stealthy. "It is fully undetectable because it's performed in the most legitimate way [and] is invisible because we didn't install anything - we updated the system," Leviev told us.
Response
The SafeBreach bod tipped off Microsoft about the weaknesses he found six months ago, and the IT giant, to coincide with his conference presentation on Wednesday, issued two out-of-band advisories. The Windows maker has yet to formulate a full fix for the security holes Leviev discovered, and it is for now alerting customers.
"We appreciate the work of SafeBreach in identifying and responsibly reporting this vulnerability through a coordinated vulnerability disclosure," Microsoft said in a statement.
"We are actively developing mitigations to protect against these risks while following an extensive process involving a thorough investigation, update development across all affected versions, and compatibility testing, to ensure maximized customer protection with minimized operational disruption."
The first advisory from Redmond, tracked as CVE-2024-38202, tackles what Microsoft has accepted is an elevation-of-privilege vulnerability in the Windows Update Stack. It reads:


Microsoft was notified that an elevation of privilege vulnerability exists in Windows Backup, potentially enabling an attacker with basic user privileges to reintroduce previously mitigated vulnerabilities or circumvent some features of Virtualization Based Security.


Microsoft is developing a security update to mitigate this threat, but it is not yet available.


Microsoft is not aware of any attempts to exploit this vulnerability. However, a public presentation regarding this vulnerability was hosted at BlackHat on August 7, 2024. The presentation was appropriately coordinated with Microsoft but may change the threat landscape.


Thus, it's possible to force a system to undo its updates, so that it's exploitable again.
Redmond recommends users check out the above advisory for more details on how to mitigate this threat. The IT giant indicated that though this is exploitable by non-privileged and non-administrator users, extra steps are needed involving a privileged account to pull off this forced, unauthorized rollback of updates.
"An attacker attempting to exploit this vulnerability requires additional interaction by a privileged user to be successful," Microsoft pointed out.
Next, there's CVE-2024-21302, described by Microsoft as a Windows secure kernel mode elevation-of-privilege vulnerability. This requires admin rights to execute. We're told:


Microsoft was notified that an elevation of privilege vulnerability exists in Windows based systems supporting Virtualization Based Security (VBS) including a subset of Azure Virtual Machine SKUS; enabling an attacker with administrator privileges to replace current versions of Windows system files with outdated versions.


By exploiting this vulnerability, an attacker could reintroduce previously mitigated vulnerabilities, circumvent some features of VBS, and exfiltrate data protected by VBS.


A proof-of-concept tool to pull all this off, called Windows Downdate, was developed by Leviev and introduced at Black Hat. Presumably it'll be made available so that folks can assess how vulnerable they are to these shortcomings. The researcher published his findings in full here if you're interested. (r)
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    Angstrom age angst ameliorated as ASML's High NA EUV chipmaking kit delivers

    
Imec tests show Dutch master etcher has markedly boosted transistor density    
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Research org Imec claims it has demonstrated the viability of ASML's next generation extreme UV technology for next generation chip manufacturing, showing off how it can create patterned structures at a smaller scale than previously possible - in a single pass.
[image: IMEC DRAM patterning]
Imec's DRAM patterning - click to enlarge


Dutch firm ASML is the world's leading source of lithography kit that etches patterns into silicon wafers - a critical step in the chipmaking process that usually requires several passes to create different layers inside a chip. The firm for years relied on deep ultraviolet (DUV) light for that job, but that tech can't build chips of the density today's designers demand for the most powerful silicon. Extreme ultraviolet (EUV) lithography, which uses shorter wavelength light, was ASML's next step. High NA (numerical aperture) EUV is the step after that. It theoretically makes it possible to print transistors 1.7 times smaller - and therefore achieve transistor densities 2.9 times higher - than is possible with current tech.
According to ASML, the big advance in High NA EUV lithography is new optics. Numerical aperture is a measure of the equipment's ability to collect and focus light, and the larger aperture means more light and thus greater resolution.
High NA UV is expected to debut in 2025, so interest in how it performs is considerable, as once it is upon us chipmakers have suggested we'll stop measuring chips in nanometers and instead adopt the even smaller angstrom.
Belgian-based Imec (Interuniversity Microelectronics Center) claims it has successfully patterned minute logic structures in a single exposure - illustrating that High NA technology can eliminate the need for several mask layers in future chip production.
The research work was carried out at the joint Imec and ASML High NA EUV lithography laboratory opened in June this year, sited at Veldhoven in the Netherlands.
Part of the lab's purpose is to give semiconductor manufacturers access to ASML's High NA EUV photolithography kit and associated tools, so they're ready to wield it once it arrives in their fabs.
Imec explained that among the processes demonstrated, it successfully patterned single exposure random logic structures with 9.5nm dense metal lines - corresponding to a 19nm pitch - achieving sub-20nm tip-to-tip dimensions after exposure using ASML's 0.55NA EUV equipment.
"The results showcase the unique potential for High NA EUV to enable single-print imaging of aggressively-scaled 2D features, improving design flexibility as well as reducing patterning cost and complexity," observed Imec's Steven Scheer, senior VP for compute system scaling.
Looking beyond logic structures, Imec claims it successfully patterned designs that integrate the storage node landing pad with the bit line periphery for DRAM, again in a single exposure. This achievement underscores the potential of High NA technology to replace the need for several mask layers in the chipmaking process.


	Upcoming US export rules on chipmaking tools won't apply to friendly countries


	Semiconductor shares slump - possibly thanks to Biden and Trump


	Rising ASML sales overshadowed by fears of more drastic US restrictions


	Huawei lays final bricks of billion-dollar Shanghai R&D complex


Imec president and CEO Luc Van den hove noted that the results confirm the long-predicted resolution capability of High NA EUV lithography to target sub-20nm pitch metal layers in a single exposure.
"High NA EUV will therefore be highly instrumental to continue the dimensional scaling of logic and memory technologies - one of the key pillars to push roadmaps deep into the 'angstrom era'," he declared. An angstrom is a tenth of a nanometer.
But Alan Priestley, vice president analyst at Gartner, argued this is not much more than a progress update - one more step on the way to getting High NA EUV in volume production.
"The real thing to watch is what TSMC/Intel say as regards their deployment and use of these tools for manufacturing chips on a specific process node," he told The Register.
ASML's High NA EUV TWINSCAN EXE:5000 products are expected to cost about EU350 million ($373 million) each.
Intel is understood to have received the first production High NA EUV machine at its facility in Hillsboro, Oregon, earlier this year for use with its upcoming 14A process node. Chipzilla is believed to be in receipt of a second unit.
TSMC is also rumored to possess one of the machines. However, the Taiwanese semiconductor giant said earlier this year that it does not need High NA EUV photolithography to produce 1.6nm chips with its next-gen A16 process - in which the A stands for "angstrom." (r)
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    Cloud storage lockers from Microsoft and Google used to store and spread state-sponsored malware

    
Why run your own evil infrastructure when Big Tech offers robust tools hosted at trusted URLs?    
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Black Hat State-sponsored cyber spies and criminals are increasingly using legitimate cloud services to attack their victims, according to Symantec's threat hunters who have spotted three such operations over recent months, plus new data theft and other malware tools in development by these goons.
The security firm's Marc Elias discussed the different groups, and their favorite cloud platforms, during a Wednesday talk at the Black Hat infosec conference. He told The Register criminals use clouds many of the same reasons as legitimate organizations, plus the fact that they make it easier to avoid being caught snooping around on victims' networks.
"One of the benefits is the infrastructure costs are zero for the nation-state groups," Elias, a threat hunter at Symantec, explained during an interview on the outskirts of the annual hacker conference in Las Vegas.
"They can create free accounts on Google Drive or Microsoft, and they don't have to pay anything to maintain that infrastructure," he added. "Also, it is difficult to detect these kinds of attacks because the traffic is encrypted, and it's to legitimate domains."
Some of the more recent campaigns include a backdoor that Symantec named "Grager" after spotting it being used against three organizations in Taiwan, Hong Kong and Vietnam in April. This piece of malware used Microsoft's Graph API to communicate with the attacker's command and control server, hosted on Microsoft OneDrive.
The crew behind the Grager backdoor "registered a malicious domain mimicking the real 7-Zip software, and redirected victims to that malicious domain via search engines. So that was a very interesting infection chain - the attackers tried to be very stealthy in that campaign," Elias said.
Symantec's threat intel group published research on Grager and several other nation-state campaigns abusing cloud tools today. With Grager, they noted tentative links to a group known as UNC5330 suspected to have ties to the Chinese government.
The domain hosting Grager - hxxp://7-zip.tw/a/7z2301-x64[.]msi - is a typosquatted URL used to nab folks searching for the real 7-Zip open-source file archiving tool. Once the malware is downloaded, it drops a trojanized version of 7-Zip onto the infected machine, which then installs the real 7-Zip software, a malicious file named epdevmgr[.]dll, Tonerjam malware, and the Grager backdoor.
Mandiant previously connected Tonerjam to UNC5330. "And in our telemetry as well, we found the same Tonerjam sample deployed by another benign executable associated by Mandiant to the same group," Elias observed.
According to Elias, in March his team found another backdoor believed to be under development and named "Moon_Tag" by its developer. This malware is based on code published in this Google Group and contains functionality for communicating with the Graph API. Symantec attributed MoonTag to a Chinese-speaking group, based on the Google Group and the infrastructure used.


	Faulty instructions in Alibaba's T-Head C910 RISC-V CPUs blow away all security


	SAP Core AI bugs allowed access to internal network servers, say researchers


	Lights, camera, AI! Real-time deepfakes coming to DEF CON


	Sneaky SnakeKeylogger slithers into Windows inboxes to steal sensitive secrets


Even more recently, Symantec spotted a backdoor called Onedrivetools that was deployed against IT services firms in the US and Europe. This software nasty first drops a downloader that authenticates to Graph AI and then downloads and executes a second payload stored in OneDrive. The main payload, however, is a publicly available file from GitHub.
The malware creates a new folder in OneDrive for each compromised computer and uploads a file to OneDrive that alerts the attackers to a new infection. This backdoor also gives the criminals access to victims' files, which they then exfiltrate by downloading from OneDrive. Microsoft's cloud file sharing tool is also source of malware sent to infected machines.
Symantec notes that in these attacks, the crew used a tunneling tool - Whipweave - that they suspect is built upon the open source Chinese VPN Free Connect (FCN) project. This connects to the Orbweaver Operational Relay Box (ORB) network to further obfuscate the malicious traffic.
"In these past two years we have seen quite a lot of nation-state APT groups from diverse geographics leveraging cloud services for their campaigns to be stealthy," Elias warned - adding that he only expects this trend to grow, because of the benefits to attackers.
To help network defenders, Symantec has also published a list of indicators of compromise and MITRE tactics, techniques and procedures used by the attackers - so check these out, too. And happy hunting. (r)
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    Samsung boosts bug bounty to a cool million for cracks of the Knox Vault subsystem

    
Good luck, crackers: It's an isolated processor and storage enclave, and top dollar only comes from a remote attack    
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Samsung has dangled its first $1 million bug bounty for anyone who successfully compromises Knox Vault - the isolated subsystem the Korean giant bakes into its smartphones to store info like credentials and run authentication routines.
Samsung's not made it easy to become a bug-blasting millionaire. Scoring the cash requires demonstrating use of a zero-click method - no user interaction required - to crack a Galaxy S or Z handset as an unprivileged user and come away with credentials.
As Knox Vault has its own processor and storage - both isolated from the handset's main processor and therefore resistant to attacks that exploit shared resources - the challenge facing crackers is substantial.
Achieving the same result with local access will only yield up to $300,000 under the new terms of Samsung's Important Scenario Vulnerability Program.
Another big money target is Samsung's TEEGRIS - a trusted execution environment present in some devices that use the Korean giant's own Exynos SOCs. Demonstrating a successful compromise will bring in $400,000 if done remotely while a local crack will score $200,000. But be warned: simply subverting a Trustlets app in the software doesn't count - you need to defeat the operating system directly.
For those who fancy attacking Samsung's Rich Execution Environment (REE) operating system, the rewards are less lucrative: $150,000 for a local attack and double that for a remote one - but again with caveats. Any payout will vary depending on the degree of privilege escalation attackers can achieve, and the efficacy of the code they can run.
Folks who can unlock a Samsung device and plunder user data before the handset is first unlocked will net up to $400,000 - although that is dependent on the amount of information that can be snaffled. If an attacker can defeat Samsung's Auto Blocker anti-malware engine then there's another $100,000 on offer, but you'll need to establish a persistent presence on the device to get the full payout.
Other apps are also included in the payout program. Managing to install an app from a third-party app store remotely is worth $100,000, or half that if done locally. This falls to $60,000 and $30,000 for apps already in Samsung's Galaxy Store, for remote and local hacks respectively.
"After running the program for several years, the biggest lesson learned is that researchers are my dear and grateful friends who take their time to look at our products from various perspectives and help make them secure and safe," wrote Jasper Park, lead at Samsung Mobile Security's Product Security Incident Response Team. "I sincerely appreciate your help."
While the big money bounties are tempting, Samsung's record suggests they are proportionate to difficulty. In the seven years since Samsung started its program the biz has paid out under $5 million - and the top individual award from last year was just $57,190. In 2023 Samsung coughed up $827,925 to 113 people for their bug-finding efforts.
For real cash, pick on Redmond
By contrast, Microsoft has splashed seriously big bucks for bugs - 343 attackers from 55 countries took home $16.6 million in the 12 months ending July this year. Redmond's biggest reward was $200,000 to an unnamed individual.
Microsoft resisted the idea of bug bounties for years, but was finally persuaded to try them after a three-year campaign by Katie Moussouris - then Redmond's senior security strategist and now CEO of Luta Security. The bounty program was launched at the Black Hat 2013 security conference, with a top prize of $100,000 and a free laptop - unfortunately running Windows 8.1, but you can't have everything.
In a subsequent study, Moussouris found some good news for Samsung: money is not necessarily the prime motivating factor for some security researchers. Two years after Microsoft started its bounty program, she conducted research showing that, in some cases, the publicity for flaw finders' businesses was more important than hard cash.
But the money is always nice, and it's a cheap program for Redmond to run - costing around two hours of net income for the software slinger based on its 2024 accounts.
"The Microsoft Bounty Program is crucial to our proactive strategy of incentivized research programs to engage the external research community to partner and protect our customers from security threats," commented Madeline Eckert, senior program manager of researcher incentives at Microsoft.
"These programs encourage researchers to surface vulnerabilities in high-priority attack surfaces, allowing Microsoft to fortify our products in a continuously changing security landscape." (r)
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    Devices with insecure SSH services are everywhere, say infosec duo

    
'Serendipitous' discovery may have you second guessing your appliances    
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Black Hat A funny thing happened to security researchers at attack surface management company runZero when they were digging into the xz backdoor earlier this year: They found a whole bunch of vulnerabilities stemming from poorly secured or implemented SSH services.
The discovery, which runZero director of security research Rob King said was "pure serendipity," began after he and runZero founder HD Moore started investigating the mysterious, almost certainly pseudonymous, individual believed to be responsible for the xz backdoor in certain SSH server deployments: Jia Tan. 
"We were poking the [SSH] protocol in ways it isn't usually poked," King told The Register. "We never found Jia Tan, but we did find tons of long-tail issues in SSH." 
Not in the SSH protocol, mind you, but in a bunch of server-side deployments and implementations of it in wireless access points, routers, firewalls, and other stuff you would hope would be secure yet apparently are not.
That some equipment out there has remotely accessible security holes is not a surprise; what's interesting here is that this research concerns bungled SSH-secured services. If you were expecting SSH-based access to be inherently secure, guess again.
On wireless access points (WAPs) specifically, "there are about 36,000 connected to the internet that we can get to," King said, "and at least 900 of those are still vulnerable."
Many of the vulnerabilities King and Moore discovered are related to old SSH features that haven't been improved in recent years, leaving potential openings for an attack on secure shell servers. Those include unauthenticated information exposure, unusual implementation of public key authentication, default exposure to brute force attacks, and other problems. 
"We didn't discover any specific vulnerabilities in mainline OpenSSH or Dropbear," King said, citing two of the most popular SSH client-servers as an example. "It's more that we found vulnerabilities in products that were using them because they weren't necessarily using them correctly."
In one particularly serious case, King cited an issue they found involving Git servers and their use of SSH that can lead to remote code execution and gaining arbitrary access to source code. "I had a lot of fun with that one," King told us. 
Oh, SSHit - this is serious, isn't it?
King and Moore's Black Hat talk today about their findings goes into additional detail on the pervasive nature of vulnerabilities in poor SSH implementations and usage, and their existence in lots of devices, but suffice it to say this is one issue you'll want to check your devices against.
As is often the case when these sorts of discoveries are made, runZero has released a tool, dubbed SSHamble, that can be used to test SSH implementations for vulnerabilities that have generally gone unnoticed due to the fact that no one thinks to look for them.


	SSH shaken, not stirred by Terrapin vulnerability


	Nasty regreSSHion bug in OpenSSH puts roughly 700K Linux boxes at risk


	Passive SSH server private key compromise is real ... for some vulnerable gear


	GitHub publishes RSA SSH host keys by mistake, issues update


"You don't find what you don't look for," King told us. 
Aside from one of the issues he discovered (CVE-2024-41956), King was hesitant to go into specifics about what's vulnerable and where they might be found - understandable, given how wide-reaching the issue could be and how much damage it could do. 
Thankfully, he's not aware of anyone exploiting these SSH-based vulnerabilities in the wild, and several of the issues have been patched, but haven't yet been publicly disclosed. Keep an eye out for them! We are. (r)
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    AMD's latest desktop CPUs feature lower prices yet again as Intel readies a fightback

    
Brand-new Ryzen 9000 processors are about 10% cheaper than their Ryzen 7000 counterparts    
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AMD's next generation of desktop CPUs launch from tomorrow, and they'll feature lower prices than the last series.
Its Ryzen 7 9700X and the Ryzen 5 9600X parts are on sale from August 8, at $359 and $279 respectively, and the higher-end Ryzen 9 9950X and Ryzen 9 9900X are slated for August 15, priced $649 and $499.
The new Ryzen 9000 series comes almost two full years after the prior Ryzen 7000 lineup debuted. The latest processors will slot into existing AM5 socket motherboards, and support DDR5 memory and PCIe 5.0 devices just like its predecessors did.
For the new CPUs, AMD swapped out the older Zen 4 microarchitecture with Zen 5, boasting a 16 percent improvement to instructions-per-clock-tick, and now fabs the compute chiplets on TSMC's 4nm process node, which is more advanced that the Taiwanese giant's 5nm node used previously. As a result, the new processors come with greatly reduced thermal-design-power (TDP) values compared to Ryzen 7000.
That said, the flagship Ryzen 9 9950X and second-best Ryzen 9 9900X both have the same core count, cache amount, and frequencies as their predecessors. Similarly, the Ryzen 7 9700X and Ryzen 5 9600X only received a 100 MHz increase to their boost clocks, and are otherwise identical to the models they replace.
If the Zen architecture and process node improvements don't float your boat, the biggest selling point AMD offers may be the pricing. Every single model is roughly ten percent cheaper than the old one; a $50 reduction for the 9950X and 9900X, a $40 cut for the 9700X, and a $30 decrease for the 9600X.
It's the second generation in a row where AMD has reduced prices for its 16-, 12-, 8-, and 6-core models, as the outgoing Ryzen 7000 series cut prices compared to 2020's Zen 3-based Ryzen 5000 series, which itself represented a price hike when it launched in 2020. Compared to the 2020 lineup, each microprocessor is about a hundred bucks cheaper, give or take a few tens. 


	AMD stalls Ryzen 9000 launch over poor chip quality


	We're the Ryzen force in CPUs for AI PCs: AMD


	Another law firm piles on Intel for Raptor Lake CPU failures as complaints grow louder


	Game dev accuses Intel of selling 'defective' Raptor Lake CPUs


It's perhaps a sign of the times as Intel continues praying for its recovery. Although things aren't going well for Chipzilla financially to put it lightly, the corporation, in this vulture's humble opinion, is in a much better position product-wise than it has been in for years.
In 2019, AMD's then-current Ryzen 3000 series boasted the first-ever 16-core mainstream desktop CPU, twice as big as Intel's 8-core flagship at the time. 
But after Intel launched Alder Lake-based 12th Gen models in late 2021, AMD responded with a flurry of entry-level alternatives in the Ryzen 5000 series, and retailers discounted existing models by substantial amounts. A year later, Ryzen 7000 released with lower prices compared to Ryzen 5000 - though Intel's 13th Gen Raptor Lake ended up undercutting AMD and, it turns out, undercutting reliability.
Considering Ryzen 9000 features a further price decrease, it might indicate AMD's expectation that Intel's upcoming Arrow Lake desktop chips could be pretty competitive.
On the other hand, it's important to remember that AMD is still the underdog when it comes to market share. Mercury Research's latest data suggests AMD's desktop market share as of Q2 is 23 percent, leaving Intel in the 70s and the rest trailing. That's actually 0.4 percent lower than it was a year ago, indicating AMD has been losing ground lately.
By lowering prices, AMD could be aiming to improve its market share at Intel's expense, whether Arrow Lake is good or not. On the other hand, AMD hasn't really been the value choice for desktop CPUs for a few years now, and its chips are usually more expensive (excluding other platform costs). Plus, the real volume is in OEM desktops, and a price cut for the DIYers might not give AMD much of a leg up. (r)
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    NASA mulls using SpaceX in 2025 to rescue Starliner pilots stuck on space station

    
Officials may overhaul next year's Dragon mission if Boeing's Calamity Capsule proves too risky to return with crew    
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            7th August 2024 21:22 GMT
        
    


    
NASA has shared more details on how it hopes to get Boeing's stricken Starliner craft and its two test pilots safely back to Earth from the International Space Station, if the Calamity Capsule is deemed unsuitable for a crewed return.
During a briefing today, Steve Stich, NASA's manager of its Commercial Crew Program; Dana Weigel, manager of the International Space Station (ISS) Program; and Ken Bowersox, associate administrator, Space Operations Mission Directorate outlined contingency plans that could be used if engineers and bosses aren't satisfied Starliner can return in one piece.
The craft, which is right now docked to the station, is not cleared to leave the orbiting lab due to fears that problems with the pod's thrusters, as well as helium leaks, could put its two crew, Butch Wilmore and Suni Williams, in mortal danger. Starliner went up with the duo onboard in June, rendezvoused with the station for what was expected to be a week-long mission, and has been stuck there ever since over safety concerns rather than returning to Earth.
In the event Starliner is deemed unsuitable for a crewed return - and this is still very much an 'if' at present - the plan would be to fly a SpaceX Crew Dragon capsule to the station as expected - the mission dubbed Crew-9 - but with only two astronauts rather than four, and whatever equipment is needed. Boeing's Wilmore and Williams would then become part of Crew-9 and return to Earth in the SpaceX pod in February 2025.
Starliner itself would make an uncrewed return. The NASA team explained that while the software loaded into the capsule was perfectly capable of an autonomous return - after all, that was how a previous uncrewed flight test worked - some parameters would need to be changed to reflect the lack of a crew.
In addition, some simulations and training on the ground would be needed to verify the changed procedures.


	NASA pushes back missions to the ISS to buy time for Starliner analysis


	Boeing's Starliner proves better at torching cash than reaching orbit


	Boeing's Q2 nosedive buoyed by appointment of new CEO


	NASA gives Falcon 9 thumbs-up to launch Crew-9


The crux of the problem appears to be that without a definitive explanation for anomalies previously witnessed with the hardware - the thruster issues and the helium leaks - the NASA team has been unable to reach a consensus over returning humans on Starliner.
During the briefing, Stich described the discussions and debates as "vigorous" and said of the problems, "Some in the team don't see that level of risk as something we should entertain."
NASA is bringing in extra propulsion experts from its Jet Propulsion Laboratory, the Glenn Research Center, and the Goddard Space Flight Center to come up with a definitive recommendation. There is every chance that a final decision could go all the way up to the NASA Administrator.
Stich would not be drawn on which astronauts from Crew-9 would be removed to make way for Wilmore and Williams; after all, the primary plan is still to bring the crew back on Starliner.
There was also no definitive answer on what an uncrewed return might mean for certifying Starliner as an operational crew transport vehicle.
However, the NASA team gave the distinct impression that returning the Starliner pilots on a Crew Dragon spacecraft had moved from a remote possibility to something that was now being actively and urgently being considered. (r)
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    Under-fire Elon Musk urged to get a grip on X and reality - or resign

    
Chamber of Progress pens open letter pressing billionaire to behave better amid UK riots    
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Exclusive Echoing objections to social-media fueled violence from the government of the United Kingdom and others, the Chamber of Progress, a tech business advocacy group, is urging billionaire Elon Musk to take his leadership role at X more seriously or resign if he cannot do so.
Since July 29 when right-wing influencers made false claims on Twitter and other social media platforms that blamed the stabbing murder of three children on Muslims and immigrants, dozens of far-right riots have erupted around the nation.
Groups like the Institute for Strategic Dialogue and Amnesty International have blamed posts on social media services such as X, Telegram, and TikTok for amplifying racial hatred and inciting violent unrest, which was followed by counter-protests, some peaceful and some not.
And UK Justice Minister Heidi Alexander on Tuesday urged Musk to behave more responsibly following Musk's quip that "civil war is inevitable" in response to a post about the violence.
On Wednesday, Ofcom, the UK telecom regulator, published an open letter advising online service providers of current and pending obligations to prevent their platforms from being used to promote violence and hatred.
"Under Ofcom's regulations that pre-date the Online Safety Act, UK-based video-sharing platforms must protect their users from videos likely to incite violence or hatred," said Gill Whitehead, Ofcom Group Director for Online Safety. "We therefore expect video-sharing platforms to ensure their systems and processes are effective in anticipating and responding to the potential spread of harmful video material stemming from the recent events."
Whitehead advised service providers that while they face new content moderation duties soon under the Online Safety Act, the time to act is now. (It was further reported this week that the online act, which comes into force next year, may be unable to sufficiently tackle anti-immigration lies on social media anyway.)
Amid all this, the Chamber of Progress plans to join the chorus calling for Musk to moderate his speech and his platform. In a letter [PDF] provided to The Register in advance of publication, Kayvan Hazemi-Jebelli, senior director for the Chamber of Progress in Europe, calls on Musk to consider the impact of his words.
"The recent far-right race riots in the UK, spurred by false claims about the Southport stabbings, highlight the moral duty of each individual using these platforms, especially those with hundreds of millions of followers like yourself, to act responsibly," Hazemi-Jebelli's letter says.


Your comments that 'civil war is inevitable' run dangerously close to attempted justification for further violence and destruction


"You have an influential position in tech and media, and control X, a mainstream social media platform where nearly 200 million users follow your commentary. You therefore carry a heightened responsibility not to personally amplify content that will provoke violence, the destruction of property, and the possible loss of human life. Sadly, you have failed to meet that bar.
"Since the anti-immigrant attack began, you have parroted far-right talking points, minimized the gravity of the harm, mocked the UK's policing efforts in response to these riots, and driven further division. Your comments that 'civil war is inevitable' run dangerously close to attempted justification for further violence and destruction."
According to The Financial Times, Xitter has been less responsive than Google, Meta, and TikTok to social media posts flagged by the UK's National Security Online Information Team.
X, when it was known as Twitter, cut back on content moderation staff following Musk's October 2022 takeover of the company. But in the start of 2024, the biz decided it needed to staff up its content moderation group amid regulatory scrutiny.


	Twitter tells advertisers to go fsck themselves, now sues them for fscking the fsck off


	Michigan probes Musk-backed PAC website that weirdly tried and failed to help register people to vote


	Musk deflects sluggish Tesla car sales with Optimus optimism


	Elon Musk is suing OpenAI again, claims CEO Sam Altman 'betrayed' him


The Register asked X to comment and received the company's auto-responder reply, "Busy now, please check back later," the successor boilerplate to what was previously just a scatological emoji. The fact that the company doesn't take inquiries about matters of public interest seriously reflects the attitude of its management.
The Chamber of Progress is supported by major Silicon Valley tech firms including Amazon, Apple, Google, and Meta, to name a few. These firms did not ask the group to make an appeal to Musk, according to director of communications Chris MacKenzie.


Leaders should lead by example. We're encouraging Musk personally to set a better example


MacKenzie said that while Musk tanking his own platform probably benefits the group's partners by driving reasonable people to other platforms, the group's letter represent an effort to support calls for responsible content moderation from other sectors.
"This comes in the context of a global debate about how online platforms should moderate content," said MacKenzie. "We have a lot of thoughts on that. One is that leaders should lead by example. We're encouraging Musk personally to set a better example."
MacKenzie's suggestion that Musk's behavior tarnishes the entire industry offers another clue as to why the Chamber of Progress is trying to temper Musk's trolling: Online rabble-rousing is bad for online business and may lead to unwanted regulation.
When social media platforms incite violence and protests, legislators face more pressure to respond to calls from civil society groups like Amnesty International to ban social media data gathering and subject algorithms "to strict regulatory oversight." (r)

  PS: The Irish Data Protection Commission has launched legal action against Twitter, alleging the social network's use of EU user posts to train Grok - the AI search assistant built by Musk's xAI lab that's intertwined with X - breaks Europe's tough GDPR.
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    Survey finds that four in five enterprise endpoints could run Windows 11

    
Bad news: They aren't, and Windows 10 end of support is looming    
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There is some good news for Microsoft on the Windows 11 enterprise adoption front as a survey of more than 750,000 Windows endpoints indicates that a healthy 88 percent of those not already running the tech giant's latest operating system are ready for an upgrade.
However, with 11 percent of those devices needing to be replaced in order to run Microsoft's latest OS, time is running out. In October 2025, the support plug will be pulled for Windows 10 for the vast majority of customers. Some biz customers will be able to keep the security updates flowing for a few more years, but the direction of travel is clear - Microsoft would like users to migrate to Windows 11.
While 88 percent of devices yet to migrate are capable of meeting Microsoft's requirements for running Windows 11, the report from ControlUp, found that of the more than 750,000 devices in its sample, 82 percent were yet to make the jump.
"The clock is ticking for enterprises to adopt the more secure and capable Windows 11, yet many organizations are stuck, unsure about their environment's readiness," said Simon Townsend, Field CTO of ControlUp. "But doing nothing is not an option. With more than four in five devices still needing to make the switch, now is the time to fully assess Windows 11 readiness to ensure a seamless transition with less downtime and disruption."
The clock is indeed ticking. The most recent figures from Statcounter indicate that while Windows 11's market share has finally crested 30 percent (30.83 percent to be precise), it is still way behind the 64.99 percent of Windows 10. If ControlUp's figures are representative of the wider enterprise world, then the desktop share of Windows 11 should accelerate once administrators hit the deploy button.


	Microsoft finds a new way to irritate Windows 11 users - a backup pop-up


	Windows Patch Tuesday update might send a user to the BitLocker recovery screen


	Linux Mint 22 'Wilma' still the Bedrock choice for moving off Windows


	Microsoft to intro checkpoint cumulative updates for Win 11


The problem faced by many administrators is justifying the move to Windows 11. Other than keeping the support lights on, there aren't many use cases where a move to Windows 11 is absolutely needed. Although the benefits of moving from Windows 7 to Windows 10 were clearer, things are muddier for Windows 11, particularly considering the training required for users, who need to get used to the changes in Start Menu as well as the need to revalidate corporate applications on the platform.
In 2022, Lansweeper's research found that Microsoft's stringent hardware requirements for Windows 11 presented a challenge for upgraders. Almost two years later, more endpoints have compatible hardware, although many users are sticking with Windows 10.
So, for Microsoft, it's good news that more enterprise hardware is ready for its flagship operating system and bad news that administrators are holding off on migrating. (r)
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    AWS 'Bucket Monopoly' attacks could allow complete account takeover

    
Vulnerable services fixed by the cloud biz but open source projects still at risk    
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Black Hat Critical flaws across at least six AWS cloud services could have allowed attackers to execute remote code, steal data, or even takeover a user's account without their knowledge, according to research presented today at Black Hat.
Aqua Security's Nautilus team detailed the vulnerabilities, which have since been fixed by the cloud services giant, in a conference talk titled: Breaching AWS Accounts Through Shadow Resources.
But first they chatted with The Register about how sophisticated criminals, such as those backed by nation states, could predict AWS S3 bucket names, and then also use a new method they call "Bucket Monopoly" to essentially pre-load malicious code into a bucket and wait for the target org to unwittingly execute it.
This, the researchers said, could have led to "catastrophic" attacks across any organization in the world that has ever used the six cloud services in question. 
"At the end of the day, any vulnerability that can reach the creation of admin user and de facto account takeover is risky, and the consequences could be crippling to an organization," Assaf Morag, a lead data analyst at Aqua Nautilus research team, told The Register.
Plus, while AWS fixed the vulnerabilities across these six services -- CloudFormation, Glue, EMR, SageMaker, ServiceCatalog, and CodeStar -- similar issues may still exist across other AWS offerings and open source projects, many of which use S3 buckets for implementation.
Name squatting 'on steroids'
The flaws stem from predictable S3 bucket names. When an organization uses any of these six services for the first time in a new region, AWS automatically creates an S3 bucket with a certain name. The bucket name is the same across all AWS regions -- except for the region part -- and it's divided into the name of the service of the AWS account ID, a random 12-character hash, and the name of the region. 
Once a new bucket is created, its name is unique, and no one else can create another bucket with the same name.
For example, an AWS account using CloudFormation in the us-east-1 region could have this name: cf-templates-123abcdefghi-us-east-1
And then if the same account used CloudFormation in a different region, such as eu-west-2, AWS would auto-create a new bucket named: cf-templates-123abcdefghi-eu-west-2
In all, AWS has 33 of these geographic regions.
Up first: Poking holes in CloudFormation
Beginning with CloudFormation, Aqua Nautilus decided to find out if an attacker could guess the name of a CloudFormation S3 bucket and then create a new bucket in a different region before the victim did? The answer, of course, was yes. 
And the assumption is that an attacker could create this phony bucket that appears to be the real deal, and then when the victim attempts to use their CloudFormation in a different region, they will see this bucket and assume it is theirs. 
Meanwhile, the attacker could have already filled it with malicious stuff, which will then be injected into anything that works with this bucket. Or they could sit back and wait for the victim to drop sensitive files in the bucket and then have full access to that data, among other nefarious deeds.
"It's a very realistic scenario," Morag told The Register. "All you need is to have the account ID of the company, and if you do a short threat collection or threat intelligence session on the company, you can find it."
While he added that script kiddies or fraudsters with limited technical abilities won't be able to pull it off, "we are talking about state-sponsored threat actors, the more advanced, professional attackers."


	PowerShell? More like PowerHell: Microsoft won't fix flaws in package gallery ripe for supply chain attacks


	Infosec watchers: TeamTNT crew may blast holes in Azure, Google Cloud users


	Lights, camera, AI! Real-time deepfakes coming to DEF CON


	Sneaky SnakeKeylogger slithers into Windows inboxes to steal sensitive secrets


The biggest hurdle is determining the victim's hash, which is unique to each account but the same across all regions. It's made up of 12 characters, both letters and numbers, and according to Aqua there's some 4,738,381,338,321,616,896 possible combinations, so it's impossible to guess or brute force.
"The possible combinations are enormous, so we took another approach," former Aqua researcher Michael Katchinskiy said. This involved using GitHub regex and Sourcegraph searches, and scraping open databases, looking for leaked hashes, "and we found a nice amount," he noted.
On Friday, the Aqua crew will publish a technical analysis of the vulnerabilities and potential exploits across all the various AWS services, so keep an eye out for that. But here's what the threat intel group says an attacker could do provided they know the CloudFormation hash part of the targeted AWS account.
The first, which Ian Mckay called S3 Bucket Namesquatting in an earlier blog about abusing S3 buckets' predictable naming mechanisms, occurs when the victim tries to deploy a new CloudFormation stack in a different region -- and finds the intended bucket name has already been claimed by an attacker. CloudFormation returns an error message because the bucket name is already in use and the victim is prevented from using the "upload a template file" feature on CloudFormation. 
The researchers consider this a denial-of-service attack, in part because S3 buckets' default is to block all public access so the victim can't perform any actions on the attacker-controlled bucket.
But wait, there's more
However, to do something even nastier, the criminal could change the S3 bucket's configuration settings to make it publicly accessible. This attack also requires writing a permissive policy that allows the victim's service to read and write data to and from the attacker's bucket.
"And then the bucket just sits, waiting for the vulnerable service to write some data to it," lead Aqua security researcher Yakir Kadkoda told The Register.
In this scenario, the victim org tries to create an S3 bucket in the new region and upload a template file to CloudFormation. The bucket already exists, and because of its permissive policy, the victim's account trusts it and can write files to it -- including templates with users' credentials and other sensitive information -- resulting in an information disclosure attack. 
And finally, in a scenario that could end very, very badly for the victim organization, Aqua developed a proof-of-concept in which the criminals use a Time of Check to Time of Use (TOCTOU) issue within CloudFormation to modify the templates before they are executed and create an administrative role.
CloudFormation was the first AWS service that Aqua tried to exploit -- and successfully found exposed hashes on GitHub -- by abusing S3 buckets. But after reviewing "a few dozen" others, using similar attack methods, they came up with a total of six vulnerable cloud services. 
Again, you can read about all six in the forthcoming research, but another especially scary one would allow miscreants to inject code into AWS Glue, resulting in remote code execution. Glue is a data integration service that automates the extraction, transformation, and loading (ETL) process for analytics and machine learning.
A similar naming mechanism in SageMaker, AWS's service for training and deploying machine learning models at scale, can be abused to manipulate data and expose sensitive data used to train ML models.
"It's like a landmine," Katchinskiy said.
No one at AWS was willing to provide comment for this story. (r)
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    Faulty instructions in Alibaba's T-Head C910 RISC-V CPUs blow away all security

    
Let's get physical, physical ... I don't wanna hear your MMU talk    
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Black Hat Computer security researchers at the CISPA Helmholtz Center for Information Security in Germany have found serious security flaws in some of Alibaba subsidiary T-Head Semiconductor's RISC-V processors.
The most serious of these, which affects the four T-Head C910 CPU cores in the TH1520 SoC, has been dubbed GhostWrite because it allows a rogue application or user to read and write physical memory, and execute arbitrary code with kernel (supervisor) and machine-mode privileges, allowing them to take over the device entirely.
The threat scenario assumes the attacker is unprivileged but capable of executing native code on affected hardware. Thus it would apply to malware that gets onto a vulnerable system, and customers running virtual machines or containers on vulnerable hardware, allowing them to fully hijack the host, but not to a remote attacker.
The vulnerability lies in faulty instructions in the C910's vector extension implementation, added to allow the processing of larger data values and specific to that CPU design. The problem is that some of these instructions operate on physical memory rather than virtual memory, which undoes whatever isolation is in place to keep the operating system and applications separate.
Yes, that's right: When you use these flawed instructions, you will be touching physical memory directly, bypassing the MMU and its memory protection mechanisms that ordinarily prevent apps from interfering with each other and the underlying OS and hardware.
And as the instructions are baked into the silicon, they cannot be fixed with a microcode or software update. To mitigate the issue, the vector extension must be disabled. Doing so means applications relying on those vector instructions will break, and if emulated in software to continue working, will suffer punishing performance hits.
(T-Head puts open source versions of its CPU cores on GitHub; the OpenC910 is here.)
The researchers who spotted all of this - Fabian Thomas, Lorenz Hetterich, Ruiyi Zhang, Daniel Weber, Lukas Gerlach, and Michael Schwarz - are scheduled to present their findings at the Black Hat security conference in Las Vegas, Nevada, on Wednesday.
They've also published a website, ghostwriteattack.com, and a technical paper titled, "RISCVuzz: Discovering Architectural CPU Vulnerabilities via Differential Hardware Fuzzing."
RISC-V is an open standard instruction set architecture (ISA). Unlike other more widely used ISAs, such as x86 and Arm, it is available on a royalty-free basis and anyone is welcome to contribute to it.
Chip designers can take the ISA's specifications and use them to design their own RISC-V-compatible CPUs, and can choose to support optional extensions to add functionality to their cores. Thus the security issues here with the C910 lie with T-Head's own implementation of the ISA, specifically its non-standard implementation of the vector extension, and not the specs themselves nor other RISC-V chips.
This openness and extensibility has made RISC-V popular among vendors, the CISPA Helmholtz boffins observe in their paper. But the result has been a growing range of hardware implementations with varying features and security measures - and their own security failings.
To better assess chip behavior and characteristics, the researchers developed a fuzzing framework called RISCVuzz, which uses a variety of RISC-V implementations to perform differential fuzzing. The testing tool assumes that the architectural result of each instruction should be the same across different CPUs and flags instances where behavior is different.
The researchers used RISCVuzz on five currently available RISC-V CPU core designs running 64-bit Linux: T-Head XuanTie C906/C908/C910, and SiFive U54/U74. They found three architectural CPU vulnerabilities within the T-Head chips, not to mention other bugs that cause segmentation faults in the two latest major versions of QEMU.
The most severe vulnerability, GhostWrite, affects the C910 in the TH1520 SoC and lets unprivileged users write anything to memory without concern for security and isolation features.
"The attack is 100 percent reliable, deterministic, and takes only microseconds to execute," the GhostWrite website explains. "Even security measures like Docker containerization or sandboxing cannot stop this attack. Additionally, the attacker can hijack hardware devices that use memory-mapped input/output (MMIO), allowing them to send any commands to these devices."
Exploiting it is as simple as running the following instruction sequence:
vsetvli zero, zero, e8, m1
vmv.v.x v0, a0
vse128.v v0, 0(t0)

Where the register t0 holds the physical memory address you want to write to, even if you're not allowed to do so, and a0 the byte you want to write; and it just happens. T-Head's implementation of its non-standard vse128.v instruction is broken in that it doesn't treat the address as a virtual one, and instead goes straight to physical memory, allowing any application, including malware, to scribble over the OS kernel, or machine-level hypervisor or firmware, and take over the device.
Additionally on the C910, reading from virtual address 0 if it's backed by physical RAM freezes the CPU core regardless of privilege level until a power-cycle. Sheesh.
It reminds us of Intel's 1990s-era F00F bug that would lock up the processor until a hard reboot, among other chip errata over the years from the industry.


	Intel left a fascinating security flaw in its chips for 16 years


	FYI: Processor bugs are everywhere - just ask Intel and AMD


	Core 2 Duo: Intel's insecurity blanket


	Intel redesigns flawed Atom CPUs to stave off premature chip death


There are also two vulnerabilities affecting the T-Head XuanTie C906 and C908 described in the paper as halt-and-catch-fire CPU vulnerabilities. They allow an unprivileged attacker to crash the CPU. These bugs, if exploited, would require a restart.
The paper lists off other failings in T-Head's designs, such as instructions faulting as illegal when they shouldn't, or generating the wrong kind of exception.
The C910-based TH1520 SoC is used by French cloud Scaleway.
The following devices are also said to be vulnerable to the C910's GhostWrite:

	Lichee Cluster 4A, compute cluster


	Lichee Book 4A, laptop


	Lichee Console 4A, tiny laptop


	Lichee Pocket 4A, gaming console


	Sipeed Lichee Pi 4A, single-board computer (SBC)


	Milk-V Meles, SBC


	BeagleV-Ahead, SBC


The boffins in their paper observe that Shandong University in China has a RISC-V cluster with a C910 variant, though they've been unable to determine whether that variant is affected.
Fixing these bugs isn't easy. As we said, the only mitigation proposed for GhostWrite is disabling the faulty vector extension. As the authors explain, this breaks applications using vector instructions and adds an overhead of 77 percent, as measured by rvv-bench.
"For the C906 CPU-halting bug, we find no mitigation since the responsible vendor extension cannot be disabled," the paper says.
The researchers say they disclosed their findings to Alibaba's T-Head which has acknowledged and reproduced the C910 and C906 bugs, though has yet to respond to the C908 report.
Michael Schwarz, faculty at the CISPA Helmholtz and one of the paper's co-authors, told The Register, "Scaleway notified users of their RISC-V instances, suggesting to update the kernel due to security vulnerabilities. This is something the users have to do manually. As far as I know, this kernel update disables the vector extensions."
Ironically, it's the "reduced instruction set" nature of RISC-V implementations that limits options for workarounds, because today's generally available RISC-V processors, as far as we're aware, don't use reprogrammable microcode to operate - meaning it's not possible to load an update at runtime to correct broken instructions and add functionality.
"The complexity of the x86 ISA requires a 'firmware' layer (ie, the microcode) to support some of the very complex instructions," explained Schwarz. "A side effect of that is that the behavior of such instructions can also be changed with a microcode update. Additionally, microcode updates allow introducing new features to work around vulnerabilities.
"We have seen that for vulnerabilities on Intel CPUs, such as ZombieLoad: A microcode update added a new feature to flush internal buffers. While this did not fix the vulnerability, it made sure that there was no secret data left to leak.
"RISC-V only has simple instructions that do not require such a 'firmware' layer. Thus, there is also no possibility to add new features via an update. However, it would be possible to also have microcode on RISC-V but I'm not aware of any RISC-V CPU implementing that."
But that's something Schwarz and his co-authors recommend in their paper, based on the assumption that the unregulated use of the RISC-V ISA and the possibility of custom vendor extensions will lead to more vulnerabilities of this sort.
"Given the increasing complexity of RISC-V CPUs, we advocate such a microcode layer on RISC- V to have the possibility of mitigating CPU vulnerabilities," the paper concludes. (r)
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    Study backer: Catastrophic takes on Agile overemphasize new features

    
Users just want stuff that works. How hard can it be?    
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Interview You can have your software fast or in a state where it won't blow up in your face. But getting both at the same time in an era of layoffs and restructuring is, at best, challenging and, at worst, impossible.
So says Dr Junade Ali, who spoke to The Register in the wake of the furor generated following a study that found that all was not well in the state of Agile.
[image: Dr. Junade Ali (pic: J Ali)]
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Ali points to research (commissioned by himself) that shows British adults would much rather software worked properly than was chock full of new features. "They actually rank getting the latest features as quickly as possible as the least important thing for them when using computer systems.
[image: Jon Kern, co-author of Agile Manifesto, wearing sunglasses with mountain in the background]
Agile Manifesto co-author blasts failure rates report, talks up 'reimagining' project

READ MORE
"The public were most likely to agree that data security, data accuracy, and no serious bugs were the things which matter to them."
According to Ali, this stands in stark contrast to several metrics used in DevOps and Agile methodologies. "They're very much about the speed of delivery of software on one hand, and then on the other hand, the speed of resolving issues."
It has been a golden era for anyone covering outages, as banks, retailers, mobile networks, and cloud vendors have all been hit recently, something Ali attributes to pushing out updates with inadequate reliability. He goes on to worry about the impact incidents, such as the recent CrowdStrike problems, will have on the trust of users.
After all, legitimate security patches arising from 0-days and the like will need to be installed as soon as possible. However, according to Ali, a loss of trust could result in user resistance.


A lot of the Agile fundamentalists will argue that user stories are sufficient. These essentially just describe functional behavior, but they lack a generalizable specification or nonfunctional requirements


Ali has quite the library of doom and has written extensively on the topic, covering multiple engineering catastrophes over the years. Yet his take is that the problem does not necessarily lie in the testing process: "What you often find is that the typical catastrophic computer failure starts with there being a flaw in the initial requirements engineering process.
"And then what happens is that it cascades because often those issues are covered up or engineers won't feel as if they're able to be safe to raise the alarm. And so that snowballs throughout the entire software development process until a catastrophe happens."
CrowdStrike is an example of a disaster so visible that trying to quietly cover it up was simply not an option.
Frameworks and processes
Is this the fault of Agile? Engineers being afraid to speak up was certainly not what the authors of the original manifesto had in mind. However, the ideals of the original Agile Manifesto have been eroded over the years as frameworks and processes have sprung up around them. As Jon Kern, one of the authors of the manifesto, put it, "There are some misconceptions about the difference between doing some Agile framework and being Agile."
Ali warmed to the theme of capturing requirements as key to dodging a potential disaster and testing what needs to be tested.
"Testing is kind of one of those tools that are there, but in order for testing to actually be able to work at all you need to know what you're testing. So you need good requirements to outline the non-functional requirements that are there."
Such as reliability.
"The interesting thing is that a lot of people, I think, in the Agile community, a lot of the Agile fundamentalists will argue that user stories are sufficient. These essentially just describe functional behavior, but they lack a generalizable specification or nonfunctional requirements."
"And so I think that's one of the key flaws. When you end up looking at the most dogmatic application of Agile, we just have user stories, but you've lacked that generalizable specification."
Kern would disagree and argue that foregoing clear requirements is "just silly." A glance at the Manifesto for Agile Software Development places value on both working software and comprehensive documentation (although the former is valued more than the latter).
The publication of the Agile Manifesto dates back to 2001, and Ali is most interested in its evolution over the years. Ali says he is least concerned about project management so long as a strong requirements-gathering process complements it.


	Fragile Agile development model is a symptom, not a source, of project failure


	Study finds 268% higher failure rates for Agile software projects


	This typo sparked a Microsoft Azure outage


	CrowdStrike meets Murphy's Law: Anything that can go wrong will


For software engineering, however, things are less rosy. He points to an interpretation of DevOps where issues don't really matter as long as the system recovers from them, and velocity and quality are never in conflict. "This has led to absolutely catastrophic outcomes in the past."
However, it is organizational transformation, where a methodology and mindset branded as "Agile" is applied across a business, which is where the wheels can really come off. Ali points to transformations attempted without the informed consent of the individuals concerned or where a company might have been sold on a false narrative.
"There aren't universal solutions where you can have everything at once, and you can have your cake and eat it. But that's often what's sold by these kinds of transformation methodologies."
As budgets get ever tighter, the lure of a silver bullet that can offset layoffs and a lack of resources with a methodology that claims a company can do "more with less" is alluring. However, from the perspective of both Jon Kern, a co-author of the Agile Manifesto, and Dr Junade Ali, a critic of Agile methodologies, assuming a project and organization's issues can be covered with a sticking plaster marked "Agile" is at best shortsighted and at worst, catastrophic. (r)
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    Huawei Cloud built a network monitor so sensitive it spotted the impact of a single faulty chip

    
Focus on physical ports helped spot issues across 100,000 switches and a million servers    
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Sigcomm 2024 Huawei Cloud has developed a network monitoring tool that, when used in production on three of its own regions, was able to observe more of its infrastructure than existing tools, and revealed issues that previously evaded human efforts.
The tool is called RD-Probe and was detailed in a paper [PDF] presented on Tuesday at the SIGCOMM 2024 conference in Sydney.
The paper explains that network monitoring is vital but hard to achieve at hyperscale. The authors - some from Huawei and others from the School of Computer Science at Peking University - cite AWS research [PDF] that states the Amazonian cloud has 1087 intra-region link-path combinations and 10176 inter-region link-path combinations (and also reveals that Huawei Cloud's datacenter networks comprise over 100,000 switches and a million servers). Monitoring all that infrastructure and all those paths - in a virtualized environment that uses randomness for load balancing - makes it very hard to gather enough data about what's going on at Layer 2.
RD-Probe is Huawei Cloud's attempt to solve that problem. The tool's developers decided to monitor each physical Layer 2 port, as doing so means they can observe the runtime status of switch fabrics. Considering only Layer 3, the authors write, would mean some ports would not be monitored.
Monitoring physical ports also helps to achieve more coverage than is possible when observing virtual networks - which, by their very nature, abstract some of the resources used to run them. That's not desirable because without comprehensive coverage, network monitoring tools will have blind spots that mean issues are missed.
The paper notes that RD-Probe "seamlessly integrates with the existing monitoring architecture" and "only modifies the task generation and data processing modules."
The tool starts by randomly generating probes, then does so again deterministically. This two-phase scheme is again done in the name of achieving the required monitoring coverage.
A dedicated 16-node cluster - in which each server runs an unnamed eight-core 2.80GHz CPU with 64GB of memory - generates the probes. Data generated by probes is processed by a streaming 48-node cluster in which each machine employs a 16-core 2.80GHz CPU with 32GB memory.


	Huawei's woes really were just a flesh wound - profits just soared 564 percent


	Huawei Cloud reveals the dynamic traffic allocation system it uses to cut bandwidth bills


	Tencent Cloud to revisit design after circular dependencies slowed emergency API fix


	Alibaba Cloud reveals its datacenter design, homebrew network used for LLM training


Within a month of using RD-Probe, Huawei Cloud found "many previously unnoticed issues."
Thankfully most "only caused fail-slow symptoms or intermittent packet drops" and they were spotted before users perceived degraded service. This made Huawei happy, as the paper's authors rated the issue "hard to locate via manual inspection."
Faults detected by RD-Probe and missed by other tools included:

	A faulty chip in the line processing unit of a core switch used in an object storage service, which caused dropped incoming packets and could not report the issue to the control plane;


	Flawed load balancing that caused traffic to go only through the local port instead of stack cables;


	Use of incorrect values for some BGP routes, which led traffic onto a slow path.


Huawei's researchers are pleased with RD-Probe as it improved its network monitoring coverage from 80.9 percent of resources to 99.5 percent, and "unearthed several previously unnoticed issues while tolerating numerous faults."
The concern plans to implement it in more cloud regions soon.
But the paper's authors also point out that RD-Probe does not consider North-South traffic, and can't filter out server-side failures. Fixing those issues remains on Huawei's to-do list. (r)
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    Georgia's voter portal gets a crash course in client versus backend input validation

    
Trying to cancel a citizen's registration would be caught by humans no matter what the page said, officials say    


    
        By 
Matthew Connatser        
    

    
        Posted in Research,
        
            7th August 2024 04:05 GMT
        
    


    
The US state of Georgia has a website for cancelling voter registration, and it's had a bumpy start.
The site was created to streamline the process of voluntarily cancelling one's voter registration. It's intended to be used by former Georgia residents who move away to another state, or by those related to citizens who have passed away. In theory, it's supposed to make elections in the Peach State more secure and less susceptible to voter fraud, which is a sensitive topic in Georgia since the 2020 Presidential election.
One cybersecurity researcher this week said pretty much anyone could cancel someone else's voter registration via the website, all thanks to what is apparently a simple but effective exploit. In a video demonstration, reported by Atlanta News First and ProPublica, former Georgia resident Jason Parker showed how he canceled his own registration by only submitting his full name, date of birth, and county of residence.
The website's cancellation form asks for all those details plus a driver's license or state ID number, or the last four digits of your social security number. Those numbers are explicitly labeled as a required piece of information, though Parker said he discovered that by merely opening up the "inspect element" tool in his browser and deleting the HTML for the field from the webpage, he was able to proceed with the cancellation request without that required number, and successfully submitted it. The whole process took a minute and a half.
"It's as easy as that," Parker said.
That would mean only a full name, date of birth, and county of residence is needed to cancel someone's voter registration. That info isn't hard to find just by looking at someone's social media, for instance, raising the possibility of voters finding themselves unable to go to the polls if a complete stranger decided to cancel their registration for them.
(We're going to skip over the fact it's possible to request cancellation of someone's registration if you know their ID number or SSN and their other details, which are routinely stolen from organizations and leaked on the internet. That's a whole other kettle of fish.)
It's just a visual bug, actually, Georgia says
Meddling with a form on the client side shouldn't allow one to bypass security checks. Indeed, Georgia's Secretary of State Office claimed the tampering as described wouldn't work at all, and that the cancellation request would be ultimately binned.
"No incomplete application moved forward," a spokesperson for the Secretary of State Office told The Register. "It was a workflow issue and that has been updated with a correct error message."
The spokesperson explained that all the portal does is fill out an application that is manually processed by state employees. By using his browser to remove the required field, all Parker accomplished was sending an incomplete form, which would have later been rejected by human officials.
"We've also had individuals try to submit fake driver's license numbers and those are immediately rejected as well," the spokesperson said. Georgia has blocked multiple attempts to cancel the voter registrations of House Representative Marjorie Taylor Greene (R-GA) and Secretary of State Brad Raffensperger.


	Uncle Sam wants to make it clear that America's elections are very, very safe


	Michigan probes Musk-backed PAC website that weirdly tried and failed to help register people to vote


	Robocaller spoofing Joe Biden is telling people not to vote in New Hampshire


	FBI, CISA remind US voters that DDoS attacks can't touch election systems


If the state's officials are right, the only issue here was that the website wrongly said an incomplete application was accepted. The site rightly included client-side checking of the submission, though when that was bypassed, there should have been an immediate backend check to alert the user that information was missing and that the cancellation request would therefore be rejected by staff.
An error message has since been added for an incomplete submission, we're told.
Bullet dodged this time, but no so earlier. For about an hour after launch on July 29, the website would a little too eagerly offer up sensitive information - voters' driver's license or state ID numbers, or the last four digits of their social security numbers - according to the Georgia Recorder.
After entering someone's name, date of birth, and county into the site, the next page would auto-fill the required ID or SSN info. That means if you knew those initial details, you could get the rest, and submit a cancellation request, which would be bad. That automated populating of the fields was stopped sharpish.
"If someone knows my birth date, you could get in and pull up my information and change my registration," said state Senate Minority Leader Gloria Butler (D).
According to officials, there were 33 attempts to use the portal on that first day, and 15 was internal testing.
Not the best launch, but at least it'll still, hopefully, ultimately prevent malicious actors from interfering with American democracy. (r)
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    CrowdStrike hires outside security outfits to review troubled Falcon code

    
And reveals more and more about small mistake that bricked 8.5M Windows boxes    
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CrowdStrike has hired two outside security firms to review its threat-detection suite Falcon that sparked a global IT outage last month - though it may not have an awful lot to find, because CrowdStrike has identified the simple mistake that caused the meltdown.
News of the external review emerged in a root causes analysis [PDF] published on Tuesday by the infosec vendor.
As we learned from CrowdStrike's earlier post-incident write-up of the flawed Falcon update, which boot-looped millions of Windows machines worldwide, the problem began back in February.
That was when the developer added to Falcon the ability to spot and block the novel exploitation of named pipes and other Windows interprocess communication (IPC) mechanisms; seeing such attacks occur in the wild is a strong indication that a box has been compromised, which is good thing to flag up and stop.
That new detection functionality went through the usual development and testing before CrowdStrike pushed it as a new "template type" to customers' Falcon installations in sensor version 7.11.
These template types are as the name suggests: Templates. They are generalized software routines, each picking up a different type of potentially bad activity on a system. For Falcon to use them to detect specific threats, so-called "template instances" are defined and issued by CrowdStrike that customize the template code to identify particular forms of exploitation, intrusions, and other bad stuff.
CrowdStrike explains this architecture thus: "Template types represent a sensor capability that enables new telemetry and detection, and their runtime behavior is configured dynamically by the template instance."
Since March, CrowdStrike has pushed from its cloud to remote Falcon deployments a few template instances that made use of the IPC template type code to detect specific threats. These updates, delivered as so-called Rapid Response Content, were stored in a channel file numbered 291. Falcon would download an updated channel 291 file when made available, and parse its data.
The template instances in that data would tell Falcon how to use the relevant template types to detect particular threats. The instances would do this by passing parameters in regex format to their template type. The template types, with the help of a C++-based content interpreter, use those regex - yes, regular expression - parameters against whatever resources the types are monitoring to determine whether a successful detection was made.
The root causes analysis provides a deeper look at what went wrong next:


The new IPC template type defined 21 input parameter fields, but the integration code that invoked the content interpreter with channel file 291's template instances supplied only 20 input values to match against.


This parameter count mismatch evaded multiple layers of build validation and testing, as it was not discovered during the sensor release testing process, the template type (using a test template instance) stress testing, or the first several successful deployments of IPC template instances in the field.


In part, this was due to the use of wildcard matching criteria for the 21st input during testing and in the initial IPC template instances.


From what we can tell, this means: The template type detecting malicious IPC use had 21 possible input values to customize its actions, though the code plugging the channel file's instance parameters into the interpreter to use with that template type only provided 20. For the initial instances, this wasn't a problem as the instances didn't cause the interpreter to use the missing 21st parameter. All seemed fine. Early testing and validation also missed this.
Then, as CrowdStrike previously explained, two further IPC template instances were automatically deployed to Falcon users in that fateful channel 291 file update on July 19.
One of these instances instructed the interpreter, for the first time, to make use of the 21st parameter, but only 20 were provided to that code. That caused the content interpreter, running in Windows kernel mode unfortunately, to use an uninitialized field - the missing 21st parameter - as a pointer, which caused it to touch unallocated memory and ultimately crash the operating system.
"The attempt to access the 21st value produced an out-of-bounds memory read beyond the end of the input data array and resulted in a system crash," the security shop summarized in its analysis.
CrowdStrike updated its sensor content compiler to ensure that in future template types get the correct number of inputs from instances, and this went into production on July 27.


	Too late now for canary test updates, says pension fund suing CrowdStrike


	The months and days before and after CrowdStrike's fatal Friday


	CrowdStrike meets Murphy's Law: Anything that can go wrong will


	Beware of fake CrowdStrike domains pumping out Lumma infostealing malware


CrowdStrike also wrote that it has added runtime bounds checking to the content interpreter for Rapid Response updates, to ensure it doesn't read off the end of its input array again. This fix and another check that the array size is correct are being backported to all Windows sensor versions 7.11 and above with a sensor software hotfix. The release will be generally available by August 9.
Additionally, the chastened security vendor is doing more internal testing to ensure flawed files aren't pushed to Falcon customers in the future. Despite the mismatch in parameters, CrowdStrike's validation engine missed that blunder, and allowed a faulty channel file to go out to users.
Further, as CrowdStrike had noted in its earlier analysis, every template instance will henceforth be deployed to customers in a staged roll-out, rather than being pushed to all folks all at once. That will reduce the blast radius of any more broken updates.
It's worth noting the biz is being sued by investors for not using this type of phased approach in the first place.
"Looking ahead, CrowdStrike is focused on using the lessons learned from this incident to better serve our customers," a spokesperson declared. "CrowdStrike remains steadfast in our mission to protect customers and stop breaches."
But not so steadfast that it's naming the partners it hired to review its programming. Those reviews have commenced, and are focused on the code and processes that led to the July 19 fiasco.
"We are not providing information on the vendors who are doing work for us beyond what is referenced in the root causes analysis," the CrowdStrike spokesperson told The Register. (r)
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