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      Latest Science News

      Breaking science news and articles on global warming, extrasolar planets, stem cells, bird flu, autism, nanotechnology, dinosaurs, evolution -- the latest discoveries in astronomy, anthropology, biology, chemistry, climate and environment, computers, engineering, health and medicine, math, physics, psychology, technology, and more -- from the world's leading universities and research organizations.


      
        The changes to cell DNA that could revolutionize disease prevention
        Researchers have discovered a mechanism in DNA that regulates how disease-causing mutations are inherited. The team identified two enzymes that regulate a chemical modification, 6mA, in mitochondrial DNA. Without the modification, DNA mutations accumulate. These mutations contribute to diseases like dementia, cancer, and diabetes. The study shows that the 6mA modification controls these mutations, suggesting that enhancing its levels could slow disease progression.

      

      
        Gut molecule slows fat burning during fasting
        In a struggle that probably sounds familiar to dieters everywhere, the less a Caenorhabditis elegans (C. elegans) worm eats, the more slowly it loses fat. Now, scientists have discovered why: a small molecule produced by the worms' intestines during fasting travels to the brain to block a fat-burning signal during this time.

      

      
        Next time you beat a virus, thank your microbial ancestors
        When you get infected with a virus, some of the first weapons your body deploys to fight it were passed down to us from our microbial ancestors billions of years ago. According to new research, two key elements of our innate immune system came from a group of microbes called Asgard archaea.

      

      
        Study of pythons could lead to new therapies for heart disease, other illnesses
        In the first 24 hours after a python devours its massive prey, its heart grows bigger, softer and stronger and its metabolism speeds up forty-fold. The extraordinary process could inspire novel treatments for heart disease and metabolic disorders.

      

      
        Study finds no link between migraine and Parkinson's disease
        Contrary to previous research, a new study of female participants finds no link between migraine and the risk of developing Parkinson's disease.

      

      
        Life from a drop of rain: New research suggests rainwater helped form the first protocell walls
        New research shows that rainwater could have helped create a meshy wall around protocells 3.8 billion years ago, a critical step in the transition from tiny beads of RNA to every bacterium, plant, animal, and human that ever lived.

      

      
        The role of an energy-producing enzyme in treating Parkinson's disease
        An enzyme called PGK1 has an unexpectedly critical role in the production of chemical energy in brain cells, according to a preclinical study. The investigators found that boosting its activity may help the brain resist the energy deficits that can lead to Parkinson's disease.

      

      
        Extraterrestrial chemistry with earthbound possibilities
        Who are we? Why are we here? We are stardust, the result of chemistry occurring throughout vast clouds of interstellar gas and dust. To better understand how that chemistry could create prebiotic molecules, researchers investigated the role of low-energy electrons created as cosmic radiation traverses through ice particles. Their findings may also inform medical and environmental applications on our home planet.

      

      
        Early interventions may improve long-term academic achievement in young childhood brain tumor survivors
        Scientists have found infants and young children treated for brain tumors fell behind early in academic readiness, which predicted falling behind in later school years.

      

      
        A deep dive for environmental data on coastal oceans
        A new study addresses the lack of data on how much human-generated carbon dioxide is present in coastal oceans -- the saltwater ecosystems that link the land and sea. Capturing this data is crucial to calculating how much emissions must be cut in the future.

      

      
        Killing giant ragweed just got harder for some Wisconsin farmers
        When giant ragweed takes hold in a crop field, the towering weed reduces yield and sends plumes of its famously allergy-inducing pollen into the air. There are few tools available to thwart the menace, especially for farmers growing non-GMO soybeans. Now, some Wisconsin farmers are left with even fewer options.

      

      
        COPD and BPD: Inhalation of live Lactobacilli lessens lung inflammation and improves lung function
        In preclinical models, the inhalation of a mixture of living Lactobacilli bacteria attenuated pulmonary inflammation and improved lung function and structure for the chronic lung diseases bronchopulmonary dysplasia and chronic obstructive pulmonary disease. This study determined the mechanism of this live biotherapeutic product -- a powder mixture of living Lactobacilli bacteria -- to reduce neutrophilic inflammation and reduce a broad swath of inflammatory markers in BPD and COPD.

      

      
        Honey bees may play key role in spreading viruses to wild bumblebees
        Honey bees may play a role in increasing virus levels in wild bumble bees each spring, according to researchers who analyzed seasonal trends of parasite and virus transmission in bees.

      

      
        How personality traits might interact to affect self-control
        Neuroticism may moderate the relationship between certain personality traits and self-control, and the interaction effects appear to differ by the type of self-control, according to a new study.

      

      
        Homicide rates are a major factor in the gap between Black and White life expectancy
        Homicide is a major reason behind lower and more variable reduction in life expectancy for Black rather than White men in recent years, according to a new study.

      

      
        Human-wildlife overlap expected to increase across more than half of land on Earth by 2070
        Human-wildlife overlap could increase across about 57% of the global lands by 2070 and could lead to more conflict between people and animals. Understanding where the overlap is likely to occur -- and which animals are likely to interact with humans in specific areas -- will be crucial information for urban planners, conservationists and countries that have pledged international conservation commitments.

      

      
        Freeze-frame: World's fastest microscope that can see electrons in motion
        A team of researchers has developed the first transmission electron microscope which operates at the temporal resolution of a single attosecond, allowing for the first still-image of an electron in motion.

      

      
        Highest prediction of sea-level rise unlikely
        A new study challenges as highly unlikely an alarming prediction of sea-level rise that -- while designated as low likelihood --earned a spot in the latest UN climate report for its projection that the collapse of polar ice sheets could make the world's oceans up to 50 feet higher by 2300. But researchers found that the model is based on inaccurate physics of how ice sheets retreat and break apart, though they stress that the accelerating loss of ice from Greenland and Antarctica is still dire.

      

      
        New study reveals devastating power and colossal extent of a giant underwater avalanche off the Moroccan coast
        New research has revealed how an underwater avalanche grew more than 100 times in size causing a massive trail of destruction as it traveled 2000km across the Atlantic Ocean seafloor off the North West coast of Africa. Researchers provide an unprecedented insight into the scale, force and impact of one of nature's mysterious phenomena, underwater avalanches.

      

      
        To kill mammoths in the Ice Age, people used planted pikes, not throwing spears, researchers say
        Archeologists say new findings might help resolve the debate about Clovis points and reshape how we think about what life was like roughly 13,000 years ago. After an extensive review of writings and artwork -- and an experiment with replica Clovis point spears -- a team of archaeologists says humans may have braced the butt of their weapons against the ground in a way that would impale a charging animal. The force would have driven the spear deeper into the predator's body, unleashing a more dama...

      

      
        Using AI to link heat waves to global warming
        Researchers used machine learning to determine how much global warming has influenced extreme weather events in the U.S. and elsewhere in recent years. Their approach could change how scientists study and predict the impact of climate change on extreme weather.

      

      
        New insights and potential treatments for pulmonary hypertension
        A new study has found that asporin, a protein encoded by the ASPN gene, plays a protective role in pulmonary arterial hypertension (PAH).

      

      
        Chalk-based coating creates a cooling fabric
        In the scorching heat of summer, anyone who spends time outside could benefit from a cooling fabric. While there are some textiles that reflect the sun's rays or wick heat away, current options require boutique fibers or complex manufacturing processes. But now, demonstrations of a durable chalk-based coating show it can cool the air underneath treated fabric by up to 8 degrees Fahrenheit.

      

      
        Pilot study uses recycled glass to grow plants for salsa ingredients
        Tortilla chips and fresh salsa are tasty, but they could be even more appealing if you grow the ingredients yourself. Now, researchers report that some salsa ingredients -- cilantro, bell pepper and jalapeno -- can be more sustainably cultivated with recycled glass. Their pilot study found that partially substituting soil in a planter with recycled glass fragments speeds up plant development and reduces unwanted fungal growth.

      

      
        Obese children are more likely to develop skin conditions related to the immune system
        Childhood obesity can contribute to the development of common immune-mediated skin diseases (IMSDs), such as alopecia areata, atopic dermatitis, and psoriasis, new research finds. Maintaining a healthy weight could potentially help lower the chances of developing these skin conditions. A novel study details the findings of an analysis of 2,161,900 Korean children from 2009 to 2020 to investigate the relationship between obesity or dynamic changes in body weight and the development of IMSDs.

      

      
        Quality control: Neatly arranging crystal growth to make fine thin films
        Researchers have succeeded in forming metal-organic framework thin films on a substrate while controlling the growth direction of crystals so that they are arranged neatly without gaps. The resulting thin films of unprecedented high quality can be expected for use as optical sensors, optical elements, and transparent gas adsorption sheets.

      

      
        Separating the physical and psychosocial causes of pain
        Not all pain is the same. Depending on the cause, it requires different therapies. A team has now developed a method that enables physicians to better distinguish between physical and psychosocial pain.

      

      
        Positive effects of rhythm and music in brain disorder
        Music-based movement therapy, known as the Ronnie Gardiner Method, has the potential to contribute to rehabilitation after a stroke and in other brain disorders.

      

      
        Research shows reducing future global flooding hinges on cutting greenhouse gas emissions
        Pioneering research forecasts worldwide flooding is likely to be significantly worse in future decades if countries fail to meet official pledges to cut carbon emissions.

      

      
        Eco-friendly cooling device with record-breaking efficiency
        Researchers have developed an eco-friendly refrigeration device with record-breaking cooling performance in the world, setting to transform industries reliant on cooling and reduce global energy use. With a boost in efficiency of over 48%, the new elastocaloric cooling technology opens a promising avenue for accelerating the commercialization of this disruptive technology and addressing the environmental challenges associated with traditional cooling systems.

      

      
        New theory could improve the design and operation of wind farms
        A new model accurately represents the airflow around rotors, even under extreme conditions. The first comprehensive model of rotor aerodynamics could improve the way turbine blades and wind farms are designed and how wind turbines are controlled.

      

      
        P-bodies sustain acute myeloid leukemia
        An international team of scientists has uncovered a mechanism by which acute myeloid leukemia (AML) cells sustain their growth. AML cells prevent the synthesis of proteins that suppress their growth by forcibly isolating the mRNAs that encode such proteins within structures known as P-bodies. These findings offer a novel perspective into the survival mechanisms of AML and possibilities for new anti-cancer therapies.

      

      
        A new pandemic could ride in on animals we eat, researchers warn
        Researchers warn the animals we eat could be the gateway for a pandemic in the form of antimicrobial resistance, unleashing a wave of deadly superbugs. The World Health Organization estimates that drug-resistant diseases could cause up to 10 million deaths each year by 2050.

      

      
        More academic freedom leads to more innovation
        The innovative strength of a society depends on the level of academic freedom. An international team has now demonstrated this relationship. The researchers analyzed patent applications and patent citations in a sample from around 160 countries over the 1900--2015 period in relation to indicators used in the Academic Freedom Index. In view of the global decline in academic freedom over the past 10 years, the researchers predict a loss in innovative output.

      

      
        Survival tactics: AI-driven insights into chromatin changes for winter dormancy in axillary buds
        Epigenetics confers a survival advantage in plants to endure harsh weather by inducing bud dormancy. Environmental factors or intrinsic signals trigger the transition between growth and dormancy. Researchers explore the role of chromatin and transcriptional changes in the bud and further analyze data using artificial intelligence models. The findings of this study highlight epigenetic strategies to overcome the effects of short winters during global warming for plant survival.

      

      
        Study reveals best exercise for type-1 diabetes patients
        A new study has revealed the best types of exercise for patients with type-1 diabetes.

      

      
        Dormant capacity reserve in lithium-ion batteries detected
        Lithium iron phosphate is one of the most important materials for batteries in electric cars, stationary energy storage systems and tools. It has a long service life, is comparatively inexpensive and does not tend to spontaneously combust. Energy density is also making progress. However, experts are still puzzled as to why lithium iron phosphate batteries undercut their theoretical electricity storage capacity by up to 25 per cent in practice.

      

      
        Study assesses seizure risk from stimulating thalamus
        In awake mice, researchers found that even low deep brain stimulation currents in the central thalamus could sometimes still cause electrographic seizures.

      

      
        Beetle that pushes dung with the help of 100 billion stars unlocks the key to better navigation systems in drones and satellites
        An insect species that evolved 130 million years ago is the inspiration for a new research study to improve navigation systems in drones, robots, and orbiting satellites.

      

      
        Hepatic disease: A camu-camu fruit extract to reduce liver fat
        A research team has shown the benefits of camu-camu on non-alcoholic fatty liver disease. This exotic fruit reduces liver fat levels.

      

      
        Quenching the intense heat of a fusion plasma may require a well-placed liquid metal evaporator
        New fusion simulations of the inside of a tokamak reveal the ideal spot for a 'cave' with flowing liquid lithium is near the bottom by the center stack, as the evaporating metal particles should land in just the right spot to dissipate excess heat from the plasma.

      

      
        The power of face time: Insights from zebra finch courtship
        A new study on songbirds sheds light on the power of social interaction to facilitate learning, insights that potentially apply to human development. Researchers discovered that zebra finches deprived of early social experiences could still form strong bonds with a partner later in life. Once placed into cohabitation with a male, females that had never heard a mating song before could quickly develop a preference for his melody.

      

      
        Study reveals doubled risk of preterm birth for IVF pregnancies complicated by placental abruption
        Known risks from assisted reproductive technology and early placenta separation combine for a larger overall preterm delivery risk.

      

      
        Occupational exposure to particles may increase the risk of chronic kidney disease
        Exposure to dust and particles at work may increase the risk of chronic kidney disease, a new study shows. Among Swedish construction workers, followed since the 1970s, the risk was 15% higher among exposed.

      

      
        Targeted cancer cell therapy may slow endometrial cancer
        There may be a way to slow the growth of endometrial cancer using targeted cancer cell therapy to silence the ERBB2 gene expression.

      

      
        AI approach to drought zoning
        A recent study shows that climate change may cause many areas in Canada to experience significant droughts by the end of the century. In response, the researchers have introduced an advanced AI-based method to map drought-prone regions.

      

      
        Unlocking the last lanthanide
        A team of scientists was recently able to observe how promethium forms chemical bonds when placed in an aqueous solution.

      

      
        Engineered Bacteria make thermally stable plastics similar to polystyrene and PET
        Bioengineers around the world have been working to create plastic-producing microbes that could replace the petroleum-based plastics industry. Now, researchers have overcome a major hurdle: getting bacteria to produce polymers that contain ring-like structures, which make the plastics more rigid and thermally stable. Because these molecules are usually toxic to microorganisms, the researchers had to construct a novel metabolic pathway that would enable the E. coli bacteria to both produce and tol...

      

      
        Benefits and downside of fasting
        Researchers identified a signaling pathway in mice that boosts intestinal stem cells' regeneration abilities after fasting. When cancerous mutations occurred during this regenerative period, mice were more likely to develop early-stage intestinal tumors.

      

      
        Inflammation during childhood linked to onset of mental health issues in early adulthood
        Children who have persistently raised inflammation are at a higher risk of experiencing serious mental health disorders including psychosis and depression in early adulthood.
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The changes to cell DNA that could revolutionize disease prevention | ScienceDaily
University of Queensland researchers have discovered a mechanism in DNA that regulates how disease-causing mutations are inherited.


						
Dr Anne Hahn and Associate Professor Steven Zuryn from UQ's Queensland Brain Institute said the findings could provide a promising therapeutic avenue to stop the onset of heritable and age-related diseases.

"Mitochondrial DNA is essential for cell function," Dr Hahn said.

"But as we age it mutates, contributing to diseases like dementia, cancer and diabetes.

"Our team identified 2 enzymes that regulate a chemical modification -- adenine methylation or 6mA -- in mitochondrial DNA across various species, including humans."

"Removing this modification leads to uncontrolled accumulation and inheritance of mutations in the DNA," Dr Hahn said.

"Our study shows the 6mA modification controls these mutations, suggesting that enhancing levels of 6mA could slow disease progression."

The concept of epigenetics is an evolving field of research that reveals how environmental factors such as childhood experiences, can influence gene expression.




This challenges the old belief that DNA mutations inevitably lead to disease.

Dr Hahn said the study bridges the gap between genetics and epigenetics.

"It shows how this epigenetic mark guards against disease-causing mutations and ensures the continuity of healthy cells," she said.

Dr Zuryn said epigenetic modification was not only essential for individual health but also for safeguarding the genetic integrity of future generations.

"Our discovery was largely performed in the model organism C. elegans, and cells grown in a laboratory," he said.

"The team is now exploring whether similar mechanisms exist in humans and how they might influence disease outcomes.

"This research has vast implications and offers a novel perspective on genetic and epigenetic factors in health and disease."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/08/240821221840.htm
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Gut molecule slows fat burning during fasting | ScienceDaily

Although the exact molecule they identified in the worms has not yet been studied in humans, the new work helps scientists better understand the complex crosstalk between the gut and the brain. It also may shed light on why fasting -- not eating for set periods of time -- has benefits that are independent from the number of calories a person eats. The new study was published in Nature Communicationson August 11, 2024.

"We've found for the first time that fasting is conveying information to the brain beyond just caloric withdrawal," says Scripps Research Professor of Neuroscience Supriya Srinivasan, PhD, the senior author of the new study. "These findings make me wonder whether there are molecules made in the guts of other animals, including mammals, that explain some of the health outcomes associated with fasting."

Researchers have long known that the brain controls the production and breakdown of fats in humans, other mammals and model organisms such as C. elegans. In 2017, Srinivasan's group identified FLP-7, a brain hormone that triggers fat burning in the roundworm's gut. However, C. elegans do not have sensory nerves in their intestines, so scientists have struggled to pin down the reverse communication pathway: How does the gut signal the brain?

"We knew that altering the metabolic state of the gut could change the properties of neurons in the brain, but it was very mysterious how this actually happened," says Srinivasan.

In the new work, Srinivasan and her colleagues removed more than 100 signaling molecules from C. elegans intestines, one at a time, and measured their impact on the brain's production of FLP-7. They found one molecule that had a large effect on FLP-7: a form of insulin known as INS-7. In humans, insulin is most known as the hormone produced by the pancreas that control blood sugar levels. But this insulin molecule was instead being made by gut cells and also impacting fat metabolism via the brain.

"When we first found that this was an insulin, we thought it was paradoxical," recalls Srinivasan. "Insulin is so well studied in mammals, and there was no precedent for an insulin molecule having this role."

However, when the group probed how INS-7 was impacting FLP-7-producing brain cells, they found that it was not activating insulin receptors -- as all previously discovered insulin molecules do -- but by blocking the insulin receptor. In turn, this blockade set off a cascade of other molecular events that eventually made the brain cells stop producing FLP-7.




"INS-7 is basically a signal coming from the intestines that tells the brain not to burn any more fat stores right now because there's no food coming in," explains Srinivasan.

Studies have previously shown that periods of fasting can influence the body in a variety of ways, but the mechanisms of those changes have been unclear. The new study points toward one way that an empty gut can signal the brain, which could potentially lead to a variety of health impacts beyond fat.

The new results, Srinivasan says, help explain how the brain and digestive system communicate in both directions to control metabolism based on the availability of food. More research is needed to uncover which specific pathways are involved in new gut-to-brain signals in mammals. Compounds that mimic gut hormones -- such as semaglutide, commonly known under brand names such as Ozempic, Wegovy and Rybelus -- have recently emerged as popular ways to control obesity and diabetes, so new gut peptides could add to this drug class. Srinivasan is also planning experiments to probe how C. elegans gut cells are triggered to produce INS-7 during fasting and which types of brain cells are affected by the molecule.

This work was supported by funding from the National Institutes of Health (R01 DK124706 and R01 AG056648). 
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Next time you beat a virus, thank your microbial ancestors | ScienceDaily
When you get infected with a virus, some of the first weapons your body deploys to fight it were passed down to us from our microbial ancestors billions of years ago. According to new research from The University of Texas at Austin, two key elements of our innate immune system came from a group of microbes called Asgard archaea.


						
Specifically, viperins and argonautes, two proteins that are known to play important roles in the immune systems of all complex life -- from insects to plants to humans -- came from the Asgard archaea. Versions of these defense proteins are also present in bacteria, but the versions in complex life forms are most closely related to those in Asgard archaea, according to the new scientific study published in the journal Nature Communications.

This research bolsters the idea that all complex life, called eukaryotes, arose from a symbiotic relationship between bacteria and Asgard archaea.

"It adds more support to the fact that the Asgards are our microbial ancestors," said Brett Baker, associate professor of integrative biology and marine science and senior author. "It says that not only did eukaryotes get all these rich structural proteins that we've seen before in Asgards, now it's saying that even some of the defense systems in eukaryotes came from Asgards."

The researchers identified for the first time a large arsenal of defense systems in archaea that were previously known only in bacteria.

When viperins detect foreign DNA, which might indicate a dangerous virus, they edit the DNA so that the cell can no longer make copies of the DNA, which stops the virus from spreading. When argonautes detect foreign DNA, they chop it up, also halting the virus. Additionally, in more complex organisms, argonautes can block the virus from making proteins in a process called RNA silencing.

"Viral infections are one of the evolutionary pressures that we have had since life began, and it is critical to always have some sort of defense," said Pedro Leao, now an assistant professor at Radboud University in the Netherlands and a recent postdoctoral researcher in Baker's lab. "When bacteria and archaea discovered tools that worked, they were passed down and are still part of our first line of defense."

The researchers compared proteins involved in immunity across the tree of life and found many closely related ones. Then they used an AI tool called ColabFold to predict whether ones that had similar amino acid sequences also had similar three-dimensional shapes (aka structures). (It's the shape of a protein that determines how it functions.) This showed that variations of the viperin protein probably maintained the same structure and function across the tree of life. They then created a kind of family tree, or phylogeny, of these sister amino acid sequences and structures that showed evolutionary relationships.




Finally, the researchers took viperins from Asgard archaea genomes, cloned them into bacteria (so the bacteria would express the proteins), challenged the bacteria with viruses, and showed that Asgard viperins do in fact provide some protection to the modified bacteria. They survived better than bacteria without the immune proteins.

"This research highlights the integral role cellular defenses must have played from the beginning of both prokaryotic and eukaryotic life," said Emily Aguilar-Pine, a former undergraduate researcher who contributed to the project. "It also inspires questions about how our modern understanding of eukaryotic immunity can benefit from unraveling some of its most ancient origins."

"It's undeniable at this point that Asgard archaea contributed a lot to the complexity that we see in eukaryotes today," Leao said. "So why wouldn't they also be involved in the origin of the immune system? We have strong evidence now that this is true."

Other authors, all from UT, are Mary Little, Kathryn Appler, Daphne Sahaya, Kathryn Currie, Ilya Finkelstein and Valerie De Anda.

This work was supported by the Simons and Moore foundations (via the Moore-Simons Project on the Origin of the Eukaryotic Cell) and The Welch Foundation.
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Study of pythons could lead to new therapies for heart disease, other illnesses | ScienceDaily
In the first 24 hours after a python devours its massive prey, its heart grows 25%, its cardiac tissue softens dramatically, and the organ squeezes harder and harder to more than double its pulse. Meanwhile, a vast collection of specialized genes kicks into action to help boost the snake's metabolism fortyfold. Two weeks later, after its feast has been digested, all systems return to normal -- its heart remaining just slightly larger, and even stronger, than before.


						
This extraordinary process, described by CU Boulder researchers this week in the journal PNAS, could ultimately inspire novel treatments for a common human heart condition called cardiac fibrosis, in which heart tissue stiffens, as well as a host of other modern-day ailments that the monstrous snakes seem to miraculously resist.

"Pythons can go months or even a year in the wild without eating and then consume something greater than their own body mass, yet nothing bad happens to them," said senior author Leslie Leinwand, professor of molecular, cellular and developmental biology at CU Boulder and chief scientific officer of the BioFrontiers Institute. "We believe they possess mechanisms that protect their hearts from things that would be harmful to humans. This study goes a long way toward mapping out what those are."

Leinwand first started studying pythons nearly two decades ago, and her lab remains one of the few in the world looking to the constricting, non-venomous reptiles for clues to improve human health.

As much as 20 feet long, depending on the species, pythons are typically found in resource-scarce regions of Africa, South Asia and Australia. They fast for extended periods but when they do have the opportunity to eat, they can swallow a deer whole.

"Most people who use animal models to study disease and health typically focus on rats and mice, but there is a lot to learn from animals like pythons that have evolved ways to survive in extreme environments," said Leinwand.

There are two kinds of heart growth in humans, explains Leinwand: Healthy, like the kind that comes with chronic endurance exercise, and unhealthy, like the kind that comes with disease.




Pythons, much like elite athletes, excel at healthy heart growth.

Her previous work has shown that over the course of about a week to 10 days after a meal, python hearts get much bigger, their heart rate doubles, and their bloodstream turns milky white with circulating fats which, surprisingly, nourish rather than harm their heart tissue.

The new study set out to explore how this all happens.

Researchers fed pythons who had fasted for 28 days a meal of 25% of their body weight and compared them to snakes who had not been fed.

They discovered that as the well-fed snakes' hearts grew, specialized bundles of cardiac muscle called myofibrils -- that help the heart expand and contract -- radically softened, and contracted with roughly 50% greater force. Meanwhile, those same snakes had "profound epigenetic differences," differences in which genes were turned on or off, than the fasting snakes

More research is necessary to identify precisely which genes and metabolites are at play and what they do, but the study suggests that some may nudge the python heart to burn fat instead of sugar for fuel. Notably, diseased hearts struggle to do this.

Stiff or fibrotic tissue drives disease in other organs beside the heart, including lungs and livers, so there could be applications there, too.

"We found that the python heart is basically able to radically remodel itself, becoming much less stiff and much more energy efficient, in just 24 hours," said Leinwand. "If we can map out how the python does this and harness it to use therapeutically in people it would be extraordinary."
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Study finds no link between migraine and Parkinson's disease | ScienceDaily
Contrary to previous research, a new study of female participants finds no link between migraine and the risk of developing Parkinson's disease. The study is published in the August 21, 2024, online issue of Neurology(r), the medical journal of the American Academy of Neurology.


						
"These results are reassuring for women who have migraine, which itself causes many burdens, that they don't have to worry about an increased risk of Parkinson's disease in the future," said study author Tobias Kurth, MD, ScD, from the Institute of Public Health at Charite -- Universitatsmedizin Berlin in Germany.

The study involved 39,312 female participants with an average age of 55 at the start of the study. A total of 7,321 of the participants reported current or past migraine at the start of the study. The participants were then followed for an average of 22 years. During that time, 685 people reported physician-diagnosed Parkinson's disease. Of those, 128 were people who reported a history of migraine or active migraine, and 557 were people with no migraine.

After adjusting for other factors that could affect risk of developing Parkinson's disease as well as migraine, such as age, physical activity, alcohol use and smoking status, researchers found that people with migraine were no more likely to develop Parkinson's disease than those who did not have migraine.

This result did not change based on how frequently people had a migraine or whether they experienced an aura before the migraine. An aura is a visual or other sensory disturbance that occurs before the migraine starts, such as seeing bright lights.

"Since this study involved only female health professionals who were primarily white people, more research is needed to determine whether the results will apply to other groups, including men, women and other races, ethnicities and gender identities," Kurth said.

Another limitation of the study is that participants self-reported information on migraine and Parkinson's disease, so it is possible that some information was not accurate. In addition, since Parkinson's disease is often not diagnosed until symptoms are advanced, it's possible that some participants may have developed Parkinson's disease after the end of the study.
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Life from a drop of rain: New research suggests rainwater helped form the first protocell walls | ScienceDaily
One of the major unanswered questions about the origin of life is how droplets of RNA floating around the primordial soup turned into the membrane-protected packets of life we call cells.


						
A new paper by engineers from the University of Chicago's Pritzker School of Molecular Engineering (UChicago PME), the University of Houston's Chemical Engineering Department, and biologists from the UChicago Chemistry Department, have proposed a solution.

In the paper, published today in Science Advances, UChicago PME postdoctoral researcher Aman Agrawal and his co-authors -- including UChicago PME Dean Emeritus Matthew Tirrell and Nobel Prize-winning biologist Jack Szostak -- show how rainwater could have helped create a meshy wall around protocells 3.8 billion years ago, a critical step in the transition from tiny beads of RNA to every bacterium, plant, animal, and human that ever lived.

"This is a distinctive and novel observation," Tirrell said.

The research looks at "coacervate droplets" -- naturally occurring compartments of complex molecules like proteins, lipids, and RNA. The droplets, which behave like drops of cooking oil in water, have long been eyed as a candidate for the first protocells. But there was a problem. It wasn't that these droplets couldn't exchange molecules between each other, a key step in evolution, the problem was that they did it too well, and too fast.

Any droplet containing a new, potentially useful pre-life mutation of RNA would exchange this RNA with the other RNA droplets within minutes, meaning they would quickly all be the same. There would be no differentiation and no competition -- meaning no evolution.

And that means no life.




"If molecules continually exchange between droplets or between cells, then all the cells after a short while will look alike, and there will be no evolution because you are ending up with identical clones," Agrawal said.

Engineering a solution 

Life is by nature interdisciplinary, so Szostak, the director of UChicago's Chicago Center for the Origins of Life, said it was natural to collaborate with both UChicago PME, UChicago's interdisciplinary school of molecular engineering, and the chemical engineering department at the University of Houston.

"Engineers have been studying the physical chemistry of these types of complexes -- and polymer chemistry more generally -- for a long time. It makes sense that there's expertise in the engineering school," Szostak said. "When we're looking at something like the origin of life, it's so complicated and there are so many parts that we need people to get involved who have any kind of relevant experience."

In the early 2000s, Szostak started looking at RNA as the first biological material to develop. It solved a problem that had long stymied researchers looking at DNA or proteins as the earliest molecules of life.

"It's like a chicken-egg problem. What came first?" Agrawal said. "DNA is the molecule which encodes information, but it cannot do any function. Proteins are the molecules which perform functions, but they don't encode any heritable information."

Researchers like Szostak theorized that RNA came first, "taking care of everything" in Agrawal's words, with proteins and DNA slowly evolving from it.




"RNA is a molecule which, like DNA, can encode information, but it also folds like proteins so that it can perform functions such as catalysis as well," Agrawal said.

RNA was a likely candidate for the first biological material. Coacervate droplets were likely candidates for the first protocells. Coacervate droplets containing early forms of RNA seemed a natural next step.

That is until Szostak poured cold water on this theory, publishing a paper in 2014 showing that RNA in coacervate droplets exchanged too rapidly.

"You can make all kinds of droplets of different types of coacervates, but they don't maintain their separate identity. They tend to exchange their RNA content too rapidly. That's been a long-standing problem," Szostak said. "What we showed in this new paper is that you can overcome at least part of that problem by transferring these coacervate droplets into distilled water -- for example, rainwater or freshwater of any type -- and they get a sort of tough skin around the droplets that restricts them from exchanging RNA content."

'A spontaneous combustion of ideas' 

Agrawal started transferring coacervate droplets into distilled water during his PhD research at the University of Houston, studying their behavior under an electric field. At this point, the research had nothing to do with the origin of life, just studying the fascinating material from an engineering perspective.

"Engineers, particularly Chemical and Materials, have good knowledge of how to manipulate material properties such as interfacial tension, role of charged polymers, salt, pH control, etc.," said University of Houston Prof. Alamgir Karim, Agrawal's former thesis advisor and a senior co-author of the new paper. "These are all key aspects of the world popularly known as 'complex fluids' -- think shampoo and liquid soap."

Agrawal wanted to study other fundamental properties of coacervates during his PhD. It wasn't Karim's area of study, but Karim had worked decades earlier at the University of Minnesota under one of the world's top experts -- Tirrell, who later became founding dean of the UChicago Pritzker School of Molecular Engineering.

During a lunch with Agrawal and Karim, Tirrell brought up how the research into the effects of distilled water on coacervate droplets might relate to the origin of life on Earth. Tirrell asked where distilled water would have existed 3.8 billion years ago.

"I spontaneously said 'rainwater!' His eyes lit up and he was very excited at the suggestion," Karim said. "So, you can say it was a spontaneous combustion of ideas or ideation!"

Tirrell brought Agrawal's distilled water research to Szostak, who had recently joined the University of Chicago to lead what was then called the Origins of Life Initiative. He posed the same question he had asked Karim.

"I said to him, 'Where do you think distilled water could come from in a prebiotic world?'" Tirrell recalled. "And Jack said exactly what I hoped he would say, which was rain."

Working with RNA samples from Szostak, Agrawal found that transferring coacervate droplets into distilled water increased the time scale of RNA exchange -- from mere minutes to several days. This was long enough for mutation, competition, and evolution.

"If you have protocell populations that are unstable, they will exchange their genetic material with each other and become clones. There is no possibility of Darwinian evolution," Agrawal said. "But if they stabilize against exchange so that they store their genetic information well enough, at least for several days so that the mutations can happen in their genetic sequences, then a population can evolve."

Rain, checked 

Initially, Agrawal experimented with deionized water, which is purified under lab conditions. "This prompted the reviewers of the journal who then asked what would happen if the prebiotic rainwater was very acidic," he said.

Commercial lab water is free from all contaminants, has no salt, and lives with a neutral pH perfectly balanced between base and acid. In short, it's about as far from real-world conditions as a material can get. They needed to work with a material more like actual rain.

What's more like rain than rain?

"We simply collected water from rain in Houston and tested the stability of our droplets in it, just to make sure what we are reporting is accurate," Agrawal said.

In tests with the actual rainwater and with lab water modified to mimic the acidity of rainwater, they found the same results. The meshy walls formed, creating the conditions that could have led to life.

The chemical composition of the rain falling over Houston in the 2020s is not the rain that would have fallen 750 million years after the Earth formed, and the same can be said for the model protocell system Agrawal tested. The new paper proves that this approach of building a meshy wall around protocells is possible and can work together to compartmentalize the molecules of life, putting researchers closer than ever to finding the right set of chemical and environmental conditions that allow protocells to evolve.

"The molecules we used to build these protocells are just models until more suitable molecules can be found as substitutes," Agrawal said. "While the chemistry would be a little bit different, the physics will remain the same."
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The role of an energy-producing enzyme in treating Parkinson's disease | ScienceDaily
An enzyme called PGK1 has an unexpectedly critical role in the production of chemical energy in brain cells, according to a preclinical study led by researchers at Weill Cornell Medicine. The investigators found that boosting its activity may help the brain resist the energy deficits that can lead to Parkinson's disease.


						
The study, published Aug. 21 in Science Advances, presented evidence that PGK1 is a "rate-limiting" enzyme in energy production in the output-signaling branches, or axons, of the dopamine neurons that are affected in Parkinson's disease. This means that even a modest boost to PGK1 activity can have an outsized effect at restoring the neuronal energy supply in low-fuel conditions -- and the researchers showed that this could prevent the axon dysfunction and degeneration normally seen in an animal model of Parkinson's disease.

"Our findings show that PGK1 can really make a big difference in Parkinson's disease, in ways we didn't anticipate," said study senior author Dr. Timothy Ryan, the Tri-Institutional Professor of Biochemistry at Weill Cornell Medicine. "I'm very optimistic that this line of research has the potential to generate new Parkinson's treatments."

The study's first author was Dr. Alexandros Kokotos, a postdoctoral researcher in the Ryan Laboratory.

Parkinson's afflicts about one million Americans and is the second most common neurodegenerative disorder after Alzheimer's. The disease hits key populations of dopamine-producing neurons, initially weakening their synapses, or connection points to other neurons, and ultimately killing them. The resulting signs and symptoms of the disease include movement impairments, sleep problems and eventually dementia. Current treatments address symptoms but do not stop the disease course.

For decades, studies of various kinds have pointed to a failure of neuronal energy supply as a factor in Parkinson's -- a disease that affects neurons with very high energy requirements. Even so, researchers have lacked a good energy-related target for disease treatments.

The new focus on PGK1 originated from recent studies showing that the Food and Drug Administration-approved drug terazosin, which is used to treat prostate enlargement, also happens to enhance PGK1's energy-production activity and has beneficial effects in multiple animal models of Parkinson's. In these studies, however, terazosin's ability to boost PGK1 activity was quite weak, leaving uncertainty over its mechanism of action. Further evidence of the drug's proposed role in boosting neural protection came from a retrospective study in humans showing that terazosin significantly reduced the risk of developing Parkinson's.




"Pharma companies have been skeptical that this weak enhancement of PGK1 can explain these benefits in Parkinson's models," said Dr. Ryan, who is also a professor of biochemistry in anesthesiology at Weill Cornell Medicine.

In the new study, Dr. Ryan's team helped resolve this issue with sensitive assays that elucidated PGK1's role as an energy producer in neurons. This role, the researchers showed, is so important that even a small boost to PGK1 activity, such as terazosin provides, is enough to keep axons functioning when levels of glucose, which PGK1 helps convert to basic units of chemical energy, are low. The experiments included low-glucose situations caused by known Parkinson's-linked gene mutations.

The team also made a surprising discovery concerning a protein called DJ-1, whose impairment through mutation is another known genetic cause of Parkinson's. DJ-1 is a "chaperone" that is thought to protect neurons by preventing harmful protein aggregation. However, the team found that DJ-1 works in an unexpected energy-supplying role as a close partner of PGK1 -- and indeed is necessary for the benefits of PGK1 enhancement.

To Dr. Ryan, the results add weight to the theory that an energy supply deficit in the most vulnerable dopamine neurons -- due to aging, genetic and environmental factors -- is a general early driver of Parkinson's, and that moderately enhancing the activity of just one enzyme, PGK1, may be enough to reverse this deficit and block the disease process.

"Now I can say I'm confident that this enzyme is what should be targeted," Dr. Ryan said. "Given the positive impact of terazosin in protecting against Parkinson's in humans, and the fact that this drug was never optimized for PGK1 enhancement, it is exciting to consider the possible clinical impact of new drugs that, compared with terazosin, can enhance PGK1 activity more potently and selectively."

The research described in this story was supported in part by the National Institute of Neurological Disorders and Stroke and the National Institute of General Medical Sciences, both part of the National Institutes of Health, through grant numbers NS036942, NS11739, R35GM136686, and in part by Aligning Science Across Parkinson's ASAP-000580 and ASAP-020608 through the Michael J. Fox Foundation for Parkinson's Research.
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Extraterrestrial chemistry with earthbound possibilities | ScienceDaily
Who are we? Why are we here? As the Crosby, Stills, Nash & Young song suggests, we are stardust, the result of chemistry occurring throughout vast clouds of interstellar gas and dust. To better understand how that chemistry could create prebiotic molecules -- the seeds of life on Earth and possibly elsewhere -- researchers investigated the role of low-energy electrons created as cosmic radiation traverses through ice particles. Their findings may also inform medical and environmental applications on our home planet.


						
Undergraduate student Kennedy Barnes will present the team's results at the fall meeting of the American Chemical Society (ACS).

"The first detection of molecules in space was made by Wellesley College alum Annie Jump Cannon more than a hundred years ago," says Barnes, who, with fellow undergraduate Rong Wu, led this study at Wellesley, mentored by chemistry professor Christopher Arumainayagam and physics professor James Battat. Since Cannon's discovery, scientists have been interested in finding out how extraterrestrial molecules form. "Our goal is to explore the relative importance of low-energy electrons versus photons in instigating the chemical reactions responsible for the extraterrestrial synthesis of these prebiotic molecules," Barnes explains.

The few studies that previously probed this question suggested that both electrons and photons can catalyze the same reactions. Studies by Barnes and colleagues, however, hint that the prebiotic molecule yield from low-energy electrons and photons could be significantly different in space. "Our calculations suggest that the number of cosmic-ray-induced electrons within cosmic ice could be much greater than the number of photons striking the ice," Barnes explains. "Therefore, electrons likely play a more significant role than photons in the extraterrestrial synthesis of prebiotic molecules."

Aside from cosmic ice, her research into low-energy electrons and radiation chemistry also has potential applications on Earth. Barnes and colleagues recently studied the radiolysis of water, finding evidence of electron-stimulated release of hydrogen peroxide and hydroperoxyl radicals, which destroy stratospheric ozone and act as damaging reactive oxygen species in cells.

"A lot of our water radiolysis research findings could be used in medical applications and medical simulations," Barnes shares, offering the example of using high-energy radiation to treat cancer. "I once had a biochemistry professor say that humans are basically bags of water. So, other scientists are investigating how low-energy electrons produced in water affect our DNA molecules."

She also says the team's findings are applicable to environmental remediation efforts where wastewater is being treated with high-energy radiation, which produces large numbers of low-energy electrons that are assumed to be responsible for the destruction of hazardous chemicals.




Back to space chemistry, in attempting to better understand prebiotic molecule synthesis, the researchers didn't limit their efforts to mathematical modeling; they also tested their hypothesis by mimicking the conditions of space in the lab. They use an ultrahigh-vacuum chamber containing an ultrapure copper substrate that they can cool to ultralow temperatures, along with an electron gun that produces low-energy electrons and a laser-driven plasma lamp that produces low-energy photons. The scientists then bombard nanoscale ice films with electrons or photons to see what molecules are produced.

"Although we have previously focused on how this research is applicable to interstellar submicron ice particles, it is also relevant to cosmic ice on a much larger scale, like that of Jupiter's moon Europa, which has a 20-mile-thick ice shell," says Barnes.

Thus, she suggests their research will help astronomers understand data from space exploration missions such as NASA's James Webb Space Telescope as well as the Europa Clipper, initially expected to launch in October 2024. Barnes hopes that their findings will inspire other researchers to incorporate low-energy electrons into their astrochemistry models that simulate what happens within cosmic ices.

Barnes and colleagues are also varying the molecular composition of ice films and exploring atom addition reactions to see if low-energy electrons can produce other prebiotic chemistries. This work is being performed in collaboration with researchers at the Laboratory for the Study of Radiation and Matter in Astrophysics and Atmospheres in France.

"There's a lot that we're on the cusp of learning, which I think is really exciting and interesting," says Barnes, touting what she describes as a new Space Age.

The research was funded by the U.S. National Science Foundation, Arnold and Mabel Beckman Foundation, Wellesley College Faculty Awards, Brachman Hoffman grants, and the Nancy Harrison Kolodny '64 Professorship.
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Early interventions may improve long-term academic achievement in young childhood brain tumor survivors | ScienceDaily
Children who survive a brain tumor often experience effects from both the cancer and its treatment long after therapy concludes. Scientists at St. Jude Children's Research Hospital found very young children treated for brain tumors were less prepared for school (represented by lower academic readiness scores) compared to their peers. This gap persisted once survivors entered formal schooling. Children from families of higher socioeconomic status were partially protected from the effect, suggesting that providing early developmental resources may proactively help reduce the academic achievement gap. The findings were published today in the Journal of the National Cancer Institute.


						
"Even in very young children, we found academic readiness was starting to lag behind healthy children their age," said corresponding author Heather Conklin, PhD, St. Jude Department of Psychology and Biobehavioral Sciences member and Section of Neuropsychology chief. "They were gradually falling behind their same-age peers in academic fundamentals, such as learning their letters, numbers and colors."

Previous research has focused on school-aged children, but this is one of the first studies to examine academic readiness after brain tumor treatment in infants and young children (less than 3 years old). The scientists uncovered the gap in readiness skills by following a group of 70 patients who had been treated for brain tumors over time. Six months after diagnosis and annually for five years, "we found an increasing gap between these young patients treated for brain tumors and their typically developing peers because their academic readiness skills were not developing as fast," Conklin said.

Even though the scientists observed gaps between the children's abilities as they aged, it was present early and had predictive power. "Early academic readiness was predictive of long-term reading and math outcomes," Conklin said. "The effect isn't temporary. These children don't just catch up naturally."

Intervening early may protect academic readiness and achievement

While presenting a challenge, the findings also offer a strategy to address this problem: early intervention. Since the difference in academic readiness arises early after treatment, intervening then, as opposed to in elementary school (when most conventional interventions begin), may improve outcomes.

"We now know that we don't need to wait until patients are struggling with math and reading; we can intervene earlier," Conklin said. "We showed that the variability we're seeing early on predicts longer-term academic skills, which highly suggests earlier interventions will be beneficial and make a real difference."

Early interventions need to be informed by what increases vulnerability to or protects against the academic readiness gap to succeed. The researchers looked at the factors involved, such as treatment type and demographics, and found only one characteristic mattered.




Socioeconomic status protects and suggests early interventions may work

"The only clinical or demographic factor we found that predicted academic readiness was socioeconomic status," Conklin said. "Being from a family of higher socioeconomic status had a protective effect on children's academic readiness."

The finding that higher socioeconomic status is partially protective suggests that investing in resources to replace lost early enrichment experiences can mitigate the readiness gap. By increasing access to those replacement opportunities, more children could be protected.

"We know that being away from their home environment, caregivers, daycare, play dates, parks and early intervention services during these critical developmental years is probably having a negative impact on very young patients," Conklin said. "Our results suggest that families can make play meaningful, and by making little changes in how they interact with their child, with the support of their medical team and receiving appropriate resources, they may be able to make a difference in their child's cognitive and academic outcomes."

Authors and funding

The study's first author is Melanie Somekh, formerly of St. Jude. The study's other authors are Michelle Swain, Queensland Children's Hospital; Lana Harder, Children's Medical Center Dallas; Bonnie Carlson-Green, Children's Minnesota; Joanna Wallace, Lucile Packard Children's Hospital Stanford; Ryan Kaner, Rady Children's Hospital San Diego; Jeanelle S Ali, The Children's Hospital of Eastern Ontario and Jason Ashford, Jennifer Harman, Catherine Billups, Arzu Onar-Thomas, Thomas Merchant and Amar Gajjar, all of St. Jude.

The study was supported by grants from the National Cancer Institute (St. Jude Cancer Center Support [CORE] Grant (P30 CA21765)) and ALSAC, the fundraising and awareness organization of St. Jude.
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A deep dive for environmental data on coastal oceans | ScienceDaily
Excess carbon dioxide emitted by human activities -- such as fossil fuel burning, land-use changes and deforestation -- is absorbed by the world's oceans. While this absorption helps mitigate global warming, it also has adverse effects on marine life, including fish and plants.


						
While the impact of what is known as anthropogenic carbon dioxide on the open oceans has been extensively studied, there has been limited observational data on its presence and sources in coastal oceans, the broad range of saltwater ecosystems, from estuaries to coral reefs, that link the land and sea.

A recent study from Wei-Jun Cai's lab at the University of Delaware, titled "The Source and Accumulation of Anthropogenic Carbon in the U.S. East Coast," published in Science Advances, addresses this gap.

The lead author, Xinyu Li, earned her doctorate from UD's School of Marine Science and Policy in 2023 and is now a postdoctoral researcher at the Pacific Marine Environmental Laboratory. Wei-Jun Cai, associate dean for research and the Mary A.S. Lighthipe Chair Professor of Earth, Ocean, and Environment, was Li's advisor and supervised the study. Co-authors include Zelun Wu, a dual-degree doctoral student at UD and Xiamen University, and Zhangxian Ouyang, a postdoctoral researcher at UD.

The researchers analyzed a high-quality carbonate dataset from five research cruises conducted between 1996 and 2018. This dataset covers the East Coast of the United States' Mid-Atlantic Bight, a coastal region stretching from Massachusetts to North Carolina.

The 1996 dataset, provided by Doug Wallace, a professor of oceanography at Dalhousie University, allowed the researchers to track changes in carbon dioxide levels over time. Except for the 1996 cruise, the data were collected by members of Cai's group under the Ocean Acidification Program of the National Oceanic and Atmospheric Administration (NOAA).

The researchers used this data to investigate where and how much anthropogenic carbon dioxide is entering coastal waters, which are crucial to the global carbon budget.




Surface water -- the top 200 meters of the ocean -- showed the highest increase in anthropogenic carbon dioxide due to its direct contact with the atmosphere, which leads to greater absorption of atmospheric CO2.

Cai noted that an intriguing aspect of the study was analyzing the proportions of natural versus anthropogenic CO2 in the water and how water age affects anthropogenic carbon accumulation.

Surface water, being newer and arriving via the Gulf Stream from the Gulf of Mexico, exhibited high levels of anthropogenic carbon dioxide but relatively low levels of naturally occurring carbon dioxide.

In contrast, the middle layer of water (below 200 meters) had high concentrations of natural carbon dioxide and lower levels of anthropogenic carbon dioxide.

"The surface water has very high anthropogenic carbon dioxide but the middle layer water, that water that comes from the Southern Ocean and is called the Antarctic Intermediate Water, that water travels a long time, maybe 100 years from the Southern Ocean to the East Coast," said Cai. "That water has a lot of natural carbon dioxide because of microbial decomposition but that water has very low amounts of anthropogenic carbon."

Below these layers lies the North Atlantic Deep Water, which sinks in winter and travels from the Labrador Sea to the East Coast over two decades. "This water has an intermediate level of anthropogenic carbon dioxide," Cai said. "Each water mass has a recorded level of carbon dioxide from its time of formation, and this gave us a history of these changes. It's interesting to see that the more recent waters had the highest levels of anthropogenic carbon."

Li described this distribution as a "sandwich structure," with high anthropogenic carbon on the surface, low anthropogenic carbon in the middle layers, and intermediate levels deeper down.




"This distribution is closely related to water age, when it comes in contact with the atmosphere on the surface and absorbs carbon dioxide from the atmosphere," Li said.

The study also found that anthropogenic carbon decreases from offshore to nearshore waters, correlating with lower salinity. This suggests that there is no net increase in the export of anthropogenic carbon dioxide from nearshore areas like estuaries and wetlands to the open ocean.

"When we extrapolate our results to low salinity waters, like the water coming out of the Delaware Bay and the Chesapeake Bay, we found that there is actually very little anthropogenic carbon dioxide increase in very low salinity waters," Cai explained. "That water has a lot of natural carbon dioxide but there's very little anthropogenic carbon dioxide there."

This finding supports previous research indicating that net anthropogenic carbon dioxide transport from estuaries and wetlands to the continental shelf is essentially zero, or even negative. Possible reasons include low buffer capacity and short residence times in estuarine waters, which limit their ability to absorb anthropogenic CO2. Additionally, the loss rate of North American wetlands is three times its growth rate, reducing the opportunity for carbon uptake and transport to coastal waters.

Cai highlighted the broader implications of these findings for the global carbon cycle. "This paper clarifies conflicting views from terrestrial studies," he said. "There is a big debate about whether there is an increase of transport of anthropogenic carbon dioxide from terrestrial systems to the coastal ocean. Our conclusion is that there is no natural transport of anthropogenic carbon and that anthropogenic carbon in the coastal waters is really all mixed in from the offshore water masses and comes locally from the atmosphere above it. A majority of the latter is then exported to the ocean."
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Killing giant ragweed just got harder for some Wisconsin farmers | ScienceDaily
When giant ragweed takes hold in a crop field, the towering weed reduces yield and sends plumes of its famously allergy-inducing pollen into the air. There are few tools available to thwart the menace, especially for farmers growing non-GMO soybeans. Now, some Wisconsin farmers are left with even fewer options.


						
New research from the University of Wisconsin-Madison and the University of Illinois Urbana-Champaign shows some giant ragweed populations in Wisconsin have evolved resistance to a crucial class of post-emergence herbicides known as protoporphyrinogen oxidase (PPO) inhibitors (Group 14 herbicides).

"It's hard to control giant ragweed with pre-emergence herbicides, in part because it's a larger seed and can emerge from greater depths. So farmers depend on post-emergence products. For folks growing non-GMO soybean, those POST products are ALS and PPO, and we already have fairly widespread ALS resistance in giant ragweed," said study co-author Pat Tranel, professor in the Department of Crop Sciences in the College of Agricultural, Consumer and Environmental Sciences (ACES) at Illinois.

"Losing PPOs means you're basically out of chemical options," he added.

The results won't surprise some Wisconsin farmers. Study co-author Rodrigo Werle, associate professor and Extension weed scientist at UW-Madison, says farmers started mentioning in 2018 that PPOs weren't working as well.

"We thought they had issues with application timing, that they were missing the ideal window for application," Werle said. "But the growers we were working with are very knowledgeable and did everything by the book. Small plants were regrowing after being sprayed, which can be a sign of resistance."

The research team asked farmers to collect and send seeds from plants in affected fields.




"We evaluated fomesafen (a PPO inhibitor) at 1x and 3x the label rate, and a lot of plants survived. Then we evaluated the dose response for fomesafen and lactofen (another PPO). We determined one population had almost 30-fold resistance to fomesafen and almost four-fold resistance to lactofen," said lead study author Felipe Faleco, a doctoral student at UW-Madison.

Faleco let plants that survived the 1x rate of fomesafen grow to maturity, then collected seeds and handed them off to Tranel, who had previously determined the molecular basis of ALS and PPO resistance in common ragweed, a close relative of the giant variety.

"We sequenced the genes for the PPO target enzyme and found the same mutation that we'd seen in common ragweed," Tranel said. "There were really no other mutations, so that is likely the basis of resistance in giant ragweed, too."

Tranel's group went farther, developing a molecular tool diagnostic labs can use to detect PPO resistance, offering farmers quick answers.

The Wisconsin team also tested for resistance to acetolactate synthase (ALS) inhibitors and glyphosate, finding four populations with resistance to ALS and two populations with resistance to glyphosate. These types of resistance had already been documented in giant ragweed, but the team also found one population with resistance to both.

"For us in Wisconsin, this is the first time we've documented two types of resistance in a single population in giant ragweed," Werle said. "It shows that it's not only waterhemp that is evolving multiple resistance. We also have some other weeds we have to keep an eye on."

Resistance to glyphosate affects GMO soybean growers, who turn to PPO and ALS herbicides in those cases. Similarly, non-GMO growers who can't use glyphosate rely on these chemistries. The authors say with ALS and PPO resistance -- essentially, zero chemical options -- more non-GMO growers may switch to GMO soybeans.




"Farmers plant non-GMO soybeans for the premiums; there's a financial reason to go that route even though weed control is more difficult," Werle said. "But if a farmer knows they're dealing with this type of resistance, that could prevent them from growing a non-GMO crop in a sustainable or a profitable way."

In addition to the potential impacts on farm management and profits, the findings matter for allergy sufferers.

"As farmers struggle with control, more ragweeds are going to escape and shed pollen," Tranel said. "So if you're living in a semi-rural area with corn and soybean fields around, it's likely there's going to be more pollen in the air."
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COPD and BPD: Inhalation of live Lactobacilli lessens lung inflammation and improves lung function | ScienceDaily
In preclinical models, the inhalation of a mixture of living Lactobacilli bacteria attenuated pulmonary inflammation and improved lung function and structure for the chronic lung diseases bronchopulmonary dysplasia and chronic obstructive pulmonary disease.


						
This study, published in the journal Nature Communications, determined the mechanism of this live biotherapeutic product -- a powder mixture of living Lactobacilli bacteria -- to reduce neutrophilic inflammation and reduce a broad swath of inflammatory markers in BPD and COPD, says Charitharth Vivek Lal, M.D., a University of Alabama at Birmingham neonatologist who co-led the research with Amit Gaggar, M.D., Ph.D., a UAB pulmonologist.

Their findings "provide a paradigm for the progression of structural lung disease," Lal said, because it identifies the Lactobacilli as critical to regulating lung protease activity that is linked to the destruction caused by matrikine generation, extracellular matrix turnover and chronic neutrophilic inflammation that damages air sacs in the lungs.

A possible protective role for Lactobacilli in the lung and the possible use of Lactobacilli to treat chronic lung disease had its foundation in 2016 when Lal and UAB colleagues discovered that the airways of infants with severe bronchopulmonary dysplasia had decreased numbers of Lactobacilli, increased numbers of proteobacteria and increased concentrations of proteobacterial endotoxin. In this latest study, the UAB researchers provide a mechanism of action for the Lactobacilli treatment to decrease downstream disease development and showed safety and effectiveness of the live biotherapeutic treatment in a mouse pup model for BPD and three mouse models of COPD.

Bronchopulmonary dysplasia develops in some extremely premature infants after damage induced by high oxygen tension or mechanical ventilation needed to keep them alive. COPD occurs in older people, especially smokers, and kills about 130,000 Americans a year and about 3 million more worldwide.

"Inhaled live biotherapeutic products show promise in addressing common pathways of disease progression that in the future can be targeted at a variety of lung diseases," Lal said. "Preclinical animal data is suggestive, and safety of the potential drug in humans will be tested in a forthcoming clinical trial. Human adult safety data in COPD will help de-risk the pathway to approval for use of the drug in bronchopulmonary disease infants."

The UAB researchers hypothesized that mouse models of BPD would show heightened levels of acetylated proline-glycine-proline, or Ac-PGP, an extracellular matrix-derived peptide, as had been seen in premature infants with BPD.




This was demonstrated in BPD mouse models, and gain- or loss-of-function studies showed the impact of Ac-PGP. Intranasal instillation of Ac-PGP increased neutrophilic inflammation and lung degradation. When an inhibitor of Ac-PGP was given with the Ac-PGP, markers of neutrophilic inflammation decreased and lung structure improved.

Researchers then showed that a proprietary Lactobacilli blend of L. planatarum, L. acidophilus and L. rhamnosus performed best in synergy to reduce the inflammatory proteinase MMP-9, which helps release the Ac-PGP from extracellular matrix. Furthermore, supernatant from Lactobacilli growth medium also reduced MMP-9 at a similar magnitude as live Lactobacilli bacteria.

A key finding was that L(+) lactic acid, which is produced in Lactobacilli growth medium supernatant, reduced MMP-9 in vitro, showing an important role for this lactic acid as an anti-inflammatory molecule. Researchers found that live Lactobacilli in the lungs provided an ongoing, sustained release of L(+) lactic acid in a controlled and well-tolerated manner.

A major technological advance reported in the study was creating the inhaled Lactobacilli powder through particle engineering -- particles small enough to reach deep into the lungs while preserving viable bacteria. This live biotherapeutic product was then tested in the BPD and COPD models. In the COPD mouse models, the blend successfully reduced inflammation in the lung microenvironment whether treated concurrently or post-injury, showing anti-inflammatory effects, decrease of several pro-inflammatory markers and elevation of the anti-inflammatory marker IgA.

An interesting finding was the favorable performance of the live biotherapeutic product. It reduced MMP-9 and other pro-inflammatory cytokines as well as, or in some cases better than, fluticasone furoate, a United States Food and Drug Administration-approved inhaled corticosteroid found in COPD combination therapies.

Safety and biodistribution studies in one of the COPD mouse models showed that inhalation of the bacterial powder did not initiate adverse reactions or disease, and the Lactobacilli did not translocate to distal tissues or accumulate in the lungs.




Co-first authors of the study, "A Lactobacilli-based inhaled live biotherapeutic product attenuates pulmonary neutrophilic inflammation," are Teodora Nicola and Nancy Wenger, UAB Department of Pediatrics, Division of Neonatology.

Other authors, along with Lal, Gaggar, Nicola and Wenger, are Xin Xu, Camilla Margaroli, Kristopher Genschmer, J. Edwin Blalock, UAB Department of Medicine, Division of Pulmonary, Allergy and Critical Care Medicine; and Michael Evans, Luhua Qiao, Gabriel Rezonzew, Youfeng Yang, Tamas Jilling, Kent Willis and Namasivayam Ambalavanan, UAB Department of Pediatrics, Division of Neonatology.

Support came from National Heart, Lung and Blood Institute of the National Institutes of Health grants HL141652, HL135710, HL166433, HL156275 and HL164156.

Part of this research is patented under "Inhaled respiratory probiotics for lung diseases of infancy, childhood and adulthood," U.S. 11,141,443 B2, held under the University of Alabama at Birmingham Research Foundation, which is part of the Bill L. Harbert Institute for Innovation and Entrepreneurship, with Lal, Gaggar and Ambalavanan as inventors. This proprietary product has been commercialized through UAB startup Alveolus Bio, Inc., based in Birmingham, Alabama, and Boston, Massachusetts.

At UAB, Pediatrics and Medicine are departments in the Marnix E. Heersink School of Medicine, and Lal is the director of Clinical Innovation at the Marnix E. Heersink Institute for Biomedical Innovation. Lal is an associate professor in the Division of Neonatology, and Gaggar is professor in the Division of Pulmonary, Allergy and Critical Care Medicine. Lal is also the founder of UAB startups Alveolus Bio, Inc., and Resbiotic Nutrition, Inc.
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Honey bees may play key role in spreading viruses to wild bumblebees | ScienceDaily
Honey bees may play a role in increasing virus levels in wild bumble bees each spring, according to researchers at Penn State who analyzed seasonal trends of parasite and virus transmission in bees.


						
The study -- published in the journal Ecosphere -- found that honey bees consistently had higher levels of viruses than bumble bees. Additionally, while both types of bees had lower virus prevalence in the winter, only bumble bees experienced negligible levels by spring.

Heather Hines, associate professor of biology and entomology in the College of Agricultural Sciences and corresponding author on the study, said this suggests that honey bees may be reinfecting bumble bees that otherwise would have very low virus prevalence each spring.

She added that the findings help improve the understanding of how pathogens may be transmitted between wild and managed bees, as well as why pathogens in bees are changing and what can be done to reduce them.

"Our data suggests that healthy wild bee communities require healthy honey bee colony management," she said. "Practices that help reduce disease loads in honey bees include ensuring cross-season high-quality nutrition, reducing pesticides and mitigating Varroa mites, which are known to be responsible for higher late-season viral loads."

Hines explained that while the study points to honey bees as spring viral reservoirs, this doesn't mean that honey bees are bad, but rather that good honey bee colony management is important for healthy pollinator communities.

Around the globe, the majority of food crops and wild plants rely on pollinators for reproduction. Agriculture benefits greatly from managed honey bee colonies to pollinate plants, while native bee species like bumble bees and solitary bees provide natural pollination services, can enhance fruitset -- when a flower turns into fruit -- and are necessary for the pollination of many plant species.




Bumble bees, unlike honey bees, are native to the United States and are the dominant ancestral pollinators of crops native to the region, such as blueberries and cranberries. Meanwhile, honey bees, which originated in Asia, are superior pollinators of most orchard crops given their abilities to mass recruit members to these resources.

Hines said that while these different types of bees have many traits in common, they also have differences that can affect dynamics like the spread of parasites and viruses.

"Honey bees are managed bees that are perennial, while bumble bees are annual -- overwintering as new queens and starting and growing their colonies in the following spring," she said. "These differing colony dynamics likely impact how diseases are spread between managed and native bees."

Many different pests and diseases can wreak havoc on bee populations, with several capable of spreading across multiple bee species. For example, deformed wing virus (DWV) and black queen cell virus (BQCV) are both harmful to and can be spread between honey and bumble bees. Additionally, harmful parasites such as nematodes and parasitic flies can also spread amongst bee populations.

For this study, the researchers aimed to examine if and how seasonal trends affected both virus and parasite spread. They collected both bumble and honey bees at multiple time periods across four years at six different sites in Centre County.

Then, the researchers screened for DWV and BQCV in bee abdomens using molecular biomarkers and for protozoan pathogens and parasites using a microscope. Finally, they compared the prevalence of these viruses and pests in the different bee species across different times of the years.




The researchers found that DWV and BQCV were common in both bumble and honey bees, with both species experiencing higher levels of DWV in the fall and higher levels of BQCV in mid-season. However, honey bees harbored higher levels of both viruses year-round.

Hines said the most noticeable seasonal difference occurred in the spring.

"Bumble bees had negligible levels of viruses in the spring, suggesting queens are either resistant or die during overwintering if infected," she said. "Honey bee colonies tend to have lower viral prevalence by spring as well, however, they still retain fairly high viral levels compared to bumble bees. This means that honey bees serve as a viral reservoir that can reinfect native bee communities that would naturally purge these viruses in the spring."

Hines said the study adds to a growing amount of research on the role of managed honey bees on disease loads in bee communities. The Hines Lab, specifically, has been involved in research examining the role of landscapes in the eastern United States on bumble bee pathogen loads, seeking to better understand which factors can be managed to most impact disease in these bees.

The researchers said that in the future, further studies on queen immunity and vulnerability to pathogens will better inform the understanding of these patterns.

Briana Wham, who earned her doctorate degree in entomology from Penn State and is currently a Penn State research data librarian, is first author on the paper. Elyse McCormick, who was a research technician at Penn State and is now a doctoral candidate at the University of Massachusetts; and several Penn State alumni who contributed to the research as undergraduate students, including Casey Carr, Nicole Bracci, Ashley Heimann, Timothy Egner and M. Jesse Schneider co-authored the study.

A Northeast Sustainable Agriculture and Research Graduate Student Research Grant helped support this research.
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How personality traits might interact to affect self-control | ScienceDaily
Neuroticism may moderate the relationship between certain personality traits and self-control, and the interaction effects appear to differ by the type of self-control, according to a study published August 21, 2024 in the open-access journal PLOS ONE by Fredrik Nilsen from the University of Oslo and the Norwegian Defence University, Norway, and colleagues.


						
Self-control is important for mental and physical health, and certain personality traits are linked to the trait. Previous studies suggest that conscientiousness and extraversion enhance self-control, whereas neuroticism hampers it. However, the link between personality and self-control has mostly been studied using a narrow conceptualization of self-control, and no previous studies examined whether and how personality traits interact with one another to increase, or reduce, self-control.

To fill this knowledge gap, Nilsen and colleagues collected data from 480 military cadets to examine the relationship between the Big Five personality traits (openness to experience, conscientiousness, extraversion, agreeableness, and neuroticism) and self-control dimensions (general, inhibitory, and initiatory self-control). Inhibitory self-control reflects the ability to resist temptation, whereas initiatory self-control is the ability to initiate proactive actions to achieve long-term goals. The authors also investigated how neuroticism might moderate the relationship between other personality traits and self-control.

Participants scoring highly for neuroticism tended to score lower for general and inhibitory self-control, after controlling for the effect of other variables -- a negative correlation. A positive correlation was seen for extraversion and conscientiousness, with participants scoring highly on these traits being more likely to also score highly on self-control dimensions. Openness and agreeableness traits did not consistently link with self-control after controlling for other variables.

The researchers found that neuroticism negatively moderated the relationship between extraversion and both general and inhibitory self-control, and the relationship between conscientiousness and both general and initiatory self-control, such that extroverted or conscientious participants scored less highly than otherwise expected for these types of self-control if they were also highly neurotic.

According to the authors, one take-home message from the study is that it is important to differentiate between the types of self-control when studying their relationship with personality traits -- in particular, we should distinguish between inhibitory self-control and initiatory self-control.

The study may have practical implications, since self-control can be a valuable resource for good health, success, and proper conduct. For example, knowledge about strengths and weaknesses of personality profiles and their accompanying self-control qualities might help select individuals for professions that require high self-control. In clinical and personal growth settings, the development and training of self-control may benefit from an increased understanding of the relationship between personality profiles and self-control patterns.

The authors add: "Our research reveals a more complicated relationship between personality traits and self-control than is previously found. First, there are two different types of self-control -- the ability to inhibit impulses, and the ability to initiate proactive actions -- and personality traits are differently related to these two ways of exhibiting self-control. Second, the level of neuroticism can significantly alter the relationship between personality traits like conscientiousness and extraversion, and self-control. Understanding the nuanced interplay between personality and self-control can help to find more effective ways to select individuals for roles that demand high levels of self-control, and to design interventions for developing self-control."
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Homicide rates are a major factor in the gap between Black and White life expectancy | ScienceDaily
Homicide is a major reason behind lower and more variable reduction in life expectancy for Black rather than White men in recent years, according to a new study published August 21, 2024 in the open-access journal PLOS ONE by Michael Light and Karl Vachuska of the University of Wisconsin-Madison, USA.


						
The COVID-19 pandemic precipitated a staggering drop in U.S. life expectancy and substantially widened Black-White disparities in lifespan. It also coincided with the largest one-year increase in the U.S. homicide rate in more than a century, with Black men bearing the brunt of these. Despite these trends, there has been limited research on the contribution of homicide to Black-White disparities in life expectancy during the pandemic.

In the new study, researchers used mortality data and multiple cause of death data files from the National Vital Statistics System division of the National Center for Health Statistics. The data spanned 2019 to 2021, and causes of death were organized into 20 main groupings.

Whereas Black men were expected to live on average 71.4 years in 2019, this dropped to 67.7 years in 2020. For White men, the corresponding decline was only from 76.4 years to 74.9 years. As a result, the life expectancy racial gap jumped from 5.0 to 7.2 fewer years for Black relative to White men.

The researchers found that in 2020 and 2021, homicide was the leading contributor to inequality both in life expectancy and in lifespan variability between Black and White men. Homicide accounted for far more of the racial gap in longevity and lifespan variability than deaths due to COVID-19. In 2021, for instance, the impact of homicide on the racial gap in lifespan variability was nine times greater than deaths from COVID-19.

The authors conclude that addressing homicides should be at the forefront of any public health discussion aimed at promoting racial health equity.

The authors add: "Increased homicide is one of the principal reasons why lifespans have become shorter for Black men than White men in recent years. In 2020 and 2021, homicide was the leading contributor to inequality in both life expectancy and lifespan variability between Black and White men, accounting for far more of the racial gap in longevity and variability than deaths from COVID-19."
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Human-wildlife overlap expected to increase across more than half of land on Earth by 2070 | ScienceDaily
As the human population grows, more than half of Earth's land will experience an increasing overlap between humans and animals by 2070, according to a University of Michigan study.


						
Greater human-wildlife overlap could lead to more conflict between people and animals, say the U-M researchers. But understanding where the overlap is likely to occur -- and which animals are likely to interact with humans in specific areas -- will be crucial information for urban planners, conservationists and countries that have pledged international conservation commitments. Their findings are published in Science Advances.

"We found that the overlap between populations of humans and wildlife will increase across about 57% of the global lands, but it will decrease across only about 12% of the global lands. We also found that agricultural and forest areas will experience substantial increases of overlap in the future," said Deqiang Ma, lead author of the study and a postdoctoral research fellow at the U-M Institute for Global Change Biology in the School for Environment and Sustainability.

The study showed that the human-wildlife overlap will be driven by human population growth rather than climate change. That is, the increase of people settling in previously undeveloped areas will drive the overlap rather than climate change causing animals to shift where they live.

"In many places around the world, more people will interact with wildlife in the coming decades and often those wildlife communities will comprise different kinds of animals than the ones that live there now," said Neil Carter, principal investigator of the study and associate professor of environment and sustainability. "This means that all sorts of novel interactions, good and bad, between people and wildlife will emerge in the near future."

A human-driven issue

To calculate future human-wildlife overlap, the researchers created an index that combined estimates of where people are likely to populate land as well as the spatial distributions of 22,374 species of terrestrial amphibians, birds, mammals and reptiles.




They drew information about the spatial distribution of vertebrates from previously published data that forecasts where species will live based on their climatic niches. Their estimates of where people are likely to live were based on projections of economic development, global society and demographics.

"The index we created showed that the majority of global lands will experience increases in human-wildlife overlap, and this increasing overlap is the result of the expansion of human population much more so than changes in species distributions caused by climate change," Ma said.

Specifically, the researchers found that areas that currently have and are projected to have high human-wildlife overlap in 2015 and 2070 are concentrated in regions where human population density is already high, including China and India.

In addition to those places where overlap is already high, "another area of major concern are forests, particularly in forests in Africa and South America where we're seeing a large increase in the overlap in the future," Carter said. "The reason that is concerning is because those areas have very high biodiversity that would experience greater pressure in the future."

The researchers also found that median species richness -- the variety of species in a given area -- is projected to decrease across most forests in Africa and South America. In South America, mammal richness is projected to decline by 33%, amphibian richness by 45%, reptile richness by 40% and bird richness by 37%. In Africa, mammal richness is projected to decline by 21% and bird richness by 26%.

The need for biodiversity

Preserving biodiversity in these zones of overlap has real benefits, Carter says.




"There are cases of human-wildlife interactions that are both good and bad, but we anticipate that they're going to become more pronounced. For example, COVID19 was the result of human contact with wild animals, and there is concern that new diseases will emerge from greater encounters between people and certain wildlife species," he said. "But you also have species that provide important benefits to people, like reducing the abundances of pests."

For example, part of Ma's data analysis looked at birds that eat insects in agricultural areas and examined where those birds will go under climate change. He found that more than two-thirds of the croplands that will likely experience an increase of human-wildlife overlap by 2070 will see a decline in bird species that can help reduce crop pests.

"What we're doing is finding those areas and saying, if you have cropland or pastures here, are you going to have species move into those areas or species moving away from those areas," Carter said. "Are those new croplands or pastures going to be an additional threat to the species or could there be ecosystem services harnessed for free?"

Scavengers such as vultures and hyenas also play a critical role by cleaning waste from urban areas and other landscapes, Carter said. By clearing waste, scavengers can reduce the prevalence of some human diseases such as rabies, anthrax and bovine tuberculosis.

"Hyenas and other species that are vilified or persecuted because they are scavengers provide a lot of disease reduction benefits," Carter said. "On one hand, they're viewed as a threat, but on the other hand, they're providing free health benefits.

Equitable conservation

Future conservation strategies will have to evolve, especially in regions that previously haven't seen much human settlement, according to the researchers. In the past, a core conservation strategy was to establish protected areas where human access is restricted. This is becoming harder to implement because there are fewer such places.

"There's also a significant environmental justice argument around the validity of telling communities that may have lived in a certain area for generations that they have to move," Carter said. "Our study suggests that with more areas of the world expected to be shared both by people and wildlife, conservation planning will have to get more creative and inclusive."

Conservationists will need to engage local communities to build interest in helping improve the conservation process. This process may include establishing habitat corridors to connect existing protected areas to potentially new areas or to create temporary protected areas during critical periods for wildlife, like breeding periods, as well as other conservation innovations.

"We care a lot about which areas can support populations of endangered species, like tigers, and how human communities interact with these species," Carter said. "In some places it's going to be really hard to do everything at once: to grow crops and have urban areas and protect these species and their habitats. But if we can start planning now, we have a lot of tools to help us promote sustainable coexistence."

Co-authors of the study include Briana Abrahms of the University of Washington, U-M ecologist Jacob Allgeier, Tim Newbold of the University College London and U-M evolutionary ecologist Brian Weeks.
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Freeze-frame: World's fastest microscope that can see electrons in motion | ScienceDaily
Imagine owning a camera so powerful it can take freeze-frame photographs of a moving electron -- an object traveling so fast it could circle the Earth many times in a matter of a second. Researchers at the University of Arizona have developed the world's fastest electron microscope that can do just that.


						
They believe their work will lead to groundbreaking advancements in physics, chemistry, bioengineering, materials sciences and more.

"When you get the latest version of a smartphone, it comes with a better camera," said Mohammed Hassan, associate professor of physics and optical sciences. "This transmission electron microscope is like a very powerful camera in the latest version of smart phones; it allows us to take pictures of things we were not able to see before -- like electrons. With this microscope, we hope the scientific community can understand the quantum physics behind how an electron behaves and how an electron moves."

Hassan led a team of researchers in the departments of physics and optical sciences that published the research article "Attosecond electron microscopy and diffraction" in the Science Advances journal. Hassan worked alongside Nikolay Golubev, assistant professor of physics; Dandan Hui, co-lead author and former research associate in optics and physics who now works at the Xi'an Institute of Optics and Precision Mechanics, Chinese Academy of Sciences; Husain Alqattan, co-lead author, U of A alumnus and assistant professor of physics at Kuwait University; and Mohamed Sennary, a graduate student studying optics and physics.

A transmission electron microscope is a tool used by scientists and researchers to magnify objects up to millions of times their actual size in order to see details too small for a traditional light microscope to detect. Instead of using visible light, a transmission electron microscope directs beams of electrons through whatever sample is being studied. The interaction between the electrons and the sample is captured by lenses and detected by a camera sensor in order to generate detailed images of the sample.

Ultrafast electron microscopes using these principles were first developed in the 2000's and use a laser to generate pulsed beams of electrons. This technique greatly increases a microscope's temporal resolution -- its ability to measure and observe changes in a sample over time. In these ultrafast microscopes, instead of relying on the speed of a camera's shutter to dictate image quality, the resolution of a transmission electron microscope is determined by the duration of electron pulses.

The faster the pulse, the better the image.




Ultrafast electron microscopes previously operated by emitting a train of electron pulses at speeds of a few attoseconds. An attosecond is one quintillionth of a second. Pulses at these speeds create a series of images, like frames in a movie -- but scientists were still missing the reactions and changes in an electron that takes place in between those frames as it evolves in real time. In order to see an electron frozen in place, U of A researchers, for the first time, generated a single attosecond electron pulse, which is as fast as electrons moves, thereby enhancing the microscope's temporal resolution, like a high-speed camera capturing movements that would otherwise be invisible.

Hassan and his colleagues based their work on the Nobel Prize-winning accomplishments of Pierre Agostini, Ferenc Krausz and Anne L'Huilliere, who won the Novel Prize in Physics in 2023 after generating the first extreme ultraviolet radiation pulse so short it could be measured in attoseconds.

Using that work as a steppingstone, U of A researchers developed a microscope in which a powerful laser is split and converted into two parts -- a very fast electron pulse and two ultra-short light pulses. The first light pulse, known as the pump pulse, feeds energy into a sample and causes electrons to move or undergo other rapid changes. The second light pulse, also called the "optical gating pulse" acts like a gate by creating a brief window of time in which the gated, single attosecond electron pulse is generated. The speed of the gating pulse therefore dictates the resolution of the image. By carefully synchronizing the two pulses, researchers control when the electron pulses probe the sample to observe ultrafast processes at the atomic level.

"The improvement of the temporal resolution inside of electron microscopes has been long anticipated and the focus of many research groups -- because we all want to see the electron motion," Hassan said. "These movements happen in attoseconds. But now, for the first time, we are able to attain attosecond temporal resolution with our electron transmission microscope -- and we coined it 'attomicroscopy.' For the first time, we can see pieces of the electron in motion."
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Highest prediction of sea-level rise unlikely | ScienceDaily
In recent years, the news about Earth's climate -- from raging wildfires and stronger hurricanes, to devastating floods and searing heat waves -- has provided little good news.


						
A new Dartmouth-led study, however, reports that one of the very worst projections of how high the world's oceans might rise as the planet's polar ice sheets melt is highly unlikely -- though it stresses that the accelerating loss of ice from Greenland and Antarctica is nonetheless dire.

The study challenges a new and alarming prediction in the latest high-profile report from the United Nations' Intergovernmental Panel on Climate Change (IPCC) to evaluate the latest climate research and project the long- and near-term effects of the climate crisis. Released in full last year, the IPCC's sixth assessment report introduced a possible scenario in which the collapse of the southern continent's ice sheets would make Antarctica's contribution to average global sea level twice as high by 2100 than other models project -- and three times as high by 2300.

Though the IPCC designated this specific prediction as "low likelihood," the potential of the world's oceans rising by as much as 50 feet as the model projects earned it a spot in the report. At that magnitude, the Florida Peninsula would be submerged, save for a strip of interior high ground spanning from Gainesville to north of Lake Okeechobee, with the state's coastal cities underwater.

But that prediction is based on a new hypothetical mechanism of how ice sheets -- the thick, land-based glaciers covering polar regions -- retreat and break apart. The mechanism, known as the Marine Ice Cliff Instability (MICI), has not been observed and has so far only been tested with a single low-resolution model, the researchers report in the journal Science Advances.

The researchers instead test MICI with three high-resolution models that more accurately capture the complex dynamics of ice sheets. They simulated the retreat of Antarctica's Thwaites Glacier, the 75-mile-wide ice sheet popularly nicknamed the "Doomsday Glacier" for the accelerating rate at which it is melting and its potential to raise global sea levels by more than two feet. Their models showed that even the imperiled Thwaites is unlikely to rapidly collapse during the 21st century as MICI would predict.

Mathieu Morlighem, a Dartmouth professor of earth sciences and the paper's corresponding author, said that the findings suggest that the physics underlying the extreme projection included in the IPCC report are inaccurate, which can have real-world effects. Policymakers sometimes use these high-estimation models when considering the construction of physical barriers such as sea walls or even relocating people who live in low-lying areas, Morlighem said.




"These projections are actually changing people's lives. Policymakers and planners rely on these models and they're frequently looking at the high-end risk. They don't want to design solutions and then the threat turns out to be even worse than they thought," Morlighem said.

"We're not reporting that the Antarctic is safe and that sea-level rise isn't going to continue -- all of our projections show a rapid retreat of the ice sheet," he continues. "But high-end projections are important for coastal planning and we want them to be accurate in terms of physics. In this case, we know this extreme projection is unlikely over the course of the 21st century."

Morlighem worked with Dartmouth's Helene Seroussi, associate professor in the Thayer School of Engineering, along with researchers from the University of Michigan, the University of Edinburgh and the University of St. Andrews in Scotland, and Northumbria University and the University of Stirling in England.

The idea behind MICI is that if an ice shelf -- the floating extension of the land-based ice sheet -- collapses rapidly, it would potentially leave the ice cliffs that form the outer edge of the ice sheet exposed and unsupported. If these cliffs are tall enough, they would break under its own weight, exposing an even taller cliff and leading to rapid retreat as the ice sheet collapses inward toward the interior like a row of dominos. The loss of this ice into the ocean where it would melt is what would lead to the projected dramatic sea-level rise.

But the authors of the Science Advances study find that the glacial collapse is not that simple or that fast. "Everyone agrees that cliff failure is real -- a cliff will collapse if it's too tall. The question is how fast that will happen," Morlighem said. "But we found that the rate of retreat is nowhere near as high as what was assumed in these initial simulations. When we use a rate that is better constrained by physics, we see that ice cliff instability never kicks in."

The researchers focused on Thwaites Glacier because it has been identified as especially vulnerable to collapse as its supporting ice shelf continues to break down. The researchers simulated Thwaites' retreat for 100 years following a sudden hypothetical collapse of its ice shelf, as well as for 50 years under the rate of retreat actually underway.




In all their simulations, the researchers found that Thwaites' ice cliffs never retreated inland at the speed MICI suggests. Instead, without the ice shelf holding the ice sheet back, the movement of the glacier toward the ocean accelerates rapidly, causing the ice sheet to expand away from the interior. This accelerated movement also thins the ice at the glacier's edge, which reduces the height of the ice cliffs and their susceptibility to collapse.

"We're not calling into question the standard, well-established projections that the IPCC's report is primarily based on," Seroussi said. "We're only calling into question this high-impact, low-likelihood projection that includes this new MICI process that is poorly understood. Other known instabilities in the polar ice sheets are still going to play a role in their loss in the coming decades and centuries."

Polar ice sheets are, for example, vulnerable to the established Marine Ice Sheet Instability (MISI), said study coauthor Dan Goldberg, a glaciologist at Edinburgh who was a visiting professor at Dartmouth when the project began. MISI predicts that, without the protection of ice shelves, a glacier resting on a submerged continent that slopes downward toward the interior of the ice sheet will retreat unstably. This process is expected to accelerate ice loss and contribute increasingly to sea-level rise, Goldberg said.

"While we did not observe MICI in the 21st century, this was in part because of processes that can lead to the MISI," Goldberg said. "In any case, Thwaites is likely to retreat unstably in the coming centuries, which underscores the need to better understand how the glacier will respond to ocean warming and ice-shelf collapse through ongoing modeling and observation."

The paper, "The West Antarctic Ice Sheet may not be vulnerable to Marine Ice Cliff Instability during the 21st Century," was published in Science Advances on Aug. 21, 2024. This work was supported by the National Science Foundation (grant no. 1739031) and Natural Environment Research Council (grant nos. NE/S006745/1 and NE/S006796/1).
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New study reveals devastating power and colossal extent of a giant underwater avalanche off the Moroccan coast | ScienceDaily
New research by the University of Liverpool has revealed how an underwater avalanche grew more than 100 times in size causing a huge trail of destruction as it travelled 2000km across the Atlantic Ocean seafloor off the North West coast of Africa.


						
In a study publishing in the journal Science Advances (and featured on the front cover), researchers provide an unprecedented insight into the scale, force and impact of one of nature's mysterious phenomena, underwater avalanches.

Dr Chris Stevenson, a sedimentologist from the University of Liverpool's School of Environmental Sciences, co-led the team that for the first time has mapped a giant underwater avalanche from head to toe, which took place nearly 60,000 years ago in the Agadir Canyon.

Their analysis reveals the event, which started as a small seafloor landslide about 1.5 km3 in volume, grew over 100 times in size picking up boulders, gravel, sand and mud as it travelled through one of the largest submarine canyons in the world before travelling a further 1600km across the Atlantic Sea floor.

The avalanche was so powerful that it eroded the entire 400 km length of the canyon and several hundred metres up the sides -- about 4500 km2 in total -- and was so strong it carried cobbles more than 130m up the side of the canyon.

Unlike a landslide or snow avalanche, underwater avalanches are impossible to see and extremely difficult to measure. However, they are the primary mechanism for moving material such as sediments, nutrients and pollutants across the surface of the earth and present a significant geohazard to the seafloor infrastructure such as internet cables.

The research team analysed more than 300 core samples from the area taken during research cruises over the last 40 years. This, alongside seismic and bathymetry data, enabled them to map out the giant avalanche.




Dr Stevenson said: "This is the first time anyone has managed to map out an entire individual underwater avalanche of this size and calculate its growth factor."

"What is so interesting is how the event grew from a relatively small start into a huge and devastating submarine avalanche reaching heights of 200 meters as it moved at a speed of about 15 m/s ripping out the sea floor and tearing everything out in its way.

"To put it in perspective: that's an avalanche the size of a skyscraper, moving at more than 40 mph from Liverpool to London, which digs out a trench 30 m deep and 15 km wide destroying everything in its path. Then it spreads across an area larger than the UK burying it under about a metre of sand and mud."

Dr Christoph Bottner, a Marie-Curie research fellow at Aarhus University in Denmark, who co-led the team, said "We calculate the growth factor to be at least 100, which is much larger compared to snow avalanches or debris flows which only grow by about 4-8 times. We have also seen this extreme growth in smaller submarine avalanches measured elsewhere, so we think this might be a specific behaviour associated with underwater avalanches and is something we plan to investigate further."

Professor Sebastian Krastel, head of Marine Geophysics at Kiel University and chief scientist aboard the cruises that mapped the canyon, added: "Our new insight fundamentally challenges how we view these events. Before this study, we thought that big avalanches only came from big slope failures. But now, we know that they can start small and grow into extremely powerful and extensive giant events.

"These findings are of enormous importance for how we try and assess their potential geohazard risk to seafloor infrastructure like internet cables that carry almost all global internet traffic, which are critical to all aspects of our modern societies."

The most recent cruises mapping the Agadir Canyon were led by the Institute of Geosciences, Kiel University, Leibniz Institute for Baltic Sea Research and GEOMAR Helmholtz Centre for Ocean Research, Germany. A suite of archive core data was analysed from the British Ocean Sediment Core Repository at NOCS Southampton, which was collected aboard NERC ships over the past 40 years.
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To kill mammoths in the Ice Age, people used planted pikes, not throwing spears, researchers say | ScienceDaily
After an extensive review of writings and artwork -- and an experiment with replica Clovis point spears -- a team of UC Berkeley archaeologists says humans may have braced the butt of their weapons against the ground in a way that would impale a charging animal. The force would have driven the spear deeper into the predator's body, unleashing a more damaging blow than even the strongest prehistoric hunters would have been capable of by throwing or jabbing megafauna.


						
How did early humans use sharpened rocks to bring down megafauna 13,000 years ago? Did they throw spears tipped with carefully crafted, razor-sharp rocks called Clovis points? Did they surround and jab mammoths and mastadons? Or did they scavenge wounded animals, using Clovis points as a versatile tool to harvest meat and bones for food and supplies?

UC Berkeley archaeologists say the answer might be none of the above.

Instead, researchers say humans may have braced the butt of their pointed spears against the ground and angled the weapon upward in a way that would impale a charging animal. The force would have driven the spear deeper into the predator's body, unleashing a more damaging blow than even the strongest prehistoric hunters would have been capable of on their own.

Drawing upon multiple sources of writings and artwork, a team of Berkeley archaeologists reviewed historical evidence from around the world about people hunting with planted spears.

They also ran the first experimental study of stone weapons that focused on pike hunting techniques, revealing how spears react to the simulated force of an approaching animal. Once the sharpened rock pierced the flesh and activated its engineered mounting system, they say, the spear tip functioned like a modern day hollow-point bullet and could inflict serious wounds to mastodons, bison and saber-toothed cats.

"This ancient Native American design was an amazing innovation in hunting strategies," said Scott Byram, a research associate with Berkeley's Archeological Research Facility and first-author of a paper on the topic published today in the journal PLOS ONE. "This distinctive Indigenous technology is providing a window into hunting and survival techniques used for millennia throughout much of the world."

The historical review and experiment may help solve a puzzle that has fueled decades of debate in archaeology circles: How did communities in North America actually use Clovis points, which are among the most frequently unearthed items from the Ice Age?




Named for the town of Clovis, New Mexico, where the shaped stones were first recovered nearly a century ago, Clovis points were shaped from rocks, such as chert, flint or jasper. They range from the size of a person's thumb to that of a midsize iPhone and have a distinct, razor-sharp edge and fluted indentations on both sides of their base. Thousands of them have been recovered across the U.S. -- some have even been unearthed within preserved mammoth skeletons.

They've also been a pop culture plot point. Characters in the video game "Far Cry Primal" use spears tipped with stone points to ambush mastodons. The movie 10,000 B.C. uses a similar spear to hunt mammoths. Scholars and hobbyists reconstruct Clovis points -- and some even document on YouTube the process of building them and using them to hunt bison.

Those depictions make for a good story. But they likely fail to consider the realities of life in the Ice Age, said Byram and his co-author, Jun Sunseri, a Berkeley associate professor of anthropology.

Clovis points are often the only recovered part of a spear. The intricately designed bone shafts at the end of the weapon are sometimes found, but the wood at the base of the spear and the pine pitch and lacing that help make them function as a complete system have been lost to time.

Plus, research silos limit that kind of systems thinking about prehistoric weaponry, Jun said. And if stone specialists aren't experts in bone, they might not see the full picture.

"You have to look beyond the simple artifact," he said. "One of the things that's key here is that we're looking at this as an engineered system that requires multiple kinds of sub-specialties within our field and other fields."

Building tools as strong, effective systems was likely a priority for communities 13,000 years ago. The tools needed to be resilient. The people had a limited number of suitable rocks to work with while traversing the land. They might go hundreds of miles without access to the right kind of long, straight poles from which to fashion a spear. So it stands to reason they wouldn't want to risk throwing or destroying their tools without knowing if they'd even land the animal, said Byram, who mined archival records, spanning anthropology to art to Greek history, to trace the arc of planted pikes as weapons.




"People who are doing metal military artifact analysis know all about it because it was used for stopping horses in warfare," Byram said. "But prior to that, and in other contexts with boar hunting or bear hunting, it wasn't very well known. It's a theme that comes back in literature quite a bit. But for whatever reason, it hasn't been talked about too much in anthropology."

To evaluate their pike hypothesis, the Berkeley team built a test platform measuring the force a spear system could withstand before the point snapped and/or the shaft expanded. Their low-tech, static version of an animal attack using a braced, replica Clovis point spear allowed them to test how different spears reached their breaking points and how the expansion system responded.

It was based on prior experiments where researchers fired stone-tipped spears into clay and ballistics gel -- something that might feel like a pinprick to a 9-ton mammoth.

"The kind of energy that you can generate with the human arm is nothing like the kind of energy generated by a charging animal. It's an order of magnitude different," Jun said. "These spears were engineered to do what they're doing to protect the user."

The experiment put to the test something Byram had mulled for decades. When he was in graduate school and analyzing prehistoric stone tools, he crafted replica Clovis points and fashioned spears using traditional techniques. He remembered thinking how time-intensive a process it was to invest in a stone Clovis point -- and how important it would be for the point to function effectively.

"It just started to make sense to me that it actually had a different purpose than some of the other tools," Byram said. "Unlike some of the notched arrowheads, it was a more substantial weapon. And it was probably also used defensively."

Conversations around a campfire early in the pandemic between Jun, a zooarchaeologist who learned from local communities during his time in Africa, and Kent Lightfoot, a Berkeley anthropology professor emeritus, prompted them to dig into the mystery. Through talks with his VhaVenda mentors, Jun learned how the engineering that went into the butt of some spears was just as critical as the work that went into the points.

"The sophisticated Clovis technology that developed independently in North America is testimony to the ingenuity and skills that early Indigenous people employed in their cohabitation of the ancient landscape with now-extinct megafauna," said Lightfoot, a co-author of the study.

In the coming months, the team plans to further test its theory by building something akin to a replica mammoth. Using a type of slide or pendulum, they hope to simulate what an attack might have looked like as a planted Clovis-tipped pike made impact with a massive, fast-moving mammal.

"Sometimes in archaeology, the pieces just start fitting together like they seem to now with Clovis technology, and this puts pike hunting front and center with extinct megafauna," Byram said. "It opens up a whole new way of looking at how people lived among these incredible animals during much of human history."
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Using AI to link heat waves to global warming | ScienceDaily
Researchers at Stanford and Colorado State University have developed a rapid, low-cost approach for studying how individual extreme weather events have been affected by global warming. Their method, detailed in a Aug. 21 study in Science Advances, uses machine learning to determine how much global warming has contributed to heat waves in the U.S. and elsewhere in recent years. The approach proved highly accurate and could change how scientists study and predict the impact of climate change on a range of extreme weather events. The results can also help to guide climate adaptation strategies and are relevant for lawsuits that seek to collect compensation for damages caused by climate change.


						
"We've seen the impacts that extreme weather events can have on human health, infrastructure, and ecosystems," said study lead author Jared Trok, a PhD student in Earth system science at the Stanford Doerr School of Sustainability. "To design effective solutions, we need to better understand the extent to which global warming drives changes in these extreme events."

Trok and his co-authors trained AI models to predict daily maximum temperatures based on the regional weather conditions and the global mean temperature. For training the AI models, they used data from a large database of climate model simulations extending from 1850 to 2100. But once the AI models were trained and verified, the researchers used the actual weather conditions from specific real-world heat waves to predict how hot the heat waves would have been if the exact same weather conditions occurred but at different levels of global warming. They then compared these predictions at different global warming levels to estimate how climate change influenced the frequency and severity of historical weather events.

Case studies and beyond

The researchers first put their AI method to work analyzing the 2023 Texas heat wave, which contributed to a record number of heat-related deaths in the state that year. The team found that global warming made the historic heat wave 1.18 to 1.42 degrees Celsius (2.12 to 2.56 F) hotter than it would have been without climate change. The researchers also found that their new technique accurately predicted the magnitude of record-setting heat waves in other parts of the world, and that the results were consistent with previously published studies of those events.

Based on this, the researchers used the AI to predict how severe heat waves could become if the same weather patterns that caused previous record-breaking heat waves instead occurred under higher levels of global warming. They found that events equal to some of the worst heat waves in Europe, Russia, and India over the past 45 years could happen multiple times per decade if global temperatures reach 2.0 C above pre-industrial levels. Global warming is currently approaching 1.3 C above pre-industrial levels.

"Machine learning creates a powerful new bridge between the actual meteorological conditions that cause a specific extreme weather event and the climate models that enable us to run more generalized virtual experiments on the Earth system," said study senior author Noah Diffenbaugh, the Kara J Foundation Professor and professor of Earth system science in the Stanford Doerr School of Sustainability. "AI hasn't solved all the scientific challenges, but this new method is a really exciting advance that I think will get adopted for a lot of different applications."

The new AI method addresses some limitations of existing approaches -- includingthose previously developed at Stanford -- by using actual historical weather data when predicting the effect of global warming on extreme events. It does not require expensive new climate model simulations because the AI can be trained using existing simulations. Together, these innovations will enable accurate, low-cost analyses of extreme events in more parts of the world, which is crucial for developing effective climate adaptation strategies. It also opens up new possibilities for fast, real-time analysis of the contribution of global warming to extreme weather.

The team plans to apply their method to a wider range of extreme weather events and refine the AI networks to improve their predictions, including using new approaches to quantify the full range of uncertainty in the AI predictions.

"We've shown that machine learning is a powerful and efficient new tool for studying the impact of global warming on historical weather events," said Trok. "We hope that this study helps promote future research into using AI to improve our understanding of how human emissions influence extreme weather, helping us better prepare for future extreme events."
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New insights and potential treatments for pulmonary hypertension | ScienceDaily
A new study from researchers with UCLA Health and collaborating organizations has found that asporin, a protein encoded by the ASPN gene, plays a protective role in pulmonary arterial hypertension (PAH).


						
Their findings, published on August 21 in the peer-reviewed journal Circulation, offer new insights into this incurable, often-fatal disease and suggest potential new ways to treat it.

"We were surprised to find that asporin, which previously had not been linked to PAH, gets upregulated to increased levels as a response to counteract this disease process," said Dr. Jason Hong, a pulmonary and critical care physician at UCLA Health and the study's corresponding author. "This novel finding opens up new avenues for understanding PAH pathobiology and developing potential therapies."

Pulmonary hypertension is a serious medical condition characterized by high blood pressure in the arteries that supply the lungs. It causes these arteries to narrow or become blocked, which, in turn, slows blood flow to the heart, requiring it to work harder to pump blood through the lungs. Eventually, the heart muscle becomes weak and begins to fail.

Need for New Therapies

According to recent estimates, PAH affects about 1% of the global population, but that number climbs to 10% in people who are 65 or older.

There's no cure for the disease, but medications and lifestyle changes can help slow progression, manage symptoms and prolong life.




The urgent need for new therapies, combined with the potential of multiomics -- an integrated approach to drive discovery across multiple levels of biology -- inspired Hong and research colleagues, including co-first author Lejla Medzikovic and senior author Mansoureh Eghbali to take a deep dive into the disease. Both work at UCLA's Eghbali Laboratory.

Methodology

For the study, the researchers applied novel computational methods, including transcriptomic profiling and deep phenotyping, to lung samples of 96 PAH patients and 52 control subjects without the condition from the largest multicenter PAH lung biobank available to-date. They integrated this data with clinical information, genome-wide association studies, graphic models of probabilities and multiomics analysis.

"Our detailed analysis found higher levels of asporin in the lungs and plasma of PAH patients, which were linked to less severe disease," Hong said.

Additionally, Medzikovic noted that their cell and living-organism experiments found that asporin inhibited pulmonary artery smooth muscle cell proliferation and a key signaling pathway that occurs with PAH.

"We also demonstrated that recombinant asporin treatment reduced PAH severity in preclinical models," said Medzikovic.




Next Steps

Hong and colleagues plan to further investigate the mechanisms by which asporin exerts its protective effects in PAH and explore potential therapeutic applications, focusing on how to translate their findings into clinical trials.

"Asporin represents a promising new target for therapeutic intervention in pulmonary arterial hypertension," he explained. "Enhancing asporin levels in PAH patients could potentially lead to improved clinical outcomes and reduced disease progression."
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Chalk-based coating creates a cooling fabric | ScienceDaily
In the scorching heat of summer, anyone who spends time outside -- athletes, landscapers, kids at the park or beachgoers -- could benefit from a cooling fabric. While there are some textiles that reflect the sun's rays or transfer heat away from the body, current options require boutique fibers or complex manufacturing processes. But now, researchers report a durable chalk-based coating that cools the air underneath treated fabric by up to 8 degrees Fahrenheit.


						
Evan D. Patamia, a graduate student at the University of Massachusetts Amherst, will present their team's results at the fall meeting of the American Chemical Society (ACS).

"If you walk out into the sunlight, you will get increasingly hot because your body and clothing are absorbing ultraviolet (UV) and near-infrared (near-IR) light from the sun," says Trisha L. Andrew, a chemist and materials scientist working with Patamia. "And as long as you're alive, your body is generating heat, which can be thought of as light, too."

To make people more comfortable outside, scientists have been developing textiles that simultaneously deflect the sun's rays and push out natural body heat -- a process known as radiative cooling. Some of those materials have light-refracting synthetic particles, such as titanium dioxide or aluminum oxide, embedded into spun fibers. Others use organic polymers, such as polyvinylidene difluoride, which require perfluoroalkyl and polyfluoroalkyl substances, known as PFAS or forever chemicals, in their production processes to create light-reflective textiles.

But scaling the manufacturing of these materials for commercialization isn't sustainable, according to Andrew. So, she posed the question to research team members Patamia and Megan K. Yee, "Can we develop a textile coating that does the same thing using natural or environmentally benign materials?"

Previously, Andrew and colleagues created a simple technique to apply durable polymer coatings on fabric called chemical vapor deposition (CVD). The method combines synthesis and deposition into the same step: grafting a thin polymer layer onto commercial textiles with fewer steps and less environmental impact than other ways to attach coatings.

So, inspired by the crushed limestone-based plasters used historically to keep houses cool in extremely sunny places, Patamia and Yee worked on innovating a process to integrate calcium carbonate -- the main component in limestone and chalk -- as well as bio-compatible barium sulfate onto the polymer applied by CVD. Small particles of calcium carbonate are good at reflecting visible and near-IR wavelengths, and barium sulfate particles reflect UV light.




Treating small squares of fabric, the researchers applied a 5-micrometer-thick poly(2-hydroxyethyl acrylate) layer and repeatedly dipped the polymer-treated squares into solutions containing calcium or barium ions and solutions containing carbonate or sulfate ions. With each dip, the crystals become larger and more uniform, and the fabric develops a chalky, matte finish. Patamia says that by changing the number of dipping cycles, the particles can be tuned to reach the ideal size distribution (between 1 and 10 micrometers in diameter) for reflecting both UV and near-IR light.

The researchers tested the cooling abilities of treated and untreated fabrics outside on a sunny day when the temperature measured more than 90 F. They observed air temperatures underneath the treated fabric that registered 8 F cooler than the ambient temperature in the middle of the afternoon. The difference was even greater, a maximum of 15 F, between treated and untreated fabric, which heated the air underneath the sample. "We see a true cooling effect," says Patamia. "What is underneath the sample feels colder than standing in the shade."

As a final evaluation of the mineral-polymer coating, Yee simulated the friction and impact of laundry detergent in a washing machine. She found that the coating didn't rub away and the material retained its cooling ability.

"So far in our processes, we've been limited by the size of our laboratory equipment," says Andrew. But she's part of a startup company that's scaling the CVD process for bolts of fabric, which are about 5 feet wide and 100 yards long. Andrew explains that this venture could provide a way to translate Patamia and Yee's innovations into pilot-scale production.

"What makes our technique unique is that we can do this on nearly any commercially available fabric and turn it into something that can keep people cool," concludes Patamia. "Without any power input, we're able to reduce how hot a person feels, which could be a valuable resource where people are struggling to stay cool in extremely hot environments."

The research was funded by the U.S. National Science Foundation. Trisha L. Andrew is involved in commercializing the polymer coating process. 
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Pilot study uses recycled glass to grow plants for salsa ingredients | ScienceDaily
Tortilla chips and fresh salsa are tasty in themselves, but they could be even more appealing if you grow the ingredients in a sustainable way. Researchers report that cilantro, bell pepper and jalapeno can be cultivated in recycled glass from discarded, pulverized bottles like those from beer or soda. The pilot study found that partially substituting soil in a planter with recycled glass fragments speeds up plant development and reduces unwanted fungal growth.


						
The researchers will present their results at the fall meeting of the American Chemical Society (ACS).

When nanomaterial scientist Julie Vanegas joined the faculty at The University of Texas Rio Grande Valley, she was paired with a faculty mentor, Teresa Patricia Feria Arroyo, an ecologist who works on solving problems related to food security and sustainability. During their early conversations, Vanegas mentioned that she'd been assessing recycled glass particles for coastal restoration projects, such as growing willow trees. Feria wondered if glass could also be used for growing produce. To answer Feria's question, they developed experiments for growing foods that people are familiar with, mature quickly and can be cultivated in container and backyard gardens -- the ingredients for pico de gallo.

"We're trying to reduce landfill waste at the same time as growing edible vegetables," says Andrea Quezada, a chemistry graduate student in the Nanoworld Vanegas lab who is presenting the team's research at the meeting. "If this is viable, then we might be able to introduce glass-based soils into agricultural practices for people here in the Rio Grande Valley and across the country."

For their experiments, the researchers get recycled glass particles from a company that diverts bottles from landfills, crushes them into particles and tumbles the pieces to round off the edges. The final product is smooth enough that people can handle the glass bits without getting cut, says Quezada. Similarly, plant roots can easily grow around the glass pieces without being harmed.

In initial tests, the researchers assessed the soil-like qualities, such as compaction and water retention, of three different sized glass fragments. They found that a size similar to coarse sand grains had characteristics, such as allowing oxygen to reach the roots and maintaining sufficient moisture levels, that could be ideal for plant cultivation.

Now, Quezada is evaluating the recyclable glass material as a viable substitute for soil. In a greenhouse on campus, she's growing cilantro, bell pepper and jalapeno plants in a variety of pots containing anywhere from 100% commercial potting soil to 100% recycled glass. Pots with more soil have higher levels of nutrients required for plant growth, including nitrogen, phosphorus and potassium, compared to those with more glass. But there's little variation in pH level among the pots, which is a promising result because plants thrive in a narrow soil pH range.




Early results suggest that the plants grown in recyclable glass have faster growth rates and retain more water compared to those grown in 100% traditional soil. "A weight ratio of more than 50% of glass particles to soil appears best for plant growth compared to the other mixtures we tested," says Vanegas. Though, the researchers are waiting until harvest time to confirm what soil mixture produces the highest yields -- and tastiest produce.

Another noteworthy result is that pots with 100% potting soil developed a fungus that stunted plant growth. Feria hypothesizes the fungus may impact nutrient uptake by the roots. However, the pots that included any amount of recyclable glass didn't have any fungal growth. The researchers are collecting data to determine why this might be.

These results are particularly promising to Quezada because the study was done without fertilizers, pesticides or fungicides. From her experience working in agriculture, she notes that a lot of the chemicals applied to the land impact people like her family members who work or live around farming communities. "I think it's really important to try to minimize the usage of any chemicals that can negatively affect our health," says Quezada. "If we are able to reduce them, and help the community by collecting recyclables, then we can give people a better quality of life."

The research was funded by an Empowering Future Agricultural Scientists grant from the U.S. Department of Agriculture's National Institute of Food and Agriculture, and a U.S. National Science Foundation grant that's also supporting Glass Half Full, the company that supplied the glass particles.
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Obese children are more likely to develop skin conditions related to the immune system | ScienceDaily
Childhood obesity can contribute to the development of common immune-mediated skin diseases (IMSDs), such as alopecia areata, atopic dermatitis, and psoriasis, new research finds. Maintaining a healthy weight could potentially help lower the chances of developing these skin conditions. A novel study in the Journal of Investigative Dermatology, published by Elsevier, details the findings of an analysis of 2,161,900 Korean children from 2009 to 2020 to investigate the relationship between obesity or dynamic changes in body weight and the development of IMSDs.


						
IMSDs have detrimental effects on quality of life, including emotional, physical, social, and functional wellbeing, in children and their families. Although several biologics have proven effective for treating children with atopic dermatitis or psoriasis, limited treatment options and a lack of clinical trials for systemic therapy still present considerable challenges in treating children with IMSDs. Childhood obesity rates have surged over the past years, transforming it into an undeniable public health crisis, which was compounded by the effects of the pandemic and national lockdowns. The precise mechanisms responsible for the involvement of obesity in the development of chronic inflammatory skin diseases, including psoriasis, atopic dermatitis, and skin malignancies, remains uncertain.

Co-lead investigator of the study, Seong Rae Kim, MD, Department of Dermatology, Seoul National University College of Medicine, Seoul, Republic of Korea, explains, "Previously, many studies have looked at the link between childhood obesity and IMSDs. However, most of these studies only looked at data from one point in time or compared groups with and without the condition (i.e., obesity or overweight), and they had small sample sizes. Very few studies have followed children over a long period to see how their body weight affects the development of these skin conditions. This means we still don't know for sure whether being obese or overweight causes atopic dermatitis and psoriasis or if the opposite is true. Also, no studies have yet looked at the effect of body weight on alopecia areata or how dynamic changes in a child's weight affect development of common IMSDs."

Co-lead investigator Hyunsun Park, MD, PhD, Department of Dermatology, Seoul National University College of Medicine; Laboratory of Intestinal Mucosa and Skin Immunology; and Department of Dermatology, Seoul Metropolitan Government-Seoul National University Boramae Medical Center, Seoul, Republic of Korea, adds, "Our research team is very interested in the skin-gut access. We think that various factors, including diet, obesity, or other lifestyles can affect gut environment and contribute to the development of IMSDs. We are trying to find the puzzle pieces to demonstrate how they are connected, and our current research is a step towards that understanding. We conducted a large study using data from a national database in Korea, which includes information on almost all infants and children across the country. Our goal was to see how a child's weight and changes in their weight are related to the development of alopecia areata, atopic dermatitis, and psoriasis."

The study revealed that children who were obese were more likely to develop common IMSDs compared to children with a normal weight. Among the three most common IMSDs, atopic dermatitis demonstrated the most obvious trend; children who gained weight (normal to overweight) had a higher risk of developing atopic dermatitis than children who maintained their normal weight, and children who lost weight (overweight to normal) had a lower risk of developing atopic dermatitis than children who maintained their overweight.

Co-lead investigator Seong-Joon Koh, MD, PhD, Department of Internal Medicine and Liver Research Institute, Seoul National University College of Medicine; and Laboratory of Intestinal Mucosa and Skin Immunology, Seoul, Republic of Korea, concludes, "Our findings support the importance of promoting weight maintenance among children who are already within the normal weight range because it may help reduce the risk of developing atopic dermatitis. In addition, prevention of excessive weight gain and purposeful weight loss, including adopting healthy diet strategies in children with obesity to prevent atopic dermatitis, particularly before school age, should be promoted. Implementing purposeful interventions, including nutritional strategies, to decrease body weight may aid in reducing the risk of developing IMSDs in children."
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Quality control: Neatly arranging crystal growth to make fine thin films | ScienceDaily
Table salt and refined sugar look white to our eyes, but that is only because their individual colorless crystals scatter visible light. This feature of crystals is not always desirable when it comes to materials for optical and electrical devices, however.


						
Metal-organic frameworks are one such material. Crystalline with micropores, thin films of these nanomaterials have been attracting attention as a next-generation material that could also have an impact on environmental issues such as hydrogen storage and carbon dioxide capture. An Osaka Metropolitan University, Graduate School of Engineering team has found a way to control the growth of crystals on such thin films so that light scattering is reduced significantly.

Associate Professor Kenji Okada and Professor Masahide Takahashi led the team in developing a technique for forming thin films on substrates by having the crystals grow in an orderly manner through the use of a modulator. A mixture of diluted acetic acid, the main acid of vinegar, and sodium acetate made up the modulator, which interacted with the copper-based medium to grow crystals in only one direction.

By arranging the crystals neatly without gaps, the team succeeded in fabricating a thin film of unprecedented high quality.

"The thin films fabricated in this research have numerous molecular-sized pores that allow light to pass through them well," Professor Okada explained. "They are expected to be used as optical sensors, optical elements, and transparent gas adsorption sheets that utilize the change in optical properties during molecular adsorption."
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Separating the physical and psychosocial causes of pain | ScienceDaily
Severe pain often has physical causes. But emotional, psychological and social factors can influence how we perceive and react to pain. "Pain is usually made up of a physical and a psychosocial component," explains Noemi Gozzi, a doctoral student at ETH Zurich.


						
Physicians do their best to take this into account in their treatment recommendations. So far, however, it's been difficult to clearly separate one component from the other. Physicians commonly rely on relatively simple approaches to determine pain and its intensity, based on the patient's subjective descriptions. This often leads to nonspecific therapies. Opioid painkillers are still frequently used despite all their disadvantages: the undesirable side effects, diminishing effectiveness over time and the risk of becoming addicted to the medication -- or even dying from an overdose.

Making treatment more individual

In recent years, Stanisa Raspopovic's group at ETH Zurich, of which Gozzi is a member, has worked with researchers at Balgrist University Hospital in Zurich to develop an approach that can clearly distinguish and quantify the physical and psychosocial components of pain. They have published their new method in the current issue of the journal Med. Raspopovic was Professor of Neuroengineering at ETH Zurich until recently.

"Our new approach should help physicians to assess patients' pain more individually and thus offer them more tailored personalized treatment in future," Raspopovic says. If the pain is primarily physical, doctors are likely to focus their treatment on the physical level, including the use of medications or physiotherapy. If, on the other hand, psychosocial factors play a major role in the patient's experience of pain, it may be indicated to positively change the perception of pain with psychological or psychotherapeutic support.

Large dataset

To develop the new method, the researchers analysed data from 118 volunteers -- including people with chronic pain as well as healthy controls. The researchers asked the study participants in detail about their perception of pain and any psychosocial characteristic such as depression, anxiety and fatigue and how often they were in so much pain that they were unable to go to work. In addition, the researchers recorded how well the participants are able to distract themselves from pain, and the extent to which pain gets them brooding or makes them helpless and causes them to overestimate the pain.




The researchers used standardised measurements of sensations of spontaneous pain in order to compare the subjects' perception of pain. Participants were administered small, non-dangerous but painful pulses of heat on their skin. To record the physical reaction of the pain, the researchers measured the study participants' brain activity using an electroencephalogram (EEG) and the electrical conductivity of the skin. The latter changes depending on how much someone is sweating and it is used to measure stress, pain and emotional arousals. Finally, the extensive dataset included the diagnoses of the study participants, which were made by the researchers at Balgrist University Hospital.

Machine learning delivers precision medicine

Machine learning helped the researchers to analyse the large amount of data, clearly distinguish between the two pain components and develop a new index for each. The index for the physical component of pain indicates the extent to which the pain is caused by physical processes. The index for the psychosocial component indicates how strongly emotional and psychological factors intensify the pain. Finally, the scientists validated these two factors using the participants' comprehensive measurement data.

The new method, with its combination of measuring body signals, self-disclosure, computerised evaluation and the resulting two indices, is intended to help physicians treat pain. "Our method enables physicians to precisely characterise the pain a particular person is suffering so they can better decide what kind of targeted treatment is needed," Gozzi says.

The researchers at ETH Zurich and Balgrist University Hospital are continuing this project; together with the Clinique romande de readaptation in Sion and the spinal cord injury department of a hospital in Pietra Ligure, Italy: they're investigating the clinical relevance of the new method in a long-term study.
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Positive effects of rhythm and music in brain disorder | ScienceDaily
Music-based movement therapy, known as the Ronnie Gardiner Method, has the potential to contribute to rehabilitation after a stroke and in other brain disorders. These are the results of a scoping review from the University of Gothenburg.


						
The Ronnie Gardiner Method was developed by and named after the popular Swedish-American jazz drummer Ronald "Ronnie" Gardiner, born in 1932. The method is used in rehabilitation in Sweden and internationally, but there has been a lack of a comprehensive scientific overview of any functional improvements when the method is applied, and how instructors and participants perceive it.

The current study, published in the journal Disability and Rehabilitation, compiles the purposes for which the Ronnie Gardiner Method is used within healthcare. The study also explores the potential benefits of the method.

"There is no doubt that in practice the method brings joy to participants in an often challenging life situation with long-term rehabilitation needs," says Petra Pohl, physiotherapist and assistant professor at Sahlgrenska Academy at the University of Gothenburg, and responsible for the study.

Complement to regular rehab

She has been studying the method for over 15 years and has previously evaluated it for people with Parkinson's disease and stroke. The previous studies showed that the method is appreciated exactly for its playfulness and pleasant setting with uplifting music, and a social context in a group.

"This is a fun and engaging approach, and something out of the ordinary. It challenges both cognition and motor skills at the same time," says Petra Pohl.




The method is based on rhythm and movements, such as hand clapping and foot stomping, based on a two-color note system where the left half of the body follows red notes and the right half blue notes while the mouth is forming rhythmic sounds. Many things are put to the test at the same time: motor skills, sense of rhythm, dual-task, coordination, memory, endurance and more.

What emerges from the current review study, which aims to provide an overview of the results of previous publications within the field, both quantitative and qualitative studies, is that the Ronnie Gardiner Method could serve as a valuable addition to traditional neurological rehabilitation.

Method on the rise

The potential benefits of stroke rehabilitation are the best documented, while the results from other conditions are more inconclusive. Of the 23 studies included in the review, the majority were not peer-reviewed, and are therefore not given the same weight.

From the qualitative studies included, it appears that the Ronnie Gardiner Method is perceived as challenging, motivating and enjoyable by participants, and many experienced improved recovery and quality of life.

"The method has reached an international arena, and many things suggest that it will be used more in rehabilitation contexts in the future. It is therefore important that it is studied, especially in controlled trials, for better validation," says Petra Pohl.
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Research shows reducing future global flooding hinges on cutting greenhouse gas emissions | ScienceDaily
Pioneering research forecasts worldwide flooding is likely to be significantly worse in future decades if countries fail to meet official pledges to cut carbon emissions.


						
The study, published today and led by experts from the University of Bristol and global water risk intelligence firm Fathom, reveals projections of different types of flooding in various climate change scenarios with unprecedented precision.

Through deploying the most comprehensive mapping framework, findings indicate overall global flooding could increase by around half between 2020 and the turn of the century in the event of high climate sensitivity and multilateral promises to reduce carbon emissions being broken.

Lead author Dr Oliver Wing, Honorary Research Fellow at the University of Bristol Cabot Institute for the Environment and Chief Research Officer at Fathom, said: "This research represents the culmination of years of research on our quest to help future-proof communities around the world from the evolving risk of flooding. The findings underscore the vital importance of all countries keeping their promise to cut carbon emissions."

In the best-case lower emissions scenario, where all global carbon pledges are fulfilled, the average flood hazard level is projected to rise by 9% between 2020 and 2100. The more pessimistic prospect of higher carbon emissions showed flooding could increase 49% by the end of the century.

In the next few decades, the projected increases in flood hazard were more modest. Between 2020 and 2050, in a low carbon emissions scenario flood risk is anticipated to grow 7% with this doubling to more than 15% in a high carbon emissions model.

Dr Wing said: "It is important to note that these global averages result from predicted changes in hazard that have large geographical variations. Some places will see their flood risk fall, whilst for others the increases will be many times larger than the global average even under a lower emissions scenario."

The report highlighted that coastal flooding remains a hotspot regardless of whether all global carbon emissions are met or not. Even in a low emissions scenario, coastal flooding is forecast to almost double, increasing by 99% by 2100, due to the lagged response of ocean sea level rise to existing warming.




Flooding caused by rainfall was found to be especially vulnerable to human-induced climate change. Whereas this type of flooding was shown to increase by 6% by 2100 in a low emissions scenario, this increase grows to 44% in a high emissions model.

The largest future increases in flooding are projected to be around global coastlines and in tropical Africa and Asia, as well as significant changes to arid North Africa. The likelihood of flood increases was most pronounced along the North Atlantic and Indian Ocean coasts, as well as for southeastern Asia and the Pacific Islands.

Recently developed global flood models estimate the national or global population exposed to floods; potential value of assets at risk; cost and benefits of flood defences, and the impact of climate and socio-economic change on future losses. Most only represent river flooding, but this study factors in the significant impact of coastal flooding, and has undergone the most rigorous validation of any global flood model to date.

Countries signed up to ambitious pledges to lower carbon emissions at COP27 and the study clearly indicates that if these aren't all achieved on time and in full, flooding levels look set to be heavily impacted.

Co-author Professor Paul Bates CBE, Professor of Hydrology at the University of Bristol Cabot Institute for the Environment and Chairman and Co-founder of Fathom, said: "Undertaking this research project involved subjecting our findings to the most comprehensive benchmarking of global flood modelling yet published.

"With the highest resolution results produced to date, we hope industries will derive value from our model for a range of additional use cases, such as protecting critical infrastructure from future flooding, helping insurers price premiums and meeting the requirements of climate regulations."

Additional contributors to the research paper from the University of Bristol include Prof Jeff Neal, Professor of Hydrology at the University of Bristol Cabot Institute for the Environment and Chief Scientific Advisor at Fathom; and two Fathom scientists soon to embark on PhDs at the University.
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Eco-friendly cooling device with record-breaking efficiency | ScienceDaily
Researchers at the School of Engineering of the Hong Kong University of Science and Technology (HKUST) have developed an eco-friendly refrigeration device with record-breaking cooling performance in the world, setting to transform industries reliant on cooling and reduce global energy use. With a boost in efficiency of over 48%, the new elastocaloric cooling technology opens a promising avenue for accelerating the commercialization of this disruptive technology and addressing the environmental challenges associated with traditional cooling systems.


						
Traditional vapor compression refrigeration technology relies on refrigerants of high global warming potential. Solid-state elastocaloric refrigeration based on latent heat in the cyclic phase transition of shape memory alloys (SMAs) provides an environmentally friendly alternative, with its characteristics of greenhouse gas-free, 100% recyclable and energy-efficient SMA refrigerants. But the relatively small temperature lift between 20 and 50 K, which is a critical performance indicator of the cooling device's ability to transfer heat from a low-temperature source to a high-temperature sink, has hindered the commercialization of this emerging technology.

To overcome the challenge, the research team led by Prof. SUN Qingping and Prof. YAO Shuhuai from the Department of Mechanical and Aerospace Engineering has developed a multi-material cascading elastocaloric cooling device made of nickel-titanium (NiTi) shape memory alloys and broke the world record in its cooling performance.

They selected three NiTi alloys with different phase transition temperatures to operate at the cold end, intermediate end, and hot end, respectively. By matching the working temperatures of each unit with the corresponding phase transition temperatures, the overall device's superelastic temperature window was expanded to over 100 K and each NiTi unit operated within its optimal temperature range, significantly enhancing the cooling efficiency. The built multi-material cascading elastocaloric cooling device achieved a temperature lift of 75 K on the water side, surpassing the previous world record of 50.6 K. Their research breakthrough, titled "A Multi-Material Cascade Elastocaloric Cooling Device for Large Temperature Lift," was recently published in Nature Energy, a top journal in the field.

Building on the success in developing elastocaloric cooling materials and architectures with many patents and papers published in leading journals, the research team plans to further develop high-performance shape memory alloys and devices for sub-zero elastocaloric cooling and high-temperature heat pumping applications. They will continue to optimize material properties and develop high-energy efficient refrigeration systems to drive the commercialization of this innovative technology.

Space cooling and heating account for 20% of the world's total electricity consumption and, according to industry estimates, are projected to become the second-largest source of global electricity demand by 2050.

"In the future, with the continuous advancement of materials science and mechanical engineering, we are confident that elastocaloric refrigeration can provide next-generation green and energy-efficient cooling and heating solutions to feed the huge worldwide refrigeration market, addressing the urgent task of decarbonization and global warming mitigation," Prof. Sun said.

The research work was conducted by Prof. Sun and Prof. Yao (both corresponding authors), Postdoctoral Research Associate and PhD graduate Dr. ZHOU Guoan (first author), PhD student LI Zexi, PhD graduates ZHU Yuxiang and HUA Peng, as well as a collaborator from Wuhan University.
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New theory could improve the design and operation of wind farms | ScienceDaily
The blades of propellers and wind turbines are designed based on aerodynamics principles that were first described mathematically more than a century ago. But engineers have long realized that these formulas don't work in every situation. To compensate, they have added ad hoc "correction factors" based on empirical observations.


						
Now, for the first time, engineers at MIT have developed a comprehensive, physics-based model that accurately represents the airflow around rotors even under extreme conditions, such as when the blades are operating at high forces and speeds, or are angled in certain directions. The model could improve the way rotors themselves are designed, but also the way wind farms are laid out and operated. The new findings are described in the journal Nature Communications, in an open-access paper by MIT postdoc Jaime Liew, doctoral student Kirby Heck, and Michael Howland, the Esther and Harold E. Edgerton Assistant Professor of Civil and Environmental Engineering.

"We've developed a new theory for the aerodynamics of rotors," Howland says. This theory can be used to determine the forces, flow velocities, and power of a rotor, whether that rotor is extracting energy from the airflow, as in a wind turbine, or applying energy to the flow, as in a ship or airplane propeller. "The theory works in both directions," he says.

Because the new understanding is a fundamental mathematical model, some of its implications could potentially be applied right away. For example, operators of wind farms must constantly adjust a variety of parameters, including the orientation of each turbine as well as its rotation speed and the angle of its blades, in order to maximize power output while maintaining safety margins. The new model can provide a simple, speedy way of optimizing those factors in real time.

"This is what we're so excited about, is that it has immediate and direct potential for impact across the value chain of wind power," Howland says.

Modeling the momentum

Known as momentum theory, the previous model of how rotors interact with their fluid environment -- air, water, or otherwise -- was initially developed late in the 19th century. With this theory, engineers can start with a given rotor design and configuration, and determine the maximum amount of power that can be derived from that rotor -- or, conversely, if it's a propeller, how much power is needed to generate a given amount of propulsive force.




Momentum theory equations "are the first thing you would read about in a wind energy textbook, and are the first thing that I talk about in my classes when I teach about wind power," Howland says. From that theory, physicist Albert Betz calculated in 1920 the maximum amount of energy that could theoretically be extracted from wind. Known as the Betz limit, this amount is 59.3 percent of the kinetic energy of the incoming wind.

But just a few years later, others found that the momentum theory broke down "in a pretty dramatic way" at higher forces that correspond to faster blade rotation speeds or different blade angles, Howland says. It fails to predict not only the amount, but even the direction of changes in thrust force at higher rotation speeds or different blade angles: Whereas the theory said the force should start going down above a certain rotation speed or blade angle, experiments show the opposite -- that the force continues to increase. "So, it's not just quantitatively wrong, it's qualitatively wrong," Howland says.

The theory also breaks down when there is any misalignment between the rotor and the airflow, which Howland says is "ubiquitous" on wind farms, where turbines are constantly adjusting to changes in wind directions. In fact, in an earlier paper in 2022, Howland and his team found that deliberately misaligning some turbines slightly relative to the incoming airflow within a wind farm significantly improves the overall power output of the wind farm by reducing wake disturbances to the downstream turbines.

In the past, when designing the profile of rotor blades, the layout of wind turbines in a farm, or the day-to-day operation of wind turbines, engineers have relied on ad hoc adjustments added to the original mathematical formulas, based on some wind tunnel tests and experience with operating wind farms, but with no theoretical underpinnings.

Instead, to arrive at the new model, the team analyzed the interaction of airflow and turbines using detailed computational modeling of the aerodynamics. They found that, for example, the original model had assumed that a drop in air pressure immediately behind the rotor would rapidly return to normal ambient pressure just a short way downstream. But it turns out, Howland says, that as the thrust force keeps increasing, "that assumption is increasingly inaccurate."

And the inaccuracy occurs very close to the point of the Betz limit that theoretically predicts the maximum performance of a turbine -- and therefore is just the desired operating regime for the turbines. "So, we have Betz's prediction of where we should operate turbines, and within 10 percent of that operational set point that we think maximizes power, the theory completely deteriorates and doesn't work," Howland says.




Through their modeling, the researchers also found a way to compensate for the original formula's reliance on a one-dimensional modeling that assumed the rotor was always precisely aligned with the airflow. To do so, they used fundamental equations that were developed to predict the lift of three-dimensional wings for aerospace applications.

The researchers derived their new model, which they call a unified momentum model, based on theoretical analysis, and then validated it using computational fluid dynamics modeling. In follow up work not yet published, they are doing further validation using wind tunnel and field tests.

Fundamental understanding

One interesting outcome of the new formula is that it changes the calculation of the Betz limit, showing that it's possible to extract a bit more power than the original formula predicted. Although it's not a significant change -- on the order of a few percent -- "it's interesting that now we have a new theory, and the Betz limit that's been the rule of thumb for a hundred years is actually modified because of the new theory," Howland says. "And that's immediately useful." The new model shows how to maximize power from turbines that are misaligned with the airflow, which the Betz limit cannot account for.

The aspects related to controlling both individual turbines and arrays of turbines can be implemented without requiring any modifications to existing hardware in place within wind farms. In fact, this has already happened, based on earlier work from Howland and his collaborators two years ago that dealt with the wake interactions between turbines in a wind farm, and was based on the existing, empirically based formulas.

"This breakthrough is a natural extension of our previous work on optimizing utility-scale wind farms," he says, because in doing that analysis, they saw the shortcomings of the existing methods for analyzing the forces at work and predicting power produced by wind turbines. "Existing modeling using empiricism just wasn't getting the job done," he says.

In a wind farm, individual turbines will sap some of the energy available to neighboring turbines, because of wake effects. Accurate wake modeling is important both for designing the layout of turbines in a wind farm, and also for the operation of that farm, determining moment to moment how to set the angles and speeds of each turbine in the array.

Until now, Howland says, even the operators of wind farms, the manufacturers, and the designers of the turbine blades had no way to predict how much the power output of a turbine would be affected by a given change such as its angle to the wind without using empirical corrections. "That's because there was no theory for it. So, that's what we worked on here. Our theory can directly tell you, without any empirical corrections, for the first time, how you should actually operate a wind turbine to maximize its power," he says.

Because the fluid flow regimes are similar, the model also applies to propellers, whether for aircraft or ships, and also for hydrokinetic turbines such as tidal or river turbines. Although they didn't focus on that aspect in this research, "it's in the theoretical modeling naturally," he says.

The new theory exists in the form of a set of mathematical formulas that a user could incorporate in their own software, or as an open-source software package that can be freely downloaded from GitHub. "It's an engineering model developed for fast-running tools for rapid prototyping and control and optimization," Howland says. "The goal of our modeling is to position the field of wind energy research to move more aggressively in the development of the wind capacity and reliability necessary to respond to climate change."

The work was supported by the National Science Foundation and Siemens Gamesa Renewable Energy.
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P-bodies sustain acute myeloid leukemia | ScienceDaily
An international team of scientists has uncovered a mechanism by which acute myeloid leukemia (AML) cells sustain their growth.


						
Researchers at Baylor College of Medicine, University of Veterinary Medicine in Austria and Josep Carreras Leukemia Research Institute in Spain discovered that AML cells prevent the synthesis of proteins that suppress their growth by forcibly isolating the mRNAs that encode such proteins within structures known as P-bodies. These findings, published in Nature Cell Biology, offer a novel perspective into the survival mechanisms of AML and possibilities for new anti-cancer therapies.

"Despite important advances in cancer research, the prognosis for most AML patients remains poor," said co-corresponding author Dr. Bruno Di Stefano, assistant professor of molecular and cellular biology and part of the Stem Cell and Regenerative Medicine (STaR) Center at Baylor. "Our goal was to identify and mechanistically understand new vulnerabilities of leukemia cells that could potentially be therapeutically targeted in AML."

Previous studies have shown that leukemia cells corrupt the process that translates mRNAs into proteins in ways that facilitate their growth, but the underlying mechanisms are poorly understood.

"Our first insight into how leukemia cells might derail normal translation control was the discovery that they harbored more P-bodies than their normal counterparts," said Di Stefano, member of the Dan L Duncan Comprehensive Cancer Center. "Excitingly, P-bodies were essential for the growth of leukemia cells, but not normal blood cells, suggesting a potential AML-specific dependency."

P-bodies are a type of biomolecular condensates that concentrate proteins and nucleic acids such as RNA inside cells. P-bodies serve as reservoirs that sequester specific mRNAs from the cellular machinery that translates them into proteins. "We think of P-bodies as storage units for RNAs," Di Stefano said.

The researchers profiled the mRNAs in the P-bodies of AML cells. "We discovered that leukemia cells sequester mRNAs encoding tumor suppressor proteins within P-bodies," Di Stefano said. "Of particular importance, these mRNAs were not degraded, and by forcibly dissolving P-bodies, we found that the mRNAs could be translated into proteins capable of curtailing AML."

"Indeed, abolishing P-bodies by removing DDX6, one of the proteins responsible for their formation, triggered the death of cancer cells in diverse models of human AML, across multiple different subtypes and mutations," said co-corresponding author Dr. Jose L. Sardina, principal investigator at Josep Carreras Leukemia Research Institute. "AML is a heterogeneous disease and finding a molecular pathway that might be a conserved Achilles' heel is quite exciting. Of equal importance, P-body loss had little effect upon normal blood cell production, further highlighting the potential of targeting P-body formation in AML."

"The discovery that AML cells depend on P-bodies and of the underlying molecular mechanisms has several important implications," said co-corresponding author, Dr. Florian Grebien, professor of medical biochemistry at the University of Veterinary Medicine, Vienna. "First, it provides novel insights into the little studied mechanism of controlled mRNA translation in the context of cancer development. Second, as the DDX6 protein is a pharmacologically tractable molecule, our work opens new avenues for the development of anticancer agents that target this mechanism."
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A new pandemic could ride in on animals we eat, researchers warn | ScienceDaily
Researchers warn the animals we eat could be the gateway for a pandemic in the form of antimicrobial resistance, unleashing a wave of deadly superbugs.


						
The World Health Organization estimates that drug-resistant diseases could cause up to 10 million deaths each year by 2050.

The researchers analysed this public health and food security challenge in the food animal industry in Southeast Asia for the International Journal of Food Science and Technology.

This challenge is relevant to Australia, which has strong political, economic and social ties with countries in the region. Australia marked 50 years of engagement with the Association of Southeast Asian Nations (ASEAN) at a special summit in Melbourne earlier this year.

Bioscientist Professor Rajaraman Eri and microbiologist Dr Charmaine Lloyd from RMIT University in Australia and public policy expert Dr Pushpanathan Sundram from Thailand co-wrote the journal article.

"There is a big pandemic waiting to happen in the form of antimicrobial resistance," said Eri, who is the Associate Dean of Biosciences and Food Technology at RMIT and also a veterinarian.

"We're going to face a situation in the world where will run out of antibiotics. That means we will not be able to treat infections."

Asia is a hotspot of antimicrobial resistance in animals, with Southeast Asia being an epicentre, the team says.




There are more than 2.9 billion chickens, 258 million ducks, 7 million cattle, 15.4 million buffaloes, 77.5 million pigs, 13.7 million sheep and 30.6 million goats in the region, according to the Food and Agriculture Organization.

"Livestock farming, mainly for smallholders, provides employment and side income, improves household dietary components and nutritional security, and provides food and economic wellbeing for their respective nations," said Sundram, who contributed to the research while he was at Chiang Mai University in Thailand.

The research paper highlights the Southeast Asia's challenges associated with antimicrobial resistance and residue in animals, and points out the need to differentiate the two concepts.

Resistance occurs when microorganisms develop resistance to antimicrobial agents to which they are exposed.

"On the farm, the presence of antibiotics in food, soil, water run-off and animal waste can contribute to this resistance developing," said Lloyd, from RMIT's School of Science.

"The overuse and misuse of antimicrobial drugs, especially for growth promotion in healthy animals, have resulted in the increased rate of resistance.




"Since resistant bacteria in animals may be transferred to humans through the food chain or by direct contact, this transmission pathway highlights the connection between human and animal health, emphasising the need to address antimicrobial resistance in food animals."

Food animals' residues are remnants of drugs, pesticides and other chemical substances that persist in animal tissues or products after administration or exposure to these substances.

"Veterinary drug residues commonly arise from overusing and improper use of antimicrobial agents, growth promoters and other veterinary drugs in animal husbandry practices," Eri said.

"Efforts in the region to regulate antimicrobial use are underway, but there's growing concern over consuming products with antimicrobial residues, which can impact human health due to the presence of antibiotic-resistant microbiota and pathogens in hosts," Sundram said.

"In Australia, we have excellent policies to take care of antimicrobial resistance, specifically, the usage of antibiotics is well regulated," Eri said.

"But that's not the case at the global level. In many countries, anybody can buy antibiotics, whether it be for human or animal use."

The team has six recommendations for policymakers in ASEAN countries to address antimicrobial resistance and residue in food animals:
    	Recognise the difference between residue and resistance, to tackle the resistance challenges with the right interventions in Southeast Asia's food animals.
    	Collaborate regionally and develop tailored strategies to navigate disease outbreaks, environmental concerns, residue levels and antimicrobial resistance.
    	Implement country-specific awareness campaigns, robust surveillance of residues and resistance, appropriate regulations and responsible antimicrobial use, to reduce resistance risks.
    	Foster international cooperation and initiatives to address resistance comprehensively, ensuring a united front against both residue and resistance.
    	Strengthen public health systems and preparedness.
    	Promote innovation and research in alternative antimicrobial solutions, sustainable farming practices and advanced diagnostics, to stay ahead of evolving challenges.
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More academic freedom leads to more innovation | ScienceDaily
The innovative strength of a society depends on the level of academic freedom. An international team involving the Technical University of Munich (TUM) has now demonstrated this relationship for the first time. The researchers analyzed patent applications and patent citations in a sample from around 160 countries over the 1900-2015 period in relation to indicators used in the Academic Freedom Index. In view of the global decline in academic freedom over the past 10 years, the researchers predict a loss in innovative output.


						
In many countries scientists have experienced a loss of academic freedom in recent years. This trend has come in for criticism on the basis of fundamental principles. However, there has been no research to date on whether the degree of academic freedom also has an impact on a society's ability to produce innovations.

For the first time an international team of researchers has studied the relationship between academic freedom and innovation output. As indicators for the quantity and quality of innovations, the researchers used patent applications and citations. Their analysis covered the 1900-2015 period in 157 countries. The team analyzed two large and respected datasets and put the results into relation: the V-Dem Dataset (Varieties of Democracy) from the V-Dem Institute at the University of Gothenburg encompasses various democracy indicators, some of which date back to 1789. They include freedom of science, which the institute, together with FAU Erlangen-Nuremberg, has also presented in the Academic Freedom Index for several years. The team obtained data on numbers of patent applications and citations from the PATSTAT database from the European Patent Office.

"Alarming signs for many countries"

The study shows that more freedom for the work of scientists results in more innovations. When the degree of academic freedom improves, this is followed by increases in the numbers of patent applications and, subsequently, in the number of patent citations.

However, the situation for academic freedom declined on a global scale during the period 2011-2021 for the first time in the last 100 years. This also applies to the group of 25 countries with the strongest science base. For that decade, the research team used the results of the study to calculate the impact of the decline. "We predict a global decline of 4-6% in innovative capability. In the leading countries, the figure is as high as 5-8%," says study author Paul Momtaz, Professor of Entrepreneurial Finance at TUM.

"The results are an alarming sign for many countries. Those who restrict academic freedom also limit the ability to develop new technologies and processes and therefore hinder progress and prosperity," says Paul Momtaz. "We see this trend not only in dictatorships, but also increasingly in democratic states where populist parties have gained influence."

Numerous robustness checks confirm results




The researchers conducted several checks to confirm the robustness of the link between academic freedom and innovative output. For example they checked whether the correlation actually results from academic freedom in particular or from general freedom in a society. They also ruled out reverse causality, in other words the possibility of countries allowing more academic freedom when innovative output is too low. The results of the study were also confirmed when narrowing the perspective to countries with very high or very low numbers of patent applications, when only the post-1980 period was considered or when limiting the analysis to specific aspects of academic freedom.

Further information:

Scientists from the Technical University of Munich, Indiana University, the University of Luxembourg, the Polytechnic University of Milan and the University of Bergamo were involved in the study.
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Survival tactics: AI-driven insights into chromatin changes for winter dormancy in axillary buds | ScienceDaily
Evolution has enabled plants to survive under adverse conditions. The winter bud of a plant is a crucial structure that establishes adaptability. Depending on environmental and intrinsic conditions, buds can transition between growth and dormancy. The three dormancy phases are determined by signals triggering each phase: ecodormancy, influenced by environmental factors; paradormancy, promoted by other plant organs; and endodormancy, maintained by internal signals within the bud. Paradormant buds enter endodormancy in response to changes in day length and/or low temperature in autumn, while endo-and eco-dormant phases occur in response to chilling temperatures. The transition from para- to endodormancy is a protective phenomenon for the bud. The epigenetic mechanism that triggers endodormancy is under-researched.


						
In this new study published in Tree Physiology on June 21, 2024, Assistant Professor Takanori Saito and his colleagues explore the epigenetic modifications in chromatin structures and transcriptional changes that enable temperature recognition in 'Fuji' apple axillary buds. The results were further interpreted by deep-learning artificial intelligence (AI) models and statistical analysis. This research was co-authored by Dr. Shanshan Wang, Dr. Katsuya Ohkawa, Dr. Hitoshi Ohara, and Dr. Satoru Kondo from the Graduate School of Horticulture at Chiba University.

One of the objectives of this study was to understand differently expressed genes (DEGs) in the transition phase from para- to endodormancy. Genes related to the cellular response to hypoxia, the defense response to abscisic acid (ABA), and circadian rhythm were activated at the initial stage of bud dormancy. Further, the authors revealed that nucleosome depletion was not correlated with the transcriptional pattern. "In contrast, among the DEGs, although a nucleosome position shift in the putative promoters was observed, a difference in nucleosome occupancy between the upregulated and downregulated genes in most gene bodies was not observed during the axillary bud dormancy phase transition," explains Dr. Saito.

Cis-regulatory elements (CREs) are short DNA sequences that influence gene expression. The authors further examined the relationship between transcriptional changes and CREs using a deep-learning AI model. Elaborating on these results, Dr. Saito says, "CREs related to the cell cycle, circadian rhythm, and the TATA box were found. In particular, the importance of the circadian rhythm for downregulated genes was also concomitant with the transcriptional changes." The data further revealed that COL9 signal were possibly involved in altering CO levels to trigger bud dormancy.

While most AI-based epigenetic studies use large datasets, their model uses a small dataset. Despite this, Bayesian statistical analysis linked epigenetic changes to gene transcription involved in winter bud regulation. The AI approach from this study can enhance epigenetic analysis, particularly for non-model plants with less developed genome databases.

Dr. Saito highlighted, "The collective results of our study using DL showed that the cold-driven circadian rhythm-based machinery in axillary bud dormancy induction is tuned by single-nucleosome oscillations."

Going ahead, these findings can enable the development of more efficient strategies to maintain a sustainable production of crops, plants, and trees to counter the effects of global warming.

 





					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/08/240821124343.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Study reveals best exercise for type-1 diabetes patients | ScienceDaily
A new study has revealed the best types of exercise for patients with type-1 diabetes.


						
The research was led by the Universidade Federal do Vale do Sao Francisco in partnership with Staffordshire University to investigate training optimisation for diabetic patients.

"This study is important because diabetic patients often lack motivation to exercise as a means of managing their condition," explained Dr Pooya Soltani from Staffordshire University.

"One reason for this is that physical activity can lead to blood sugar drops, causing discomfort and demotivation. We investigated whether the type of physical activity could mitigate these blood sugar drops."

19 people with type-1 diabetes participated in two randomised trials to measure glycemic and cardiovascular responses after interval exercise and continuous exercise.

All participants took part in 30 minutes of moderate aerobic exercise on a treadmill. The interval aerobic session involved alternating 1-minute intervals at 40% and 60% of estimated maximal oxygen consumption (VO2max). The continuous exercise was performed at 50% of VO2max.

Heart rate, blood pressure and blood glucose levels were measured before, immediately after, and 20 minutes after the sessions. Rates of perceived exertion and enjoyment levels were also assessed.




Similar cardiovascular, rates of perceived exertion, and enjoyment levels were found across genders and sessions. However, the research identified differences in blood glucose levels between male and female participants, with greater reductions in men.

Men showed a higher rate of blood glucose reductions immediately after and 20 minutes after continuous aerobic exercise, as well as immediately after interval exercise. In contrast, women showed reduced blood glucose values only after continuous exercise.

The findings show that gender-specific differences are important when prescribing exercise for patients with type-1 diabetes, to avoid higher glucose decreases which can cause hypoglycemia episodes.

Dr Jorge Luiz de Brito-Gomes from Universidade Federal do Vale do Sao Francisco said: "Our study showed that for male patients, interval exercise, such as short bursts of walking, is preferable when starting with low blood sugar levels. Conversely, continuous exercise, like running, is more suitable for those with higher initial blood sugar levels. These approaches can help prevent sudden blood sugar drops.

"For female patients, both interval and continuous aerobic exercise appear to be effective starting points. We hope these findings show that gender-specific recommendations should be considered for aerobic exercise prescription, especially for men with irregular physical activity levels."
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Dormant capacity reserve in lithium-ion batteries detected | ScienceDaily
Batteries undercut their theoretical capacity in practice, sometimes significantly. In a lithium iron phosphate cathode, researchers at TU Graz have now been able to observe exactly where the capacity loss occurs.


						
Lithium iron phosphate is one of the most important materials for batteries in electric cars, stationary energy storage systems and tools. It has a long service life, is comparatively inexpensive and does not tend to spontaneously combust. Energy density is also making progress. However, experts are still puzzled as to why lithium iron phosphate batteries undercut their theoretical electricity storage capacity by up to 25 per cent in practice. In order to utilise this dormant capacity reserve, it would be crucial to know exactly where and how lithium ions are stored in and released from the battery material during the charging and discharging cycles. Researchers at Graz University of Technology (TU Graz) have now taken a significant step in this direction. Using transmission electron microscopes, they were able to systematically track the lithium ions as they travelled through the battery material, map their arrangement in the crystal lattice of an iron phosphate cathode with unprecedented resolution and precisely quantify their distribution in the crystal.

Key clue for increasing the capacity of batteries further

"Our investigations have shown that even when the test battery cells are fully charged, lithium ions remain in the crystal lattice of the cathode instead of migrating to the anode. These immobile ions incur a cost in capacity," says Daniel Knez from the Institute of Electron Microscopy and Nanoanalysis at TU Graz. The immobile lithium ions are unevenly distributed in the cathode. The researchers have succeeded in precisely determining these areas of different levels of lithium enrichment and separating them from each other down to a few nanometres. Distortions and deformations were found in the crystal lattice of the cathode in the transition areas. "These details provide important information on physical effects that have so far counteracted battery efficiency and which we can take into account in the further development of the materials," says Ilie Hanzu from the Institute of Chemistry and Technology of Materials, who was closely involved in the study.

Methods also transferable to other battery materials

For their investigations, the researchers prepared material samples from the electrodes of charged and discharged batteries and analysed them under the atomic-resolution ASTEM microscope at TU Graz. They combined electron energy loss spectroscopy with electron diffraction measurements and atomic-level imaging. "By combining different examination methods, we were able to determine where the lithium is positioned in the crystal channels and how it gets there," explains Nikola Simi? from the Institute of Electron Microscopy and Nanoanalysis and first author of the paper on the results, which the research team recently published in the journal Advanced Energy Materials. "The methods we have developed and the knowledge we have gained about ion diffusion can be transferred to other battery materials with only minor adjustments in order to characterise them even more precisely and develop them further."
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Study assesses seizure risk from stimulating thalamus | ScienceDaily
The idea of electrically stimulating a brain region called the central thalamus has gained traction among researchers and clinicians because it can help arouse subjects from unconscious states induced by traumatic brain injury or anesthesia, and can boost cognition and performance in awake animals. But the method, called CT-DBS, can have a side effect: seizures. A new study by researchers at MIT and Massachusetts General Hospital (MGH) who were testing the method in awake mice, quantifies the probability of seizures at different stimulation currents and cautions that they sometimes occurred even at low levels.


						
"Understanding production and prevalence of this type of seizure activity is important because brain stimulation-based therapies are becoming more widely used," said co-senior author Emery N. Brown, Edward Hood Taplin Professor of Medical Engineering and Computational Neuroscience in The Picower Institute for Learning and Memory, the Institute for Medical Engineering and Science, the Department of Brain and Cognitive Sciences and the Center for Brains Minds and Machines (CBMM) at MIT.

In the brain, the seizures associated with CT-DBS occur as "electrographic seizures" which are bursts of voltage among neurons across a broad spectrum of frequencies. Behaviorally, they manifest as "absence seizures" in which the subject appears to take on a blank stare and freezes for about 10-20 seconds.

In their study, the researchers were hoping to determine a CT-DBS stimulation current -- in a clinically relevant range of under 200 microamps -- below which seizures could be reliably avoided.

In search of that ideal current, they developed a protocol of starting brief bouts of CT-DBS at 1 microamp and then incrementally ramping the current up to 200 microamps until they found a threshold where an electrographic seizure occurred. Once they found that threshold, then they tested a longer bout of stimulation at the next lowest current level in hopes that an electrographic seizure wouldn't occur. They did this for a variety of different stimulation frequencies. To their surprise, electrographic seizures still occurred 2.2 percent of the time during those longer stimulation trials (i.e. 22 times out of 996 tests) and in 10 out of 12 mice. At just 20 microamps, mice still experienced seizures in 3 out of 244 tests, a 1.2 percent rate.

"This is something that we needed to report because this was really surprising," said co-lead author Francisco Flores, a research affiliate in The Picower Institute and CBMM, and an instructor in anesthesiology at MGH where Brown is also an anesthesiologist. Isabella Dalla Betta, a technical associate in The Picower Institute, co-led the study published in Brain Stimulation.

Stimulation frequency didn't matter for seizure risk but the rate of electrographic seizures increased as the current level increased. For instance, it happened in 5 out of 190 tests at 50 microamps, and 2 out of 65 tests at 100 microamps. The researchers also found that when an electrographic seizure occurred, it did so more quickly at higher currents than at lower levels. Finally, they also saw that seizures happened more quickly if they stimulated the thalamus on both sides of the brain vs. just one side. Some mice exhibited behaviors similar to absence seizure, though others became hyperactive.




It is not clear why some mice experienced electrographic seizures at just 20 microamps while two mice did not experience the seizures even at 200. Flores speculated that there may be different brain states that change the predisposition to seizures amid stimulation of the thalamus. Notably, seizures are not typically observed in humans who receive CT-DBS while in a minimally conscious state after a traumatic brain injury or in animals who are under anesthesia. Flores said the next stage of the research would aim to discern what the relevant brain states may be.

In the meantime, the study authors wrote, "EEG should be closely monitored for electrographic seizures when performing CT-DBS, especially in awake subjects."

The paper's co-senior author is Matt Wilson, Sherman Fairchild Professor in The Picower Institute, CBMM, and the departments of Biology and Brain and Cognitive Sciences. In addition to Dalla Betta, Flores, Brown and Wilson, the study's other authors are John Tauber, David Schreier, and Emily Stephen.

Support for the research came from The JPB Foundation, The Picower Institute for Learning and Memory, George J. Elbaum (MIT '59, SM '63, PhD '67), Mimi Jensen, Diane B. Greene (MIT, SM '78), Mendel Rosenblum, Bill Swanson, annual donors to the Anesthesia Initiative Fund; and the National Institutes of Health.
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Beetle that pushes dung with the help of 100 billion stars unlocks the key to better navigation systems in drones and satellites | ScienceDaily
An insect species that evolved 130 million years ago is the inspiration for a new research study to improve navigation systems in drones, robots, and orbiting satellites.


						
The dung beetle is the first known species to use the Milky Way at night to navigate, focusing on the constellation of stars as a reference point to roll balls of dung in a straight line away from their competitors.

Swedish researchers made this discovery in 2013 and a decade later, Australian engineers are modelling the same technique used by the dung beetle to develop an AI sensor that can accurately measure the orientation of the Milky Way in low light.

University of South Australia remote sensing engineer Professor Javaan Chahl and his team of PhD students have used computer vision to demonstrate that the large stripe of light that forms the Milky Way is not affected by motion blur, unlike individual stars.

"Nocturnal dung beetles move their head and body extensively when rolling balls of manure across a field, needing a fixed orientation point in the night sky to help them steer in a straight line," Prof Chahl says. "Their tiny compound eyes make it difficult to distinguish individual stars, particularly while in motion, whereas the Milky Way is highly visible."

In a series of experiments using a camera mounted to the roof of a vehicle, the UniSA researchers captured images of the Milky Way while the vehicle was both stationery and moving. Using information from those images they have developed a computer vision system that reliably measures the orientation of the Milky Way, which is the first step towards building a navigation system.

Their findings have been published in the journal Biomimetics.

Lead author UniSA PhD candidate Yiting Tao says the orientation sensor could be a backup method to stabilise satellites and help drones and robots to navigate in low light, even when there is a lot of blur caused by movement and vibration.




"For the next step I want to put the algorithm on a drone and allow it to control the aircraft in flight during the night," Tao says.

The sun helps many insects to navigate during the day, including wasps, dragonflies, honeybees, and desert ants. At night, the moon also provides a reference point for nocturnal insects, but it is not always visible, hence why dung beetles and some moths use the Milky Way for orientation.

Prof Chahl says insect vision has long inspired engineers where navigation systems are concerned.

"Insects have been solving navigational problems for millions of years, including those that even the most advanced machines struggle with. And they've done it in a tiny little package. Their brains consist of tens of thousands of neurons compared to billions of neurons in humans, yet they still manage to find solutions from the natural world."
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Hepatic disease: A camu-camu fruit extract to reduce liver fat | ScienceDaily
A research team from Universite Laval has shown the benefits of camu-camu on non-alcoholic fatty liver disease, which affects over seven million people in Canada. This exotic fruit reduces liver fat levels.


						
Over 12 weeks, thirty participants took either camu-camu extract or a placebo at different times in this randomized clinical trial. Participants underwent magnetic resonance imaging (MRI) to determine fat levels in the liver. Scientists observed a 7.43% reduction in liver lipids when study participants took camu-camu extract. With the placebo, they noted an 8.42% increase in liver fat.

"That's a significant 15.85% difference," says Andre Marette, a professor in the Faculty of Medicine and researcher at the Institut universitaire de cardiologie et de pneumologie de Quebec -- Universite Laval (IUCPQ-ULaval), who led the study.

Polyphenols and the microbiota 

This effect stems from the polyphenols contained in camu-camu and their relationship with the intestinal microbiota. "The microbiota metabolizes the large polyphenol molecules that cannot be absorbed by the intestine, transforming them into smaller molecules that the body can assimilate to decrease liver fat," explains Andre Marette.

His team has identified two potential mechanisms of action for these small polyphenols. "They could reduce lipogenesis, i.e., the formation of lipid droplets in the liver. They could also stimulate lipid degradation by oxidation. A combination of the two mechanisms probably explains the high efficacy of the extract, as we're playing on both sides of the coin," reports Professor Marette, who collaborated with scientists at the Institute of Nutrition and Functional Foods (INAF).

However, the team noted a wide variability in response to camu-camu. "We hypothesize that the initial intestinal microbiota influences the response to polyphenols. If we find the factors involved, we may be able to modify the microbiota and increase the extract efficacy," explains Professor Marette.

Although camu-camu is an exotic fruit, the extract is readily available in capsule form. However, Professor Marette stresses the importance of checking the content of certain polyphenols, as not all commercial products are equivalent.?

Cranberries, which also contain a number of partially different polyphenols, could also have a protective effect. In the future, Professor Marette hopes to investigate whether combining camu-camu and cranberry could have a synergistic effect.

The study was published in the journal Cell Reports Medicine. The other authors are Anne-Laure Agrinier, Arianne Morissette, Laurence Daoust, Theo Gignac, Julie Marois, Thibault V.?Varin, Genevieve Pilon, Eric Larose, Claudia Gagnon, Yves Desjardins, Fernando F Anhe, Anne-Marie Carreau and Marie-Claude Vohl.
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Quenching the intense heat of a fusion plasma may require a well-placed liquid metal evaporator | ScienceDaily
Inside the next generation of fusion vessels known as spherical tokamaks, scientists at the U.S. Department of Energy's Princeton Plasma Physics Laboratory (PPPL) envisioned a hot region with flowing liquid metal that is reminiscent of a subterranean cave. Researchers say evaporating liquid metal could protect the inside of the tokamak from the intense heat of the plasma. It's an idea that dates back several decades and is tied to one of the Lab's strengths: working with liquid metals.


						
"PPPL's expertise in using liquid metals, particularly liquid lithium, for enhanced fusion performance is helping refine ideas about how it can best be deployed inside a tokamak," said Rajesh Maingi, PPPL's head of tokamak experimental science and co-author of a new paper in Nuclear Fusion detailing the lithium vapor cave.

Recently, researchers have been running computer simulations to find the best place for a lithium vapor "cave" inside the fusion vessel. To achieve commercial fusion, every part of the doughnut-shaped tokamak needs to be precisely placed. The idea behind a lithium vapor cave is to keep the lithium in the boundary layer away from the hot, fusing core plasma but near the excess heat. An evaporator -- a heated surface to boil off lithium atoms -- sets the lithium vapor particles off on the ideal course to where the bulk of the excess heat tends to accumulate. The scientists considered three choices in terms of cave placement. The lithium vapor cave could be located at the bottom of the tokamak near the center stack, in an area known as the private flux region; it could be in the outer edge, which is known as the common flux region; or the lithium vapor could come from both regions.

Now, results from multiple computer simulations have determined the best location for the lithium vapor cave is near the bottom of the tokamak by the center stack. The new simulations reflect additional information: They are the first to consider collisions between neutral particles, which have neither a net positive or negative charge.

"The lithium evaporator really does not work unless it is placed in the private flux region," said Eric Emdee, an associate research physicist at PPPL and lead author of the new paper. When the lithium is evaporated in the private flux region, the particles become positively charged ions in a region with a lot of excess heat, protecting the nearby walls. Once the lithium particles are ionized, they obey the same magnetic fields as the plasma, spreading and dissipating the heat so it strikes a larger area of the tokamak and reduces the risk of components melting.

The private flux region is also the ideal target for the evaporated lithium because it is separate from the core plasma, which needs to stay hot. "You don't want your core plasma to get dirty with lithium and cool, but you also want the lithium to do some heat mitigation before it leaves the cave," he said.

Holding the lithium: box versus cave

The researchers originally thought the lithium would be best housed in a "metal box" with an opening at the top. The plasma would flow into the gap so the lithium could dissipate the heat of the plasma before reaching the metal walls. Now, the researchers say a cave -- geometrically just the inner half of a box -- full of lithium vapor would be simpler than a box. The difference is more than just semantics: It impacts where the lithium travels and how effectively it dissipates heat.




"For years, we thought we needed a full, four-sided box, but now we know we can make something much simpler," said Emdee. Data from new simulations pointed them in a different direction when the research team realized they could contain the lithium just as well if they cut their box in half. "Now we call it the cave," Emdee said.

In the cave configuration, the device would have walls on the top, bottom and side closest to the center of the tokamak. This optimizes the path for the evaporating lithium, setting it on a better course for capturing the most heat from the private flux region while minimizing the complexity of the device.

Considering a capillary porous system to draw up the lithium

Yet another approach proposed by PPPL scientists in the new paper could achieve the same heat-quenching effect without drastically modifying the tokamak's wall shape. In this approach, liquid lithium flows quickly under a porous, plasma-facing wall. This wall would be located where the excess heat impacts the tokamak the most: at the divertor. The porous wall allows the lithium to penetrate the surface directly facing the plasma heating, so liquid lithium is delivered exactly where it is needed most: at the area of the highest heat intensity. This capillary porous system is explained in an earlier paper published in the journal Physics of Plasmas.

The lead author of that paper, PPPL Principal Engineering Analyst Andrei Khodak, said he prefers the idea of using a porous plasma-facing wall on its own, as tiles embedded in the tokamak. "The advantage of the porous plasma-facing wall is that you don't need to change the shape of the confinement vessel. You can just change the tile," Khodak said. Khodak was also a co-author on the new paper, along with former Lab Director Robert Goldston.

Having lithium evaporation on the divertor surface leads to strong coupling between the plasma edge and the plasma-facing component in terms of heat and mass transfer because the heating from plasma will lead to lithium evaporation, which will, in turn, change the plasma heat flux to the liquid lithium plasma-facing component. A new model, described in a paper by the same authors in IEEE Transactions on Plasma Science, accounts for this strong two-way coupling. PPPL scientists and engineers will continue to test and develop their ideas as part of their core mission of making fusion an important part of the power grid.

The DOE supported work on the new Nuclear Fusion paper under contract number DE-AC02-09CH11466. The Physics of Plasmas manuscript was based upon work supported by the DOE, Office of Science, Office of Fusion Energy Sciences and was authored by Princeton University under contract number DE-AC02-09CH11466.
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The power of face time: Insights from zebra finch courtship | ScienceDaily
A new study on songbirds sheds light on the power of social interaction to facilitate learning, insights that potentially apply to human development.


						
McGill University researchers discovered that zebra finches deprived of early social experiences could still form strong bonds with a partner later in life. Once placed into cohabitation with a male, females that had never heard a mating song before could quickly develop a preference for his melody.

The findings, published in Proceedings of the Royal Society B: Biological Sciences, challenge the belief that early experiences alone are critical for learning song preference.

"Young humans become attuned to the language they hear most, making it difficult to learn a new language as an adult because some sounds are hard to distinguish. Similarly, female zebra finches need to hear their species' songs when they're young to perceive them correctly. However, our study shows that social interactions later in life can help make up for this missed experience," said senior author Sarah Woolley, an Associate Professor in the Department of Biology.

A bird's-eye view of zebra finch courtship

Zebra finches are small Australian songbirds that often partner for life. Males sing melodies to attract a mate, while females learn which tunes they prefer by listening to adults.

In their experiments, the McGill team captured this courtship ritual on video. They split the zebra finches into groups: birds raised by their mom without exposure to song, and birds raised by both parents. Each group was then either paired with a male or housed with a female and only overheard males singing nearby.




To test song preference, female finches were given the opportunity to pull on strings that triggered different songs from a speaker; it was understood that the more a female pulled a certain string, the stronger her fondness for that melody.

Notably, females only developed an affinity for their partner's song when they lived together. In contrast, females who only overheard males did not form these bonds. This suggests quality time is crucial for forming strong bonds, the researchers said.

Direct social interaction is key

"Think of it as the difference between people chatting over the phone versus spending quality time together. Direct social interaction allows zebra finches to form deeper connections with their mates," said lead author Erin Wall, a PhD graduate in the Integrated Program in Neuroscience. "Females that never see or interact with a male directly become familiar with his voice, but they don't develop a preference for him. They only know his song in the context of him courting someone else," said Wall.

Zebra finches are often studied because they are highly social creatures with complex communication behaviours, making them ideal for research on social interaction and learning. The team's future research will use brain scans to delve into the neural changes associated with pair bonding.

In an increasingly online world, the researchers say these findings could open new avenues of research into the role of face-to-face interaction in learning and social bonds.
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Study reveals doubled risk of preterm birth for IVF pregnancies complicated by placental abruption | ScienceDaily
Women who conceive through in vitro fertilization and experience a serious pregnancy complication are twice as likely to deliver early (<37 weeks) compared to those with only one of those factors, according to a Rutgers Health researcher.


						
The study, which appeared in JAMA Network Open, analyzed nearly 79 million hospital deliveries in the United States over two decades. It is the first to examine the combined effects of assisted reproductive technology, such as in vitro fertilization, and placental abruption on preterm delivery rates. (The term is abbreviated as ART in medical circles.)

"It's crucial for patients undergoing IVF to be aware of all potential outcomes, especially given the stress they're already under," said Jennifer Zhang, the study's lead author and an obstetrics and gynecology resident at Rutgers Robert Wood Johnson Medical School.

The study utilized the National Inpatient Sample, one of the largest inpatient databases in the U.S., encompassing hospital data from 48 states. Using data from 2000 to 2019, researchers identified more than 391,000 pregnancies that underwent assisted reproduction and more than 850,000 cases of placental abruption, a known risk factor whereby the placenta separates from the uterus before delivery.

Researchers involved in the study found that women who conceived through ART had a 42 percent higher risk of experiencing abruption compared with those who conceived naturally. They also found that women who conceived through ART had a 46 percent higher chance of experiencing preterm birth than those who conceived naturally.

When both risk factors were present, a synergistic effect occurred.

Researchers also reported racial and ethnic differences. White women who conceived through ART had a 42 percent higher risk of placental abruption, right around the overall average. Hispanic women who conceived through ART faced an even higher elevation in risk, 66 percent. In contrast, Black women who conceived through ART faced no elevation in abruption risk over Black women who conceived naturally.




These findings could have significant implications for clinical practice, though Zhang cautioned against immediate changes based on a single study.

"We need prospective studies to confirm these results," said Cande Ananth, chief of the Division of Epidemiology and Biostatistics in the Department of Obstetrics, Gynecology, and Reproductive Sciences at Rutgers Robert Wood Johnson Medical School and senior author of the study. "But it might influence how clinicians approach certain situations, particularly since it would be tough to examine this particular relationship through a prospective study."

For instance, doctors might be more inclined to take aggressive action when an IVF patient shows signs of placental abruption. Whether the type of infertility treatment and the duration of treatment affect placental abruption and preterm delivery may be worthy of consideration.

The research comes at a time when ART use is on the rise. According to the Centers for Disease Control and Prevention, about 2 percent of all U.S. infants are conceived using these technologies, up from less than 0.5 percent in 2000. As the use of ART has grown, so have concerns about its potential complications. "ART pregnancies are already associated with increased risks of conditions such as preeclampsia and small for gestational age births," said Zhang, adding that this study sheds new light on another complication.

However, the study has limitations. As a retrospective analysis of hospital data, it couldn't account for all potential confounding factors or distinguish between different types of ART. The researchers also noted their dataset likely underestimates the total number of ART pregnancies, as it relies on hospital coding practices, which may not always capture this information accurately.

Despite these caveats, the findings underscore the need for careful monitoring of ART pregnancies, particularly when complications arise, the researchers said. They also highlight the complex interplay between fertility treatments and pregnancy outcomes.

Looking forward, the researchers are turning their attention to other potential complications of ART pregnancies.

"We're examining the association between ART and stillbirth," Zhang said.
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Occupational exposure to particles may increase the risk of chronic kidney disease | ScienceDaily
Exposure to dust and particles at work may increase the risk of chronic kidney disease, a University of Gothenburg study shows. Among Swedish construction workers, followed since the 1970s, the risk was 15% higher among exposed.


						
Chronic kidney disease is the most common form of kidney disease and involves a slow and progressive deterioration of the kidneys' ability to cleanse the body. Harmful substances and fluids that would otherwise have been excreted from the body with the urine are instead retained.

Research in recent years shows that outdoor air pollution particles from sources such as industry, vehicle exhaust and heating may increase the risk of chronic kidney disease. The current study shows that this is also likely to be the case for occupational exposure to particles in the construction industry.

The first author of the study is Karl Kilbo Edlund, a PhD student in occupational and environmental medicine at the Sahlgrenska Academy at the University of Gothenburg:

"We see a clear link between having worked in construction environments with high dust levels and the risk of developing chronic kidney disease before the age of 65. But further studies are required to show whether there is a causal link and to identify the biological mechanisms," he says.

The importance of prevention 

The study, published in the journal Occupational and Environmental Medicine, is based on data from more than 280,000 construction workers who participated in health surveys between 1971 and 1993. The surveys were organized by Bygghalsan, a former occupational health service for the construction industry.




The results reveal that construction workers exposed to dust and particles were about 15% more likely to be diagnosed with chronic kidney disease and receive medical treatment to replace lost kidney function. However, the increased risk did not persist beyond retirement age.

The study is part of a research project about particles and kidney disease, funded by the Swedish Research Council Forte, which focuses on health, working life and welfare. The project leader is Leo Stockfelt, Associate Professor of Occupational and Environmental Medicine at Sahlgrenska Academy, University of Gothenburg:

"Chronic kidney disease is a serious disease that has a major impact on an individual's quality of life, increasing the risk of secondary diseases and leading to high healthcare costs. Primary prevention is therefore of great importance," he says.

More to do on occupational health and safety

Improvements in workplace emissions and the use of personal protective equipment have reduced the occupational exposure of construction workers to particulate matter over the period studied, from the 1970s to the 1990s. This is believed to have contributed to a reduction in kidney disease, but according to the researchers, more needs to be done to improve the occupational environment within the construction industry.

The study is the first to investigate the risk of kidney disease in construction workers, using registry data from Bygghalsan as a basis. The material, managed by Umea University, has been used in several previous studies on occupational environment and health within the construction industry.

The next step for the research team will be to study the link between dust and particle exposure and kidney disease in further groups, to see if the results can be confirmed and to better identify the mechanisms.
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Targeted cancer cell therapy may slow endometrial cancer | ScienceDaily
There may be a way to slow the growth of endometrial cancer through targeted cancer cell therapy, according to new research from the University of Missouri School of Medicine.


						
This year, around 65,000 women are expected to be diagnosed with endometrial cancer, the most common cancer of the female reproductive organs. An increased risk in development for multiple human cancers is associated with mutations in the PTEN protein, which normally regulates cell division and growth. The mutation allows cells to multiply uncontrollably.

Using mice models, Krystina Dunston, research lab manager and NextGen Precision Health researchers Tae Hoon Kim and Jae-Wook Jeong, studied the use of targeted cancer cell therapy in mice with a PTEN mutation. They found that by targeting and silencing a specific gene expression, ERBB2, the chances of stopping tumor growth significantly increased. ERBB2 is one of the many genes that regulate cell growth.

"ERBB2 and PTEN are a part of different signaling pathways, but we believe they have a correlation in endometrial cancer," Dunston said. "The effect of ERBB2 targeting on endometrial cancer with PTEN mutation is essential to understanding the mechanisms of how tumors grow in this type of cancer."

Signaling pathways help amplify initial signals to cells, which trigger cell responses. This then acts similarly to the downstream effect, where the cell response causes another activation, and so on.

Slowing the growth of endometrial cancer keeps multiple treatment options available. Currently, the standard treatment is a hysterectomy. More advanced stages would require aggressive treatments like radiation therapy and chemotherapy.

"All of these treatments can affect fertility, which is why it is important to find alternative ways to treat and prevent this disease," Dunston said.

Krystina Dunston is a research laboratory manager at the NextGen Precision Health Center for Tae Hoon Kim and Jae-Wook Jeong's laboratories. Kim is an assistant professor of obstetrics, gynecology and women's health and earned his PhD at Chung-An University. Jeong is a Dr. R. Philip and Diane Acuff Endowed Professor of obstetrics, gynecology and women's health and received his PhD from Korea University.
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AI approach to drought zoning | ScienceDaily
How will climate change impact Canada, home to the largest number of lakes in the world?


						
A recent study by the University of Ottawa and Laval University shows that climate change may cause many areas in Canada to experience significant droughts by the end of the century. In response, the researchers have introduced an advanced AI-based method to map drought-prone regions nationwide.

The research was conducted by a dedicated team of highly qualified personnel (HQP) under the supervision of Associate Professor Hossein Bonakdari, from uOttawa's Department of Civil Engineering, in collaboration with Professor Silvio Gumiere from Laval University. The project is supported by funding from the Natural Sciences and Engineering Research Council of Canada (NSERC) through the Discovery Grant program and the Quebec government's Fonds de Recherche du Quebec -- Nature et Technologies.

"Drought is a significant threat to Canada, impacting agriculture, water resources and ecosystems," explains Professor Bonakdari, lead researcher on the project. "Our research provides a detailed analysis of historical drought patterns and projections for future drought trends, allowing for more informed decision-making in climate resilience planning."

The study offers a crucial and detailed understanding of how climate change will reshape Canada's environmental landscape, particularly with respect to precipitation patterns, temperature increases and drought frequency. The findings reveal that:
    	Northern (Nunavut, Northwest Territories, Yukon) and central regions (Saskatchewan, Alberta) are projected to face the most severe drought conditions.
    	Coastal and eastern provinces may experience less severe, but still significant, changes.
    	Under extreme climate scenarios, nearly half of Canada could be affected by severe drought by 2100.

This study uses deep-learning techniques and integrates data from the Canadian Drought Monitor (CDM) and ERA5-Land to analyze historical drought patterns and to project future trends up to 2100. According to Professor Bonakdari, "this innovative approach fills data gaps and enables robust projections under different climate change scenarios outlined by the sixth Intergovernmental Panel on Climate Change (IPCC) report. The ability to accurately forecast drought areas in Canada using AI is a significant advancement in climate resilience planning."

Key messages for the public include:
    	Surprising fact: Drought in Canada isn't just a southern problem. Northern areas, like Nunavut, Northwest Territories, and Yukon, are expected to face severe drought conditions in the coming decades.
    	Myth debunked: Stable precipitation does not mean no drought. Even with stable precipitation, rising temperatures will exacerbate drought conditions across Canada.
    	Critical insight: The severity of future droughts and temperature increases will depend on current actions. Robust climate policies and adaptation strategies are urgently needed to mitigate these impacts.
    	Urgency in Northern regions: Northern regions, often overlooked in climate discussions, are among the most vulnerable. The projected temperature increases and intensified droughts in these areas highlight the need for targeted climate action.

This study, published in Climate Journal, offers useful insights for policymakers, resource managers and stakeholders throughout Canada. By recognizing differences in regional drought risks and the impact of rising temperatures, they can take proactive steps to safeguard Canadian communities and ecosystems amidst a changing climate.
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Unlocking the last lanthanide | ScienceDaily
Proving a hypothesis can be exciting, but witnessing something that has never been seen before elevates that discovery into an unforgettable experience. A team of scientists led by the U.S. Department of Energy's (DOE) Oak Ridge National Laboratory (ORNL) was recently able to share this rare feeling as they observed how the even rarer element promethium forms chemical bonds when placed in an aqueous solution. The team used the Beamline for Materials Measurement(BMM), a beamline funded and operated by National Institute of Standards and Technology, at the National Synchrotron Light Source II, a DOE Office of Science user facility at DOE's Brookhaven National Laboratory.


						
Despite its rarity, promethium has a few interesting applications, including manufacturing specialized glow-in-the-dark paint, radiation therapy, and long-lasting atomic batteries for pacemakers, spacecraft, and more. Because of its high instability, there is still a lot about this radioactive metal that remains unknown. Understanding its complex chemistry could pave the way for even more unique uses and fascinating follow-up studies.

Promethium is what is known as a "lanthanide" or "rare-earth metal." This metal is one of 15 elements that occupy the lower portion of the periodic table and carry the atomic numbers 57 through 71. While these metals look and feel fairly similar to each other, they all have unique magnetic and electronic properties. These unique properties may stem from a phenomenon referred to as "lanthanide contraction." The atomic and ionic radii of these elements are said to decrease despite the atomic number increasing, much like other groupings in the periodic table. As a result, the atoms become smaller as you move across the series. Scientists hadn't experimentally observed this in all lanthanides in solution until now. The results of this groundbreaking research were recently published in Nature.

Scarcity, timing, and tight logistics

At any given time, there is usually only a little over a pound of this element in its naturally occurring state on Earth. Promethium is radioactive, but it has an incredibly short half-life. This plays a large role in its scarcity. The longest half-life of a promethium isotope, promethium-145, is only 17.7 years. ORNL was able to create a sample of promethium-147, which has a half-life of 2.6 years, using a by product from the production of plutonium for space exploration. Once the clock starts ticking, the sample immediately starts to decay into the more stable element samarium.

"We had around 40 or 50% of the entire stock of purified promethium on the planet at the beamline to study," remarked Bruce Ravel, lead beamline scientist at BMM and co-author of this research. "A couple of weeks later, the promethium sample was no longer usable, mostly due to the water in the solution evaporating. Of course, the research was interesting, but the whole process to make it happen was interesting, too. There was so much logistical planning and coordination necessary to make this happen, and everyone involved worked really hard to get every piece of this experiment in place quickly and carefully."

The sample started at ORNL, where scientists extracted material from the waste stream of the High Flux Isotope Reactor and began to separate the promethium from the rest of the waste. Safely packaging the sample, driving it from Tennessee to New York, having it be accepted at NSLS-II, and then carrying out experiments to the beamline all took time, and time takes away precious promethium.




A series of exciting firsts

To study the chemical structure of promethium, the scientists had to first stabilize it in water. To do this, they used a water-soluble ligand called bispyrrolidine diglycolamide. Ligands are specialized molecules that bind to metal atoms. From there, the team took the sample to BMM to measure it using X-ray absorption spectroscopy (XAS), a well-established synchrotron technique that determines the structure and properties of atoms in a material by shining X-ray light on a sample and measuring how the components of that sample absorb the X-rays. Different atoms absorb X-rays at specific energies, which allows scientists to identify which elements are present and how they are arranged in the material.

"To the best of our knowledge, this was the first time that anyone, anywhere, at any synchrotron measured the element promethium with XAS," remarked Ravel. "We are the first people ever to see a spectrum like that, which just by itself was really, really cool. I've been doing research using XAS for a long time, and I've never seen anything that no one else has ever seen before."

In this solution, the promethium ion formed bonds with nine neighboring oxygen atoms. After analyzing and measuring the complex, the team was able to plug this result into the remaining lanthanide series, observing that it fit in the pattern of contraction that was theorized.

Acquiring this missing piece allowed the team to then analyze the series as a whole, which had its own interesting pattern. The bond shortening was fairly accelerated at the start of the series, but for the heavier lanthanides after promethium, the bond lengths shortened more steadily. Uncovering the chemical properties of promethium on its own opens a new realm of research possibilities, but gaining a more complete understanding of lanthanides completes a puzzle that had been missing a piece for a quite some time.

"This was a situation where what we measured was in line with our expectations, which were informed by science and our knowledge of the lanthanide series," said Ravel. "But we measured something extremely difficult that had never been measured before. Having actual knowledge, rather than inference, is how one does good science. The importance of filling in this gap in our collective knowledge of how lanthanides work is very important. I've been a scientist for 30 years and have never run into the street and yelled, 'Eureka!' This was an accomplishment, but it wasn't a big surprise. The best part of science isn't when someone says, 'Eureka!' It's when someone says, 'Huh, that's weird.'"
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Engineered Bacteria make thermally stable plastics similar to polystyrene and PET | ScienceDaily
Bioengineers around the world have been working to create plastic-producing microbes that could replace the petroleum-based plastics industry. Now, researchers from Korea have overcome a major hurdle: getting bacteria to produce polymers that contain ring-like structures, which make the plastics more rigid and thermally stable. Because these molecules are usually toxic to microorganisms, the researchers had to construct a novel metabolic pathway that would enable the E. coli bacteria to both produce and tolerate the accumulation of the polymer and the building blocks it is composed of. The resulting polymer is biodegradable and has physical properties that could lend it to biomedical applications such as drug delivery, though more research is needed. The results are presented August 21 in the Cell Press journal Trends in Biotechnology.


						
"I think biomanufacturing will be a key to the success of mitigating climate change and the global plastic crisis," says senior author Sang Yup Lee, a chemical and biomolecular engineer at the Korea Advanced Institute of Science and Technology. "We need to collaborate internationally to promote bio-based manufacturing so that we can ensure a better environment for our future."

Most plastics that are used for packaging and industrial purposes contain ring-like "aromatic" structures -- for example, PET and polystyrene. Previous studies have managed to create microbes that can produce polymers made up of alternating aromatic and aliphatic (non-ring-like) monomers, but this is the first time that microbes have produced polymers made up entirely of monomers with aromatic sidechains.

To do this, the researchers first constructed a novel metabolic pathway by recombining enzymes from other microorganisms that enabled the bacteria to produce an aromatic monomer called phenyllactate. Then, they used computer-simulations to engineer a polymerase enzyme that could efficiently assemble these phenyllactate building blocks into a polymer.

"This enzyme can synthesize the polymer more efficiently than any of the enzymes available in nature," says Lee.

After optimizing the bacteria's metabolic pathway and the polymerase enzyme, the researchers grew the microbes in 6.6 L (1.7 gallon) fermentation vats. The final strain was capable of producing 12.3 g/L of the polymer (poly(D phenyllactate)). To commercialize the product, the researchers want to increase the yield to at least 100 g/L.

"Based on its properties, we think that this polymer should be suitable for drug delivery in particular," says Lee. "It's not quite as strong as a PET, mainly because of the lower molecular weight."

In future, the researchers plan to develop additional types of aromatic monomers and polymers with various chemical and physical properties -- for example, polymers with the higher molecular weights required for industrial applications. They're also working to further optimize their method so that it can be scaled up.

"If we put more effort into increasing the yield, then this method might be able to be commercialized at a larger scale," says Lee. "We're working to improve the efficiency of our production process as well as the recovery process, so that we can economically purify the polymers we produce."

This research was supported by the National Research Foundation, the Korean Ministry of Science, and ICT.
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Benefits and downside of fasting | ScienceDaily
Low-calorie diets and intermittent fasting have been shown to have numerous health benefits: They can delay the onset of some age-related diseases and lengthen lifespan, not only in humans but many other organisms.


						
Many complex mechanisms underlie this phenomenon. Previous work from MIT has shown that one way fasting exerts its beneficial effects is by boosting the regenerative abilities of intestinal stem cells, which helps the intestine recover from injuries or inflammation.

In a study of mice, MIT researchers have now identified the pathway that enables this enhanced regeneration, which is activated once the mice begin "refeeding" after the fast. They also found a downside to this regeneration: When cancerous mutations occurred during the regenerative period, the mice were more likely to develop early-stage intestinal tumors.

"Having more stem cell activity is good for regeneration, but too much of a good thing over time can have less favorable consequences," says Omer Yilmaz, an MIT associate professor of biology, a member of MIT's Koch Institute for Integrative Cancer Research, and the senior author of the new study.

Yilmaz adds that further studies are needed before forming any conclusion as to whether fasting has a similar effect in humans.

"We still have a lot to learn, but it is interesting that being in either the state of fasting or refeeding when exposure to mutagen occurs can have a profound impact on the likelihood of developing a cancer in these well-defined mouse models," he says.

MIT postdocs Shinya Imada and Saleh Khawaled are the lead authors of the paper, which will appear in Nature.




Driving regeneration

For several years, Yilmaz's lab has been investigating how fasting and low-calorie diets affect intestinal health. In a 2018 study, his team reported that during a fast, intestinal stem cells begin to use lipids as an energy source, instead of carbohydrates. They also showed that fasting led to a significant boost in stem cells' regenerative ability.

However, unanswered questions remained: How does fasting trigger this boost in regenerative ability, and when does the regeneration begin?

"Since that paper, we've really been focused on understanding what is it about fasting that drives regeneration," Yilmaz says. "Is it fasting itself that's driving regeneration, or eating after the fast?"

In their new study, the researchers found that stem cell regeneration is suppressed during fasting but then surges during the refeeding period. The researchers followed three groups of mice -- one that fasted for 24 hours, another one that fasted for 24 hours and then was allowed to eat whatever they wanted during a 24-hour refeeding period, and a control group that ate whatever they wanted throughout the experiment.

The researchers analyzed intestinal stem cells' ability to proliferate at different time points and found that the stem cells showed the highest levels of proliferation at the end of the 24-hour refeeding period. These cells were also more proliferative than intestinal stem cells from mice that had not fasted at all.




"We think that fasting and refeeding represent two distinct states," Imada says. "In the fasted state, the ability of cells to use lipids and fatty acids as an energy source enables them to survive when nutrients are low. And then it's the postfast refeeding state that really drives the regeneration. When nutrients become available, these stem cells and progenitor cells activate programs that enable them to build cellular mass and repopulate the intestinal lining."

Further studies revealed that these cells activate a cellular signaling pathway known as mTOR, which is involved in cell growth and metabolism. One of mTOR's roles is to regulate the translation of messenger RNA into protein, so when it's activated, cells produce more protein. This protein synthesis is essential for stem cells to proliferate.

The researchers showed that mTOR activation in these stem cells also led to production of large quantities of polyamines -- small molecules that help cells to grow and divide.

"In the refed state, you've got more proliferation, and you need to build cellular mass. That requires more protein, to build new cells, and those stem cells go on to build more differentiated cells or specialized intestinal cell types that line the intestine," Khawaled says.

Too much of a good thing

The researchers also found that when stem cells are in this highly regenerative state, they are more prone to become cancerous. Intestinal stem cells are among the most actively dividing cells in the body, as they help the lining of the intestine completely turn over every five to 10 days. Because they divide so frequently, these stem cells are the most common source of precancerous cells in the intestine.

In this study, the researchers discovered that if they turned on a cancer-causing gene in the mice during the refeeding stage, they were much more likely to develop precancerous polyps than if the gene was turned on during the fasting state. Cancer-linked mutations that occurred during the refeeding state were also much more likely to produce polyps than mutations that occurred in mice that did not undergo the cycle of fasting and refeeding.

"I want to emphasize that this was all done in mice, using very well-defined cancer mutations. In humans it's going to be a much more complex state," Yilmaz says. "But it does lead us to the following notion: Fasting is very healthy, but if you're unlucky and you're refeeding after a fasting, and you get exposed to a mutagen, like a charred steak or something, you might actually be increasing your chances of developing a lesion that can go on to give rise to cancer."

Yilmaz also noted that the regenerative benefits of fasting could be significant for people who undergo radiation treatment, which can damage the intestinal lining, or other types of intestinal injury. His lab is now studying whether polyamine supplements could help to stimulate this kind of regeneration, without the need to fast.

The research was funded in part by a Pew-Stewart Trust Scholar award, the Marble Center for Cancer Nanomedicine, the Koch Institute-Dana Farber/Harvard Cancer Center Bridge Project, and the MIT Stem Cell Initiative.
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Inflammation during childhood linked to onset of mental health issues in early adulthood | ScienceDaily
Children who have persistently raised inflammation are at a higher risk of experiencing serious mental health disorders including psychosis and depression in early adulthood, according to a study published today in JAMA Psychiatry.


						
The research lead by the University of Birmingham also found that those who had experienced inflammation at a young age were at a higher risk of developing cardiometabolic diseases such as insulin resistance -- an early form of diabetes.

The study used data collected by the Avon Longitudinal Study of Parents and Children (ALSPAC) -- also known as Children of the 90s -- and included a total of 6,556 participants of whom 50.4% were female. Inflammation was identified by increased levels of the general inflammatory marker C-reactive protein (CRP) recorded in participants at ages 9, 15 and 17 years.

Of the two groups identified with persistently raised inflammation throughout their developing years, the researchers discovered that it was the group whose CRP levels peaked earlier in childhood, around age 9, that were most associated with subsequent higher risks of depression and psychosis at age 24.

Lead author on the study, Edward Palmer of the University of Birmingham said: "There's growing evidence of an association between inflammation and psychotic, depressive and cardiometabolic disorders, however little has been done to explore the different trajectories of inflammation during childhood and the association between those and both mental and physical health outcomes in early adulthood."

"When we look longitudinally, there is really strong evidence that inflammation earlier on in childhood is a significant risk factor for developing schizophrenia, depression and insulin resistance in later life. Some of the rates of developing these disorders within the group with inflammation who peaked around age 9 were four to five times the chances for those without inflammation." The results of the study have provided strong evidence needed to prompt further research that would seek to ascertain whether or not inflammation plays a causal role in such disorders or is merely an indicator.

Edward Palmer added: "We're still a way off demonstrating whether raised inflammation plays a causal role in these disorders but it is clear that the inflammation pre-dates instances of mental illness and potentially related metabolic dysfunction, and as such further research needs to be done into the mechanisms driving it. This could ultimately lead to early life risk profiling, different kinds of early intervention and possible new treatment targets."
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        Life from a drop of rain: New research suggests rainwater helped form the first protocell walls
        New research shows that rainwater could have helped create a meshy wall around protocells 3.8 billion years ago, a critical step in the transition from tiny beads of RNA to every bacterium, plant, animal, and human that ever lived.

      

      
        Highest prediction of sea-level rise unlikely
        A new study challenges as highly unlikely an alarming prediction of sea-level rise that -- while designated as low likelihood --earned a spot in the latest UN climate report for its projection that the collapse of polar ice sheets could make the world's oceans up to 50 feet higher by 2300. But researchers found that the model is based on inaccurate physics of how ice sheets retreat and break apart, though they stress that the accelerating loss of ice from Greenland and Antarctica is still dire.

      

      
        To kill mammoths in the Ice Age, people used planted pikes, not throwing spears, researchers say
        Archeologists say new findings might help resolve the debate about Clovis points and reshape how we think about what life was like roughly 13,000 years ago. After an extensive review of writings and artwork -- and an experiment with replica Clovis point spears -- a team of archaeologists says humans may have braced the butt of their weapons against the ground in a way that would impale a charging animal. The force would have driven the spear deeper into the predator's body, unleashing a more dama...

      

      
        Eco-friendly cooling device with record-breaking efficiency
        Researchers have developed an eco-friendly refrigeration device with record-breaking cooling performance in the world, setting to transform industries reliant on cooling and reduce global energy use. With a boost in efficiency of over 48%, the new elastocaloric cooling technology opens a promising avenue for accelerating the commercialization of this disruptive technology and addressing the environmental challenges associated with traditional cooling systems.

      

      
        Engineered Bacteria make thermally stable plastics similar to polystyrene and PET
        Bioengineers around the world have been working to create plastic-producing microbes that could replace the petroleum-based plastics industry. Now, researchers have overcome a major hurdle: getting bacteria to produce polymers that contain ring-like structures, which make the plastics more rigid and thermally stable. Because these molecules are usually toxic to microorganisms, the researchers had to construct a novel metabolic pathway that would enable the E. coli bacteria to both produce and tol...

      

      
        New heaviest exotic antimatter nucleus
        Scientists studying the tracks of particles streaming from six billion collisions of atomic nuclei at the Relativistic Heavy Ion Collider (RHIC) -- an 'atom smasher' that recreates the conditions of the early universe -- have discovered a new kind of antimatter nucleus, the heaviest ever detected. Composed of four antimatter particles -- an antiproton, two antineutrons, and one antihyperon -- these exotic antinuclei are known as antihyperhydrogen-4.

      

      
        Mobile species are 'glue' which connect different habitats together
        A groundbreaking study conducted across 30 field sites in the southwest UK has revealed the importance of incorporating varied habitats into the landscape at large.

      

      
        Humpbacks are among animals who manufacture and wield tools
        Researchers suggest a new designation of the humpback whales they study: tool wielders. Researchers have known that humpback whales create "bubble-nets" to hunt, but they have learned that the animals don't just create the bubble-nets; they manipulate this unique tool in a variety of ways to maximize their food intake in Alaskan feeding grounds.

      

      
        Red and processed meat consumption associated with higher type 2 diabetes risk, study of two million people finds
        Meat consumption, particularly consumption of processed meat and unprocessed red meat, is associated with a higher type 2 diabetes risk, an analysis of data from 1.97 million participants.

      

      
        New view of North Star reveals spotted surface
        High-resolution images show large spots on the surface of Polaris.

      

      
        Explanation found for X-ray radiation from black holes
        Researchers have succeeded in something that has been pursued since the 1970s: explaining the X-ray radiation from the black hole surroundings. The radiation originates from the combined effect of the chaotic movements of magnetic fields and turbulent plasma gas.

      

      
        Fossil hotspots in Africa obscure a more complete picture of human evolution
        A new study shows how the mismatch between where fossils are preserved and where humans likely lived may influence our understanding of early human evolution.

      

      
        Scientists discover new code governing gene activity
        A newly discovered code within DNA -- coined 'spatial grammar' -- holds a key to understanding how gene activity is encoded in the human genome. This breakthrough finding revealed a long-postulated hidden spatial grammar embedded in DNA. The research could reshape scientists' understanding of gene regulation and how genetic variations may influence gene expression in development or disease.

      

      
        Spectacular increase in the deuterium/hydrogen ratio in Venus' atmosphere
        Our understanding of Venus' water history and the potential that it was once habitable in the past is being challenged by recent observations.

      

      
        Using AI to find the polymers of the future
        Finding the next groundbreaking polymer is always a challenge, but now researchers are using artificial intelligence (AI) to shape and transform the future of the field.

      

      
        New insights on how bird flu crosses the species barrier
        The avian influenza virus needs to mutate to cross the species barrier and to infect and replicate within mammalian cells. Scientists have now deciphered the structure of the avian influenza virus's polymerase when it interacts with a human protein essential for the virus to replicate within the cell. The structure of this replication complex provides important information about the mutations that avian influenza polymerase must undergo to adapt to mammals, including humans. These results can hel...

      

      
        Urban street networks, building density shape severity of floods
        The design of streets and layout of buildings have an impact on a city's resilience in the face of increasingly severe floods brought on by climate change. Researchers look at buildings and other urban structures as physicists consider elements in complex material systems. With this insight, the researchers have developed a new approach to urban flood modelling and found their results helpful in analyzing city-to-city variations in flood risk globally.

      

      
        Searching old stem cells that stay young forever
        The sea anemone Nematostella vectensis is potentially immortal. Using molecular genetic methods, developmental biologists have now identified possible candidates for multipotent stem cells in the sea anemone for the first time. These stem cells are regulated by evolutionary highly conserved genes.

      

      
        Morphable materials: Researchers coax nanoparticles to reconfigure themselves
        A view into how nanoscale building blocks can rearrange into different organized structures on command is now possible with an approach that combines an electron microscope, a small sample holder with microscopic channels, and computer simulations, according to a new study.

      

      
        Spider exploits firefly's flashing signals to lure more prey
        Fireflies rely on flashing signals to communicate to other fireflies using light-emitting lanterns on their abdomens. In fireflies of the species Abscondita terminalis, males make multi-pulse flashes with two lanterns to attract females, while females make single-pulse flashes with their one lantern to attract males. Now researchers have evidence that an orb-weaving spider (Araneus ventricosus) manipulates the flashing signals of male fireflies ensnared in its web such that they mimic the typical...

      

      
        Taming Parkinson's disease with intelligent brain pacemakers
        Two new studies are pointing the way toward round-the-clock personalized care for people with Parkinson's disease through an implanted device that can treat movement problems during the day and insomnia at night.

      

      
        Ancient DNA reveals Indigenous dog lineages found at Jamestown, Virginia
        Previous scientific studies have indicated that North American dog lineages were replaced with European ones between 1492 and the present day. To better understand the timing of this replacement, researchers sequenced mitochondrial DNA from archaeological dogs. Their findings suggest a complex social history of dogs during the early colonial period.

      

      
        Tracking down the asteroid that sealed the fate of the dinosaurs
        The asteroid that led to the extinction of the dinosaurs 66 million years ago probably came from the outer solar system.

      

      
        Right on schedule: Physicists use modeling to forecast a black hole's feeding patterns with precision
        The dramatic dimming of a light source ~ 870 million light years away from Earth confirms the accuracy of a detailed model.

      

      
        It's a rave: Underground acoustics amplify soil health
        Barely audible to human ears, healthy soils produce a cacophony of sounds in many forms -- a bit like an underground rave concert of bubble pops and clicks. Special recordings made by ecologists show this chaotic mixture of soundscapes can be a measure of the diversity of tiny living animals in the soil, which create sounds as they move and interact with their environment.

      

      
        Rethinking the dodo
        Researchers are setting out to challenge our misconceptions about the Dodo, one of the most well-known but poorly understood species of bird. Researchers have undertaken the most comprehensive review of the taxonomy of the Dodo and its closest relative, the Rodriguez Island Solitaire.

      

      
        Same person, Different place: Twice the odds of a dementia diagnosis
        With new medications on the market or in the works for Alzheimer's disease and other kinds of dementia, a new study suggests that getting the diagnosis needed to access these new treatments may depend on where you live.

      

      
        New research shows unprecedented atmospheric changes during May's geomagnetic superstorm
        On May 11, a gorgeous aurora surprised stargazers across the southern United States. That same weekend, a tractor guided by GPS missed its mark. What do the visibility of the northern lights have in common with compromised farming equipment in the Midwest? A uniquely powerful geomagnetic storm, according to new research.

      

      
        Engineers design tiny batteries for powering cell-sized robots
        A zinc-air microbattery could enable the deployment of cell-sized, autonomous robots for drug delivery within in the human body, as well as other applications such as locating leaks in gas pipelines.

      

      
        Brain wiring is guided by activity even in very early development
        In humans, the process of learning is driven by different groups of cells in the brain firing together. For instance, when the neurons associated with the process of recognizing a dog begin to fire in a coordinated manner in response to the cells that encode the features of a dog -- four legs, fur, a tail, etc. -- a young child will eventually be able to identify dogs going forward. But brain wiring begins before humans are born, before they have experiences or senses like sight to guide this cel...
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Life from a drop of rain: New research suggests rainwater helped form the first protocell walls | ScienceDaily
One of the major unanswered questions about the origin of life is how droplets of RNA floating around the primordial soup turned into the membrane-protected packets of life we call cells.


						
A new paper by engineers from the University of Chicago's Pritzker School of Molecular Engineering (UChicago PME), the University of Houston's Chemical Engineering Department, and biologists from the UChicago Chemistry Department, have proposed a solution.

In the paper, published today in Science Advances, UChicago PME postdoctoral researcher Aman Agrawal and his co-authors -- including UChicago PME Dean Emeritus Matthew Tirrell and Nobel Prize-winning biologist Jack Szostak -- show how rainwater could have helped create a meshy wall around protocells 3.8 billion years ago, a critical step in the transition from tiny beads of RNA to every bacterium, plant, animal, and human that ever lived.

"This is a distinctive and novel observation," Tirrell said.

The research looks at "coacervate droplets" -- naturally occurring compartments of complex molecules like proteins, lipids, and RNA. The droplets, which behave like drops of cooking oil in water, have long been eyed as a candidate for the first protocells. But there was a problem. It wasn't that these droplets couldn't exchange molecules between each other, a key step in evolution, the problem was that they did it too well, and too fast.

Any droplet containing a new, potentially useful pre-life mutation of RNA would exchange this RNA with the other RNA droplets within minutes, meaning they would quickly all be the same. There would be no differentiation and no competition -- meaning no evolution.

And that means no life.




"If molecules continually exchange between droplets or between cells, then all the cells after a short while will look alike, and there will be no evolution because you are ending up with identical clones," Agrawal said.

Engineering a solution 

Life is by nature interdisciplinary, so Szostak, the director of UChicago's Chicago Center for the Origins of Life, said it was natural to collaborate with both UChicago PME, UChicago's interdisciplinary school of molecular engineering, and the chemical engineering department at the University of Houston.

"Engineers have been studying the physical chemistry of these types of complexes -- and polymer chemistry more generally -- for a long time. It makes sense that there's expertise in the engineering school," Szostak said. "When we're looking at something like the origin of life, it's so complicated and there are so many parts that we need people to get involved who have any kind of relevant experience."

In the early 2000s, Szostak started looking at RNA as the first biological material to develop. It solved a problem that had long stymied researchers looking at DNA or proteins as the earliest molecules of life.

"It's like a chicken-egg problem. What came first?" Agrawal said. "DNA is the molecule which encodes information, but it cannot do any function. Proteins are the molecules which perform functions, but they don't encode any heritable information."

Researchers like Szostak theorized that RNA came first, "taking care of everything" in Agrawal's words, with proteins and DNA slowly evolving from it.




"RNA is a molecule which, like DNA, can encode information, but it also folds like proteins so that it can perform functions such as catalysis as well," Agrawal said.

RNA was a likely candidate for the first biological material. Coacervate droplets were likely candidates for the first protocells. Coacervate droplets containing early forms of RNA seemed a natural next step.

That is until Szostak poured cold water on this theory, publishing a paper in 2014 showing that RNA in coacervate droplets exchanged too rapidly.

"You can make all kinds of droplets of different types of coacervates, but they don't maintain their separate identity. They tend to exchange their RNA content too rapidly. That's been a long-standing problem," Szostak said. "What we showed in this new paper is that you can overcome at least part of that problem by transferring these coacervate droplets into distilled water -- for example, rainwater or freshwater of any type -- and they get a sort of tough skin around the droplets that restricts them from exchanging RNA content."

'A spontaneous combustion of ideas' 

Agrawal started transferring coacervate droplets into distilled water during his PhD research at the University of Houston, studying their behavior under an electric field. At this point, the research had nothing to do with the origin of life, just studying the fascinating material from an engineering perspective.

"Engineers, particularly Chemical and Materials, have good knowledge of how to manipulate material properties such as interfacial tension, role of charged polymers, salt, pH control, etc.," said University of Houston Prof. Alamgir Karim, Agrawal's former thesis advisor and a senior co-author of the new paper. "These are all key aspects of the world popularly known as 'complex fluids' -- think shampoo and liquid soap."

Agrawal wanted to study other fundamental properties of coacervates during his PhD. It wasn't Karim's area of study, but Karim had worked decades earlier at the University of Minnesota under one of the world's top experts -- Tirrell, who later became founding dean of the UChicago Pritzker School of Molecular Engineering.

During a lunch with Agrawal and Karim, Tirrell brought up how the research into the effects of distilled water on coacervate droplets might relate to the origin of life on Earth. Tirrell asked where distilled water would have existed 3.8 billion years ago.

"I spontaneously said 'rainwater!' His eyes lit up and he was very excited at the suggestion," Karim said. "So, you can say it was a spontaneous combustion of ideas or ideation!"

Tirrell brought Agrawal's distilled water research to Szostak, who had recently joined the University of Chicago to lead what was then called the Origins of Life Initiative. He posed the same question he had asked Karim.

"I said to him, 'Where do you think distilled water could come from in a prebiotic world?'" Tirrell recalled. "And Jack said exactly what I hoped he would say, which was rain."

Working with RNA samples from Szostak, Agrawal found that transferring coacervate droplets into distilled water increased the time scale of RNA exchange -- from mere minutes to several days. This was long enough for mutation, competition, and evolution.

"If you have protocell populations that are unstable, they will exchange their genetic material with each other and become clones. There is no possibility of Darwinian evolution," Agrawal said. "But if they stabilize against exchange so that they store their genetic information well enough, at least for several days so that the mutations can happen in their genetic sequences, then a population can evolve."

Rain, checked 

Initially, Agrawal experimented with deionized water, which is purified under lab conditions. "This prompted the reviewers of the journal who then asked what would happen if the prebiotic rainwater was very acidic," he said.

Commercial lab water is free from all contaminants, has no salt, and lives with a neutral pH perfectly balanced between base and acid. In short, it's about as far from real-world conditions as a material can get. They needed to work with a material more like actual rain.

What's more like rain than rain?

"We simply collected water from rain in Houston and tested the stability of our droplets in it, just to make sure what we are reporting is accurate," Agrawal said.

In tests with the actual rainwater and with lab water modified to mimic the acidity of rainwater, they found the same results. The meshy walls formed, creating the conditions that could have led to life.

The chemical composition of the rain falling over Houston in the 2020s is not the rain that would have fallen 750 million years after the Earth formed, and the same can be said for the model protocell system Agrawal tested. The new paper proves that this approach of building a meshy wall around protocells is possible and can work together to compartmentalize the molecules of life, putting researchers closer than ever to finding the right set of chemical and environmental conditions that allow protocells to evolve.

"The molecules we used to build these protocells are just models until more suitable molecules can be found as substitutes," Agrawal said. "While the chemistry would be a little bit different, the physics will remain the same."
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Highest prediction of sea-level rise unlikely | ScienceDaily
In recent years, the news about Earth's climate -- from raging wildfires and stronger hurricanes, to devastating floods and searing heat waves -- has provided little good news.


						
A new Dartmouth-led study, however, reports that one of the very worst projections of how high the world's oceans might rise as the planet's polar ice sheets melt is highly unlikely -- though it stresses that the accelerating loss of ice from Greenland and Antarctica is nonetheless dire.

The study challenges a new and alarming prediction in the latest high-profile report from the United Nations' Intergovernmental Panel on Climate Change (IPCC) to evaluate the latest climate research and project the long- and near-term effects of the climate crisis. Released in full last year, the IPCC's sixth assessment report introduced a possible scenario in which the collapse of the southern continent's ice sheets would make Antarctica's contribution to average global sea level twice as high by 2100 than other models project -- and three times as high by 2300.

Though the IPCC designated this specific prediction as "low likelihood," the potential of the world's oceans rising by as much as 50 feet as the model projects earned it a spot in the report. At that magnitude, the Florida Peninsula would be submerged, save for a strip of interior high ground spanning from Gainesville to north of Lake Okeechobee, with the state's coastal cities underwater.

But that prediction is based on a new hypothetical mechanism of how ice sheets -- the thick, land-based glaciers covering polar regions -- retreat and break apart. The mechanism, known as the Marine Ice Cliff Instability (MICI), has not been observed and has so far only been tested with a single low-resolution model, the researchers report in the journal Science Advances.

The researchers instead test MICI with three high-resolution models that more accurately capture the complex dynamics of ice sheets. They simulated the retreat of Antarctica's Thwaites Glacier, the 75-mile-wide ice sheet popularly nicknamed the "Doomsday Glacier" for the accelerating rate at which it is melting and its potential to raise global sea levels by more than two feet. Their models showed that even the imperiled Thwaites is unlikely to rapidly collapse during the 21st century as MICI would predict.

Mathieu Morlighem, a Dartmouth professor of earth sciences and the paper's corresponding author, said that the findings suggest that the physics underlying the extreme projection included in the IPCC report are inaccurate, which can have real-world effects. Policymakers sometimes use these high-estimation models when considering the construction of physical barriers such as sea walls or even relocating people who live in low-lying areas, Morlighem said.




"These projections are actually changing people's lives. Policymakers and planners rely on these models and they're frequently looking at the high-end risk. They don't want to design solutions and then the threat turns out to be even worse than they thought," Morlighem said.

"We're not reporting that the Antarctic is safe and that sea-level rise isn't going to continue -- all of our projections show a rapid retreat of the ice sheet," he continues. "But high-end projections are important for coastal planning and we want them to be accurate in terms of physics. In this case, we know this extreme projection is unlikely over the course of the 21st century."

Morlighem worked with Dartmouth's Helene Seroussi, associate professor in the Thayer School of Engineering, along with researchers from the University of Michigan, the University of Edinburgh and the University of St. Andrews in Scotland, and Northumbria University and the University of Stirling in England.

The idea behind MICI is that if an ice shelf -- the floating extension of the land-based ice sheet -- collapses rapidly, it would potentially leave the ice cliffs that form the outer edge of the ice sheet exposed and unsupported. If these cliffs are tall enough, they would break under its own weight, exposing an even taller cliff and leading to rapid retreat as the ice sheet collapses inward toward the interior like a row of dominos. The loss of this ice into the ocean where it would melt is what would lead to the projected dramatic sea-level rise.

But the authors of the Science Advances study find that the glacial collapse is not that simple or that fast. "Everyone agrees that cliff failure is real -- a cliff will collapse if it's too tall. The question is how fast that will happen," Morlighem said. "But we found that the rate of retreat is nowhere near as high as what was assumed in these initial simulations. When we use a rate that is better constrained by physics, we see that ice cliff instability never kicks in."

The researchers focused on Thwaites Glacier because it has been identified as especially vulnerable to collapse as its supporting ice shelf continues to break down. The researchers simulated Thwaites' retreat for 100 years following a sudden hypothetical collapse of its ice shelf, as well as for 50 years under the rate of retreat actually underway.




In all their simulations, the researchers found that Thwaites' ice cliffs never retreated inland at the speed MICI suggests. Instead, without the ice shelf holding the ice sheet back, the movement of the glacier toward the ocean accelerates rapidly, causing the ice sheet to expand away from the interior. This accelerated movement also thins the ice at the glacier's edge, which reduces the height of the ice cliffs and their susceptibility to collapse.

"We're not calling into question the standard, well-established projections that the IPCC's report is primarily based on," Seroussi said. "We're only calling into question this high-impact, low-likelihood projection that includes this new MICI process that is poorly understood. Other known instabilities in the polar ice sheets are still going to play a role in their loss in the coming decades and centuries."

Polar ice sheets are, for example, vulnerable to the established Marine Ice Sheet Instability (MISI), said study coauthor Dan Goldberg, a glaciologist at Edinburgh who was a visiting professor at Dartmouth when the project began. MISI predicts that, without the protection of ice shelves, a glacier resting on a submerged continent that slopes downward toward the interior of the ice sheet will retreat unstably. This process is expected to accelerate ice loss and contribute increasingly to sea-level rise, Goldberg said.

"While we did not observe MICI in the 21st century, this was in part because of processes that can lead to the MISI," Goldberg said. "In any case, Thwaites is likely to retreat unstably in the coming centuries, which underscores the need to better understand how the glacier will respond to ocean warming and ice-shelf collapse through ongoing modeling and observation."

The paper, "The West Antarctic Ice Sheet may not be vulnerable to Marine Ice Cliff Instability during the 21st Century," was published in Science Advances on Aug. 21, 2024. This work was supported by the National Science Foundation (grant no. 1739031) and Natural Environment Research Council (grant nos. NE/S006745/1 and NE/S006796/1).
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To kill mammoths in the Ice Age, people used planted pikes, not throwing spears, researchers say | ScienceDaily
After an extensive review of writings and artwork -- and an experiment with replica Clovis point spears -- a team of UC Berkeley archaeologists says humans may have braced the butt of their weapons against the ground in a way that would impale a charging animal. The force would have driven the spear deeper into the predator's body, unleashing a more damaging blow than even the strongest prehistoric hunters would have been capable of by throwing or jabbing megafauna.


						
How did early humans use sharpened rocks to bring down megafauna 13,000 years ago? Did they throw spears tipped with carefully crafted, razor-sharp rocks called Clovis points? Did they surround and jab mammoths and mastadons? Or did they scavenge wounded animals, using Clovis points as a versatile tool to harvest meat and bones for food and supplies?

UC Berkeley archaeologists say the answer might be none of the above.

Instead, researchers say humans may have braced the butt of their pointed spears against the ground and angled the weapon upward in a way that would impale a charging animal. The force would have driven the spear deeper into the predator's body, unleashing a more damaging blow than even the strongest prehistoric hunters would have been capable of on their own.

Drawing upon multiple sources of writings and artwork, a team of Berkeley archaeologists reviewed historical evidence from around the world about people hunting with planted spears.

They also ran the first experimental study of stone weapons that focused on pike hunting techniques, revealing how spears react to the simulated force of an approaching animal. Once the sharpened rock pierced the flesh and activated its engineered mounting system, they say, the spear tip functioned like a modern day hollow-point bullet and could inflict serious wounds to mastodons, bison and saber-toothed cats.

"This ancient Native American design was an amazing innovation in hunting strategies," said Scott Byram, a research associate with Berkeley's Archeological Research Facility and first-author of a paper on the topic published today in the journal PLOS ONE. "This distinctive Indigenous technology is providing a window into hunting and survival techniques used for millennia throughout much of the world."

The historical review and experiment may help solve a puzzle that has fueled decades of debate in archaeology circles: How did communities in North America actually use Clovis points, which are among the most frequently unearthed items from the Ice Age?




Named for the town of Clovis, New Mexico, where the shaped stones were first recovered nearly a century ago, Clovis points were shaped from rocks, such as chert, flint or jasper. They range from the size of a person's thumb to that of a midsize iPhone and have a distinct, razor-sharp edge and fluted indentations on both sides of their base. Thousands of them have been recovered across the U.S. -- some have even been unearthed within preserved mammoth skeletons.

They've also been a pop culture plot point. Characters in the video game "Far Cry Primal" use spears tipped with stone points to ambush mastodons. The movie 10,000 B.C. uses a similar spear to hunt mammoths. Scholars and hobbyists reconstruct Clovis points -- and some even document on YouTube the process of building them and using them to hunt bison.

Those depictions make for a good story. But they likely fail to consider the realities of life in the Ice Age, said Byram and his co-author, Jun Sunseri, a Berkeley associate professor of anthropology.

Clovis points are often the only recovered part of a spear. The intricately designed bone shafts at the end of the weapon are sometimes found, but the wood at the base of the spear and the pine pitch and lacing that help make them function as a complete system have been lost to time.

Plus, research silos limit that kind of systems thinking about prehistoric weaponry, Jun said. And if stone specialists aren't experts in bone, they might not see the full picture.

"You have to look beyond the simple artifact," he said. "One of the things that's key here is that we're looking at this as an engineered system that requires multiple kinds of sub-specialties within our field and other fields."

Building tools as strong, effective systems was likely a priority for communities 13,000 years ago. The tools needed to be resilient. The people had a limited number of suitable rocks to work with while traversing the land. They might go hundreds of miles without access to the right kind of long, straight poles from which to fashion a spear. So it stands to reason they wouldn't want to risk throwing or destroying their tools without knowing if they'd even land the animal, said Byram, who mined archival records, spanning anthropology to art to Greek history, to trace the arc of planted pikes as weapons.




"People who are doing metal military artifact analysis know all about it because it was used for stopping horses in warfare," Byram said. "But prior to that, and in other contexts with boar hunting or bear hunting, it wasn't very well known. It's a theme that comes back in literature quite a bit. But for whatever reason, it hasn't been talked about too much in anthropology."

To evaluate their pike hypothesis, the Berkeley team built a test platform measuring the force a spear system could withstand before the point snapped and/or the shaft expanded. Their low-tech, static version of an animal attack using a braced, replica Clovis point spear allowed them to test how different spears reached their breaking points and how the expansion system responded.

It was based on prior experiments where researchers fired stone-tipped spears into clay and ballistics gel -- something that might feel like a pinprick to a 9-ton mammoth.

"The kind of energy that you can generate with the human arm is nothing like the kind of energy generated by a charging animal. It's an order of magnitude different," Jun said. "These spears were engineered to do what they're doing to protect the user."

The experiment put to the test something Byram had mulled for decades. When he was in graduate school and analyzing prehistoric stone tools, he crafted replica Clovis points and fashioned spears using traditional techniques. He remembered thinking how time-intensive a process it was to invest in a stone Clovis point -- and how important it would be for the point to function effectively.

"It just started to make sense to me that it actually had a different purpose than some of the other tools," Byram said. "Unlike some of the notched arrowheads, it was a more substantial weapon. And it was probably also used defensively."

Conversations around a campfire early in the pandemic between Jun, a zooarchaeologist who learned from local communities during his time in Africa, and Kent Lightfoot, a Berkeley anthropology professor emeritus, prompted them to dig into the mystery. Through talks with his VhaVenda mentors, Jun learned how the engineering that went into the butt of some spears was just as critical as the work that went into the points.

"The sophisticated Clovis technology that developed independently in North America is testimony to the ingenuity and skills that early Indigenous people employed in their cohabitation of the ancient landscape with now-extinct megafauna," said Lightfoot, a co-author of the study.

In the coming months, the team plans to further test its theory by building something akin to a replica mammoth. Using a type of slide or pendulum, they hope to simulate what an attack might have looked like as a planted Clovis-tipped pike made impact with a massive, fast-moving mammal.

"Sometimes in archaeology, the pieces just start fitting together like they seem to now with Clovis technology, and this puts pike hunting front and center with extinct megafauna," Byram said. "It opens up a whole new way of looking at how people lived among these incredible animals during much of human history."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/08/240821145927.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Eco-friendly cooling device with record-breaking efficiency | ScienceDaily
Researchers at the School of Engineering of the Hong Kong University of Science and Technology (HKUST) have developed an eco-friendly refrigeration device with record-breaking cooling performance in the world, setting to transform industries reliant on cooling and reduce global energy use. With a boost in efficiency of over 48%, the new elastocaloric cooling technology opens a promising avenue for accelerating the commercialization of this disruptive technology and addressing the environmental challenges associated with traditional cooling systems.


						
Traditional vapor compression refrigeration technology relies on refrigerants of high global warming potential. Solid-state elastocaloric refrigeration based on latent heat in the cyclic phase transition of shape memory alloys (SMAs) provides an environmentally friendly alternative, with its characteristics of greenhouse gas-free, 100% recyclable and energy-efficient SMA refrigerants. But the relatively small temperature lift between 20 and 50 K, which is a critical performance indicator of the cooling device's ability to transfer heat from a low-temperature source to a high-temperature sink, has hindered the commercialization of this emerging technology.

To overcome the challenge, the research team led by Prof. SUN Qingping and Prof. YAO Shuhuai from the Department of Mechanical and Aerospace Engineering has developed a multi-material cascading elastocaloric cooling device made of nickel-titanium (NiTi) shape memory alloys and broke the world record in its cooling performance.

They selected three NiTi alloys with different phase transition temperatures to operate at the cold end, intermediate end, and hot end, respectively. By matching the working temperatures of each unit with the corresponding phase transition temperatures, the overall device's superelastic temperature window was expanded to over 100 K and each NiTi unit operated within its optimal temperature range, significantly enhancing the cooling efficiency. The built multi-material cascading elastocaloric cooling device achieved a temperature lift of 75 K on the water side, surpassing the previous world record of 50.6 K. Their research breakthrough, titled "A Multi-Material Cascade Elastocaloric Cooling Device for Large Temperature Lift," was recently published in Nature Energy, a top journal in the field.

Building on the success in developing elastocaloric cooling materials and architectures with many patents and papers published in leading journals, the research team plans to further develop high-performance shape memory alloys and devices for sub-zero elastocaloric cooling and high-temperature heat pumping applications. They will continue to optimize material properties and develop high-energy efficient refrigeration systems to drive the commercialization of this innovative technology.

Space cooling and heating account for 20% of the world's total electricity consumption and, according to industry estimates, are projected to become the second-largest source of global electricity demand by 2050.

"In the future, with the continuous advancement of materials science and mechanical engineering, we are confident that elastocaloric refrigeration can provide next-generation green and energy-efficient cooling and heating solutions to feed the huge worldwide refrigeration market, addressing the urgent task of decarbonization and global warming mitigation," Prof. Sun said.

The research work was conducted by Prof. Sun and Prof. Yao (both corresponding authors), Postdoctoral Research Associate and PhD graduate Dr. ZHOU Guoan (first author), PhD student LI Zexi, PhD graduates ZHU Yuxiang and HUA Peng, as well as a collaborator from Wuhan University.
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Engineered Bacteria make thermally stable plastics similar to polystyrene and PET | ScienceDaily
Bioengineers around the world have been working to create plastic-producing microbes that could replace the petroleum-based plastics industry. Now, researchers from Korea have overcome a major hurdle: getting bacteria to produce polymers that contain ring-like structures, which make the plastics more rigid and thermally stable. Because these molecules are usually toxic to microorganisms, the researchers had to construct a novel metabolic pathway that would enable the E. coli bacteria to both produce and tolerate the accumulation of the polymer and the building blocks it is composed of. The resulting polymer is biodegradable and has physical properties that could lend it to biomedical applications such as drug delivery, though more research is needed. The results are presented August 21 in the Cell Press journal Trends in Biotechnology.


						
"I think biomanufacturing will be a key to the success of mitigating climate change and the global plastic crisis," says senior author Sang Yup Lee, a chemical and biomolecular engineer at the Korea Advanced Institute of Science and Technology. "We need to collaborate internationally to promote bio-based manufacturing so that we can ensure a better environment for our future."

Most plastics that are used for packaging and industrial purposes contain ring-like "aromatic" structures -- for example, PET and polystyrene. Previous studies have managed to create microbes that can produce polymers made up of alternating aromatic and aliphatic (non-ring-like) monomers, but this is the first time that microbes have produced polymers made up entirely of monomers with aromatic sidechains.

To do this, the researchers first constructed a novel metabolic pathway by recombining enzymes from other microorganisms that enabled the bacteria to produce an aromatic monomer called phenyllactate. Then, they used computer-simulations to engineer a polymerase enzyme that could efficiently assemble these phenyllactate building blocks into a polymer.

"This enzyme can synthesize the polymer more efficiently than any of the enzymes available in nature," says Lee.

After optimizing the bacteria's metabolic pathway and the polymerase enzyme, the researchers grew the microbes in 6.6 L (1.7 gallon) fermentation vats. The final strain was capable of producing 12.3 g/L of the polymer (poly(D phenyllactate)). To commercialize the product, the researchers want to increase the yield to at least 100 g/L.

"Based on its properties, we think that this polymer should be suitable for drug delivery in particular," says Lee. "It's not quite as strong as a PET, mainly because of the lower molecular weight."

In future, the researchers plan to develop additional types of aromatic monomers and polymers with various chemical and physical properties -- for example, polymers with the higher molecular weights required for industrial applications. They're also working to further optimize their method so that it can be scaled up.

"If we put more effort into increasing the yield, then this method might be able to be commercialized at a larger scale," says Lee. "We're working to improve the efficiency of our production process as well as the recovery process, so that we can economically purify the polymers we produce."

This research was supported by the National Research Foundation, the Korean Ministry of Science, and ICT.
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New heaviest exotic antimatter nucleus | ScienceDaily
Scientists studying the tracks of particles streaming from six billion collisions of atomic nuclei at the Relativistic Heavy Ion Collider (RHIC) -- an "atom smasher" that recreates the conditions of the early universe -- have discovered a new kind of antimatter nucleus, the heaviest ever detected. Composed of four antimatter particles -- an antiproton, two antineutrons, and one antihyperon -- these exotic antinuclei are known as antihyperhydrogen-4.


						
Members of RHIC's STAR Collaboration made the discovery by using their house-sized particle detector to analyze details of the collision debris. They report their results in the journal Nature and explain how they've already used these exotic antiparticles to look for differences between matter and antimatter.

"Our physics knowledge about matter and antimatter is that, except for having opposite electric charges, antimatter has the same properties as matter -- same mass, same lifetime before decaying, and same interactions," said STAR collaborator Junlin Wu, a graduate student at the Joint Department for Nuclear Physics, Lanzhou University and Institute of Modern Physics, China. But the reality is that our universe is made of matter rather than antimatter, even though both are believed to have been created in equal amounts at the time of the Big Bang some 14 billion years ago.

"Why our universe is dominated by matter is still a question, and we don't know the full answer," Wu said.

RHIC, a U.S. Department of Energy (DOE) Office of Science user facility for nuclear physics research at DOE's Brookhaven National Laboratory, is a good place to study antimatter. Its collisions of heavy ions -- atomic nuclei that have been stripped of their electrons and accelerated close to the speed of light -- melt the boundaries of the ions' individual protons and neutrons. The energy deposited in the resulting soup of free quarks and gluons, visible matter's most fundamental building blocks, generates thousands of new particles. And like the early universe, RHIC makes matter and antimatter in nearly equal amounts. Comparing characteristics of matter and antimatter particles generated in these particle smashups might offer clues to some asymmetry that tipped the balance to favor the existence of matter in today's world.

Detecting heavy antimatter

"To study the matter-antimatter asymmetry, the first step is to discover new antimatter particles," said STAR physicist Hao Qiu, Wu's advisor at IMP. "That's the basic logic behind this study."

STAR physicists had previously observed nuclei made of antimatter created in RHIC collisions. In 2010, they detected the antihypertriton. This was the first instance of an antimatter nucleus containing a hyperon, which is a particle containing at least one "strange" quark rather than just the lighter "up" and "down" quarks that make up ordinary protons and neutrons. Then, just a year later, STAR physicists toppled that heavyweight antimatter record by detecting the antimatter equivalent of the helium nucleus: antihelium-4.




A more recent analysis suggested that antihyperhydrogen-4 might also be within reach. But detecting this unstable antihypernucleus -- where the addition of an antihyperon (specifically an antilambda particle) in place of one of the protons in antihelium would edge out the heavyweight record holder once again -- would be a rare event. It would require all four components -- one antiproton, two antineutrons, and one antilambda -- to be emitted from the quark-gluon soup generated in RHIC collisions in just the right place, headed in the same direction, and at the right time to clump together into a temporarily bound state.

"It is only by chance that you have these four constituent particles emerge from the RHIC collisions close enough together that they can combine to form this antihypernucleus," said Brookhaven Lab physicist Lijuan Ruan, one of two co-spokespersons for the STAR Collaboration.

Needle in a "pi" stack

To find antihyperhydrogen-4, the STAR physicists looked at the tracks of the particles this unstable antihypernucleus decays into. One of those decay products is the previously detected antihelium-4 nucleus; the other is a simple positively charged particle called a pion (pi+).

"Since antihelium-4 was already discovered in STAR, we used the same method used previously to pick up those events and then reconstructed them with pi+ tracks to find these particles," Wu said.

By reconstruct, he means retracing the trajectories of the antihelium-4 and pi+ particles to see if they emerged from a single point. But RHIC smashups produce a lot of pions. And to find the rare antihypernuclei, the scientists were sifting through billions of collision events! Each antihelium-4 emerging from a collision could be paired with hundreds or even 1,000 pi+ particles.




"The key was to find the ones where the two particle tracks have a crossing point, or decay vertex, with particular characteristics," Ruan said. That is, the decay vertex has to be far enough from the collision point that the two particles could have originated from the decay of an antihypernucleus formed just after the collision from particles initially generated in the fireball.

The STAR team worked hard to rule out the background of all the other potential decay pair partners. In the end, their analysis turned up 22 candidate events with an estimated background count of 6.4.

"That means around six of the ones that look like decays from antihyperhydrogen-4 may just be random noise," said Emilie Duckworth, a doctoral student at Kent State University whose role was to ensure that the computer code used to sift through all those events and pick out the signals was written properly.

Subtracting that background from 22 gives the physicists confidence they've detected about 16 actual antihyperhydrogen-4 nuclei.

Matter-antimatter comparison

The result was significant enough for the STAR team to do some direct matter-antimatter comparisons.

They compared the lifetime of antihyperhydrogen-4 with that of hyperhydrogen-4, which is made of the ordinary-matter varieties of the same building blocks. They also compared lifetimes for another matter-antimatter pair: the antihypertriton and the hypertriton.

Neither showed a significant difference, which did not surprise the scientists.

The experiments, they explained, were a test of a particularly strong form of symmetry. Physicists generally agree that a violation of this symmetry would be extremely rare and will not hold the answer to the matter-antimatter imbalance in the universe.

"If we were to see a violation of [this particular] symmetry, basically we'd have to throw a lot of what we know about physics out the window," Duckworth said.

So, in this case, it was sort of comforting that the symmetry still works. The team agreed the results further confirmed that physicists' models are correct and are "a great step forward in the experimental research on antimatter."

The next step will be to measure the mass difference between the particles and antiparticles, which Duckworth, who was selected in 2022 to receive funding from the DOE Office of Science Graduate Student Research program, is pursuing.

This work was supported by the DOE Office of Science, the U.S. National Science Foundation, and a range of international agencies and organizations listed in the scientific paper. The researchers made use of computing resources in the Scientific Data and Computing Center at Brookhaven Lab, the National Energy Research Scientific Computing Center (NERSC) at DOE's Lawrence Berkeley National Laboratory, and the Open Science Grid consortium. NERSC is another DOE Office of Science user facility.
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Mobile species are 'glue' which connect different habitats together | ScienceDaily
A groundbreaking study conducted across 30 field sites in the southwest UK has revealed the importance of incorporating varied habitats into the landscape at large.


						
The research, published today in Nature and led by ecologists at the University of Bristol, addresses critical questions in conservation and land management, shedding new light on species interactions and how food chains operate across multiple habitats.

The study found significant differences in food web structures among landscapes with one, two, or three habitats, including a more evenly distributed abundance of species. Multi-habitat landscapes host a higher number of species, including habitat specialists, leading to greater overall biodiversity.

Lead author Dr Talya Hackett, who ran the project from Bristol's School of Biological Sciences and is currently at University of Oxford, explained: "Conservation and restoration projects increasingly focus on landscape-scale efforts, however, data on species interactions are often limited to specific habitats, such as woodlands, farmland or urban areas."

The team found that multiple habitats demonstrated enhanced resistance to species loss, offering unexpected insights into ecosystem stability. They also discovered improved ecological functions since multi-habitat landscapes were associated with better pollination services, likely due to the complementary roles of diverse pollinator communities.

Project leader and co-lead author Professor Jane Memmott explained: "Landscapes are more than the sum of their parts; they exhibit properties such as increased buffering against species loss and improved pollination that cannot be predicted from the component habitats."

The study's outcomes suggest a shift in conservation strategies. Traditional management plans often focus on specific habitats, such as prairie restoration, wetland creation, or linking the same habitats together. However, the findings underscore the importance of also maintaining multi-habitat landscapes to enhance biodiversity conservation. The interconnectedness of habitats, facilitated by mobile species that depend on multiple environments, creates a more robust and functional ecosystem.




Co-author Dr Alix Sauve, research associate on this project, added: "Knowing how habitats work together is key when acquiring new nature reserves for instance. The landscape context of candidate sites should be considered to leverage ecosystem functioning and their stability in the long run."

Researchers compared the structure and function of food webs in landscapes with varying numbers of habitats. The study involved sampling plants, herbivorous insects, and their parasitoids, as well as pollinators, across six different habitat types. Over 11,000 species interactions were documented. A field experiment further assessed pollination efficiency using wild strawberries as a test plant, revealing the positive impact of habitat diversity on pollination.

The team now plans to explore the effects of specific habitat combinations and their compatibility. Further research may also examine other ecological functions, such as seed dispersal and decomposition, in multi-habitat landscapes. These studies could also have significant implications for agricultural practices, potentially enhancing food production and pest control, and ecosystem health.

This study highlights the complex and interdependent nature of ecosystems at the landscape scale.

Professor Memmott concluded: "Mobile species effectively glue the various habitats together, underscoring the intricate connections that sustain biodiversity and ecosystem services."
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Humpbacks are among animals who manufacture and wield tools | ScienceDaily

"Many animals use tools to help them find food," explains Professor Lars Bejder, co-lead author of the study and Director of MMRP, "but very few actually create or modify these tools themselves. We discovered that solitary humpback whales in southeast (SE) Alaska craft complex bubble nets to catch krill, which are tiny shrimp-like creatures. These whales skillfully blow bubbles in patterns that form nets with internal rings, actively controlling details like the number of rings, the size and depth of the net, and the spacing between bubbles. This method lets them capture up to seven times more prey in a single feeding dive without using extra energy. This impressive behavior places humpback whales among the rare group of animals that both make and use their own tools for hunting."

Success in hunting is key for the whales' survival. The population of humpback whales in SE Alaska overwinters in Hawai'i, and their energy budget for the entire year depends on their ability to capture enough food during summer and fall in SE Alaska. Unraveling the nuances of their carefully honed hunting technique sheds light on how migratory humpback whales consume enough calories to traverse the Pacific Ocean.

Advanced Tools & Partnerships are Key to Demystifying Whale Behavior

Marine mammals known as cetaceans include whales, dolphins, and porpoises, and they are notoriously difficult to study. Advances in research tools are making it easier to track and understand their behavior, and in this instance, researchers employed specialty tags and drones to study the whales' movements from above and below the water.

"We deployed non-invasive suction-cup tags on whales and flew drones over solitary bubble-netting humpback whales in SE Alaska, collecting data on their underwater movements," shares co-author and MMRP researcher William Gough. The tools have incredible capability, but honing them takes practice. Gough reflects, "Whales are a difficult group to study, requiring skill and precision to successfully tag and/or drone them."

The logistics of working in a remote location in SE Alaska brought its own challenges to the research. "We are so grateful to our research partners at the Alaska Whale Foundation (AWF) for their immense knowledge of the local area and the whales in that part of the world," emphasizes Bejder. "This research would not have been possible without the strong collaborative effort with AWF."

More Insights and Improved Management to Come




Cetaceans throughout the globe face a slough of threats that range from habitat degradation, climate change, fisheries, to chemical and noise pollution. One quarter of the 92 known cetacean species are at risk of extinction, and there is a clear and urgent need to implement effective conservation strategies on their behalf. How the animals hunt is key to their survival, and understanding this essential behavior makes resource managers better poised to adeptly monitor and conserve the feeding grounds that are critical to their survival.

"This little-studied foraging behavior is wholly unique to humpback whales," notes Gough. "It's so incredible to see these animals in their natural habitat, performing behaviors that only a few people ever get to see. And it's rewarding to be able to come back to the lab, dive into the data, and learn about what they're doing underwater once they disappear from view."

With powerful new tools in researchers' hands, many more exciting cetacean behavioral discoveries lie on the horizon. "This is a rich dataset that will allow us to learn even more about the physics and energetics of solitary bubble-netting," shares Bejder. "There is also data coming in from humpback whales performing other feeding behaviors, such as cooperative bubble-netting, surface feeding, and deep lunge feeding, allowing for further exploration of this population's energetic landscape and fitness."

"What I find exciting is that humpbacks have come up with complex tools allowing them to exploit prey aggregations that otherwise would be unavailable to them," says Dr. Andy Szabo, AWF Executive Director and study co-lead. "It is this behavioral flexibility and ingenuity that I hope will serve these whales well as our oceans continue to change."

This groundbreaking work was made possible with support from Lindblad Expeditions -- National Geographic Fund, the University of Hawai'i at Manoa, and a Department of Defense (DOD) Defense University Research Instrumentation Program (DURIP) grant.

This study was conducted under a NOAA permit issued to Alaska Whale Foundation (no. 19703). All research was conducted under institution IACUC approvals.
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Red and processed meat consumption associated with higher type 2 diabetes risk, study of two million people finds | ScienceDaily
Meat consumption, particularly consumption of processed meat and unprocessed red meat, is associated with a higher type 2 diabetes risk, an analysis of data from 1.97 million participants, published today in The Lancet Diabetes and Endocrinology, has found.


						
Global meat production has increased rapidly in recent decades and meat consumption exceeds dietary guidelines in many countries. Earlier research indicated that higher intakes of processed meat and unprocessed red meat are associated with an elevated risk of type 2 diabetes, but the results have been variable and not conclusive.

Poultry such as chicken, turkey, or duck is often considered to be an alternative to processed meat or unprocessed red meat, but fewer studies have examined the association between poultry consumption and type 2 diabetes.

To determine the association between consumption of processed meat, unprocessed red meat and poultry and type 2 diabetes, the team led by researchers at the University of Cambridge used the global InterConnect project to analyse data from 31 study cohorts in 20 countries. Their extensive analysis took into account factors such as age, gender, health-related behaviours, energy intake and body mass index.

The researchers found that the habitual consumption of 50 grams of processed meat a day -- equivalent to 2 slices of ham -- is associated with a 15% higher risk of developing type 2 diabetes in the next 10 years. The consumption of 100 grams of unprocessed red meat a day -- equivalent to a small steak -- was associated with a 10% higher risk of type 2 diabetes.

Habitual consumption of 100 grams of poultry a day was associated with an 8% higher risk, but when further analyses were conducted to test the findings under different scenarios the association for poultry consumption became weaker, whereas the associations with type 2 diabetes for each of processed meat and unprocessed meat persisted.

Professor Nita Forouhi of the Medical Research Council (MRC) Epidemiology Unit at the University of Cambridge, and a senior author on the paper, said:

"Our research provides the most comprehensive evidence to date of an association between eating processed meat and unprocessed red meat and a higher future risk of type 2 diabetes. It supports recommendations to limit the consumption of processed meat and unprocessed red meat to reduce type 2 diabetes cases in the population.




While our findings provide more comprehensive evidence on the association between poultry consumption and type 2 diabetes than was previously available, the link remains uncertain and needs to be investigated further."

InterConnect uses an approach that allows researchers to analyse individual participant data from diverse studies, rather than being limited to published results. This enabled the authors to include as many as 31 studies in this analysis, 18 of which had not previously published findings on the link between meat consumption and type 2 diabetes. By including this previously unpublished study data the authors considerably expanded the evidence base and reduced the potential for bias from the exclusion of existing research.

Lead author Dr Chunxiao Li, also of the MRC Epidemiology Unit, said:

"Previous meta-analysis involved pooling together of already published results from studies on the link between meat consumption and type 2 diabetes, but our analysis examined data from individual participants in each study. This meant that we could harmonise the key data collected across studies, such as the meat intake information and the development of type 2 diabetes.

Using harmonised data also meant we could more easily account for different factors, such as lifestyle or health behaviours, that may affect the association between meat consumption and diabetes. "

Professor Nick Wareham, Director of the MRC Epidemiology Unit, and a senior author on the paper said:

"InterConnect enables us to study the risk factors for obesity and type 2 diabetes across populations in many different countries and continents around the world, helping to include populations that are under-represented in traditional meta-analyses.




Most research studies on meat and type 2 diabetes have been conducted in USA and Europe, with some in East Asia. This research included additional studies from the Middle East, Latin America and South Asia, and highlighted the need for investment in research in these regions and in Africa.

Using harmonised data and unified analytic methods across nearly 2 million participants allowed us to provide more concrete evidence of the link between consumption of different types of meat and type 2 diabetes than was previously possible."

InterConnect was initially funded by the European Union's Seventh Framework Programme for research, technological development and demonstration under grant agreement no 602068.
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New view of North Star reveals spotted surface | ScienceDaily
Researchers using Georgia State University's Center for High Angular Resolution Astronomy (CHARA) Array have identified new details about the size and appearance of the North Star, also known as Polaris. The new research is published in The Astrophysical Journal.


						
Earth's North Pole points to a direction in space marked by the North Star. Polaris is both a navigation aid and a remarkable star in its own right. It is the brightest member of a triple-star system and is a pulsating variable star. Polaris gets brighter and fainter periodically as the star's diameter grows and shrinks over a four-day cycle.

Polaris is a kind of star known as a Cepheid variable. Astronomers use these stars as "standard candles" because their true brightness depends on their period of pulsation: Brighter stars pulsate slower than fainter stars. How bright a star appears in the sky depends on the star's true brightness and the distance to the star. Because we know the true brightness of a Cepheid based on its pulsational period, astronomers can use them to measure the distances to their host galaxies and to infer the expansion rate of the universe.

A team of astronomers led by Nancy Evans at the Center for Astrophysics | Harvard & Smithsonian observed Polaris using the CHARA optical interferometric array of six telescopes at Mount Wilson, Calif. The goal of the investigation was to map the orbit of the close, faint companion that orbits Polaris every 30 years.

"The small separation and large contrast in brightness between the two stars makes it extremely challenging to resolve the binary system during their closest approach," Evans said.

The CHARA Array combines the light of six telescopes that are spread across the mountaintop at the historic Mount Wilson Observatory. By combining the light, the CHARA Array acted like a 330-meter telescope to detect the faint companion as it passed close to Polaris. The observations of Polaris were recorded using the MIRC-X camera which was built by astronomers at the University of Michigan and Exeter University in the U.K. The MIRC-X camera has the remarkable ability to capture details of stellar surfaces.

The team successfully tracked the orbit of the close companion and measured changes in the size of the Cepheid as it pulsated. The orbital motion showed that Polaris has a mass five times larger than that of the Sun. The images of Polaris showed that it has a diameter 46 times the size of the Sun.




The biggest surprise was the appearance of Polaris in close-up images. The CHARA observations provided the first glimpse of what the surface of a Cepheid variable looks like.

CHARA Array false-color image of Polaris from April 2021 that reveals large bright and dark spots on the surface. Polaris appears about 600,000 times smaller than the Full Moon in the sky.

"The CHARA images revealed large bright and dark spots on the surface of Polaris that changed over time," said Gail Schaefer, director of the CHARA Array. The presence of spots and the rotation of the star might be linked to a 120-day variation in measured velocity.

"We plan to continue imaging Polaris in the future," said John Monnier, an astronomy professor at the University of Michigan. "We hope to better understand the mechanism that generates the spots on the surface of Polaris."

The new observations of Polaris were made and recorded as part of the open access program at the CHARA Array, where astronomers from around the world can apply for time through the National Optical-Infrared Astronomy Research Laboratory (NOIRLab).

The CHARA Array is located at the Mount Wilson Observatory in the San Gabriel Mountains of southern California. The six telescopes of the CHARA Array are arranged along three arms. The light from each telescope is transported through vacuum pipes to the central beam combining lab. All the beams converge on the MIRC-X camera in the lab.

The CHARA Array open access program is funded by the National Science Foundation (grant AST-2034336). Institutional support for the CHARA Array is provided by Georgia State's College of Arts & Sciences and the Office of the Vice President for Research and Economic Development.
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Explanation found for X-ray radiation from black holes | ScienceDaily
Researchers at the University of Helsinki have succeeded in something that has been pursued since the 1970s: explaining the X-ray radiation from the black hole surroundings. The radiation originates from the combined effect of the chaotic movements of magnetic fields and turbulent plasma gas.


						
Using detailed supercomputer simulations, researchers at the University of Helsinki modeled the interactions between radiation, plasma, and magnetic fields around black holes. It was found that the chaotic movements, or turbulence, caused by the magnetic fields heat the local plasma and make it radiate.

Focus on the X-ray radiation from accretion disks

A black hole is created when a large star collapses into such a dense concentration of mass that its gravity prevents even light from escaping its sphere of influence. This is why, instead of direct observation, black holes can only be observed through their indirect effects on the environment.

Most of the observed black holes have a companion star, with which they form a binary star system. In the binary system, the two objects orbit each other, and the matter of the companion star slowly spirals into the black hole. This slowly flowing stream of gas often forms an accretion disk around the black hole, a bright, observable source of X-rays.

Since the 1970s, attempts have been made to model the radiation from the accretion flows around the black holes. At the time, X-rays were already thought to be generated through the interaction of the local gas and magnetic fields, similar to how the Sun's surroundings are heated by its magnetic activity via solar flares.

"The flares in the accretion disks of black holes are like extreme versions of solar flares," says Associate Professor Joonas Nattila. Nattila heads the Computational Plasma Astrophysics research group at the University of Helsinki, which specializes in modeling precisely this kind of extreme plasma.




Radiation-plasma interaction

The simulations demonstrated that the turbulence around the black holes is so strong that even quantum effects become important for the plasma dynamics.

In the modeled mixture of electron-positron plasma and photons, the local X-ray radiation can turn into electrons and positrons, which can then annihilate back into radiation, as they come in contact.

Nattila describes how electrons and positrons, antiparticles to one another, usually do not occur in the same place. However, the extremely energetic surroundings of black holes make even this possible. In general, radiation does not interact with plasma either. However, photons are so energetic around black holes that their interactions are important to plasma, too.

"In everyday life, such quantum phenomena where matter suddenly appears in place of extremely bright light are, of course, not seen, but near black holes, they become crucial," Nattila says.

"It took us years to investigate and add to the simulations all quantum phenomena occurring in nature, but ultimately, it was worth it," he adds.




An accurate picture of the origins of radiation

The study demonstrated that turbulent plasma naturally produces the kind of X-ray radiation observed from the accretion disks. The simulation also made it possible, for the first time, to see that the plasma around black holes can be in two distinct equilibrium states, depending on the external radiation field. In one state, the plasma is transparent and cold, while in the other, it is opaque and hot.

"The X-ray observations of black hole accretion disks show exactly the same kind of variation between the so-called soft and hard states," Nattila points out.

The study was published in the journal Nature Communications. The simulation used in the study is the first plasma physics model to include all the important quantum interactions between radiation and plasma. The study is part of a project headed by Nattila and funded with a EU2.2 million Starting Grant from the European Research Council, which aims to understand interactions between plasma and radiation.
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Fossil hotspots in Africa obscure a more complete picture of human evolution | ScienceDaily
Much of the early human fossil record originates from just a few places in Africa, where favorable geological conditions have preserved a trove of fossils used by scientists to reconstruct the story of human evolution. One of these fossil hotspots is the eastern branch of the East African Rift System, home to important fossil sites such as Oldupai Gorge in Tanzania. Yet, the eastern branch of the rift system only accounts for 1% of the surface area of Africa -- a fact that makes it possible to estimate how much information scientists who rely on such small samples are missing.


						
In a new study published today in the journal Nature Ecology & Evolution, researchers at the George Washington University show the extent to which the concentration of sites in hotspots like the East African Rift System biases our understanding of human evolution and why scientists must take that bias into account when interpreting early human history.

"Because the evidence of early human evolution comes from a small range of sites, it's important to acknowledge that we don't have a complete picture of what happened across the entire continent," says W. Andrew Barr, an assistant professor of anthropology at GW and lead study author. "If we can point to the ways in which the fossil record is systematically biased and not a perfect representation of everything, then we can adjust our interpretations by taking this into account."

To determine the size of the bias in the fossil record, Barr and his co-author Bernard Wood, University Professor of Human Origins at GW, looked at the distribution of modern mammals that currently live in the rift valley. They found that very few medium- and large-bodied mammals are "rift specialists," and the rift environment, in fact, represents on average 1.6 % of the total geographic range of modern mammal species.

In a second analysis, Barr and Wood looked at how the skulls of modern primates collected in the rift valley compared with the skulls of the same primates from other parts of the continent. They found that skulls from the rift valley represented less than 50% of the total variation among primate skulls in Africa.

While the science community has long recognized that the rift represents just a small sample of where ancient humans likely lived, the researchers say previous studies have not used modern mammals as analogs for human fossils to try to quantify the magnitude of the bias. Information from modern mammals can't tell us exactly where else, and in what type of environments, our human ancestors lived, but they can provide clues that help us better understand the environments and physical differences of ancient humans, say the authors.

"We must avoid falling into the trap of coming up with what looks like a comprehensive reconstruction of the human story, when we know we don't have all of the relevant evidence" saysWood. "Imagine trying to capture the social and economic complexity of Washington D.C. if you only had access to information from one neighborhood. It helps if you can get a sense of how much information is missing."

The researchers also note the need for the scientific community to look beyond the rift to identify new fossil sites and expand the geographic range of the fossil record.

"There's a smaller number of people who work outside these traditional hotspots and do the thankless labor of trying to find fossils in these contexts that are really hard to work in, where the geology isn't favorable for finding fossils," says Barr, whose own work involves looking for fossils beyond the hotspots. "It's worth doing that sort of work to make our picture of mammal and human evolution from this time period more complete."
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Scientists discover new code governing gene activity | ScienceDaily
A newly discovered code within DNA -- coined "spatial grammar" -- holds a key to understanding how gene activity is encoded in the human genome.


						
This breakthrough finding, identified by researchers at Washington State University and the University of California, San Diego and published in Nature, revealed a long-postulated hidden spatial grammar embedded in DNA. The research could reshape scientists' understanding of gene regulation and how genetic variations may influence gene expression in development or disease.

Transcription factors, the proteins that control which genes in one's genome are turned on or off, play a crucial role in this code. Long thought of as either activators or repressors of gene activity, this research shows the function of transcription factors is far more complex.

"Contrary to what you will find in textbooks, transcription factors that act as true activators or repressors are surprisingly rare," said WSU assistant professor Sascha Duttke, who led much of the research at WSU's School of Molecular Biosciences in the College of Veterinary Medicine.

Rather, the scientists found that most activators can also function as repressors.

"If you remove an activator, your hypothesis is you lose activation," said Bayley McDonald, a WSU graduate student who was part of the research team. "But that was true in only 50% to 60% of the cases, so we knew something was off."

Looking closer, researchers found the function of many transcription factors was highly position dependent.




They discovered that the spacing between transcription factors and their position relative to where a gene's transcription began determined the level of gene activity. For example, transcription factors might activate gene expression when positioned upstream or ahead of where a gene's transcription begins but inhibit its activity when located downstream, or after a gene's transcription start site.

"It is the spacing, or 'ambience,' that determines if a given transcription factor acts as an activator or repressor," Duttke said. "It just goes to show that similar to learning a new language, to learn how gene expression patterns are encoded in our genome, we need to understand both its words and the grammar."

By integrating this newly discovered 'spatial grammar,' Christopher Benner, associate professor at UC San Diego, anticipates scientists can gain a deeper understanding of how mutations or genetic variations can affect gene expression and contribute to disease.

"The potential applications are vast," Benner said. "At the very least, it will change the way scientists study gene expression."
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Spectacular increase in the deuterium/hydrogen ratio in Venus' atmosphere | ScienceDaily
Thanks to observations by the Solar Occultation in the Infrared (SOIR) instrument on the Venus Express space probe of the European Space Agency (ESA), researchers have discovered an unexpected increase in the abundances of two water molecule variants -- H2O and HDO -- and their ratio HDO/H2O in Venus' mesosphere. This phenomenon challenges our understanding of Venus' water history and the potential that it was once habitable in the past.


						
Currently, Venus is a dry, hostile planet. Venus has pressures nearly 100 times higher than Earth and temperatures around 460degC. Its atmosphere, covered by thick clouds of sulphuric acid and water droplets, is extremely dry. Most water is found below and within these cloud layers. However, Venus may have once supported just as much water as Earth.

"Venus is often called Earth's twin due to its similar size," remarks Hiroki Karyu, a researcher at Tohoku University, "Despite the similarities between the two planets, it has evolved differently. Unlike Earth, Venus has extreme surface conditions."

Investigating the abundances of H2O and its deuterated counterpart HDO (isotopologues) reveals insights into Venus' water history. It is generally accepted that Venus and Earth initially had a similar HDO/H2O ratio. However, the ratio observed in Venus' bulk atmosphere (below 70 km) is 120 times higher, indicating significant deuterium enrichment over time. This enrichment is primarily due to solar radiation breaking down water isotopologues in the upper atmosphere, producing hydrogen (H) and deuterium (D) atoms. Since H atoms escape into space more readily due to their lower mass, the HDO/H2O ratio gradually increases.

To figure out how much H and D are escaping into space, it is crucial to measure the water isotopologue amounts at heights where sunlight can break them down, which occurs above the clouds at altitudes larger than ~70 km. The study found two surprising results: the concentrations of H2O and HDO increase with altitude between 70 and 110 km, and the HDO/H2O ratio rises significantly by an order of magnitude over this range, reaching levels over 1500 times higher than in Earth's oceans.

A proposed mechanism to explain these findings involves the behaviour of hydrated sulphuric acid (H2SO4) aerosols. These aerosols form just above the clouds, where temperatures drop below the sulphurated water dew point, leading to the formation of deuterium-enriched aerosols. These particles rise to higher altitudes, where increased temperatures cause them to evaporate, releasing more significant fraction of HDO compared to H2O. The vapour then is transported downwards, restarting the cycle.

The study emphasizes two key points. First, variations in altitude play a crucial role in locating the D and H reservoirs. Second, the increased HDO/H2O ratio ultimately increases deuterium release, impacting long-term evolution of the D/H ratio. These findings encourage the incorporation of altitude-dependent processes into models to make accurate predictions about D/H evolution. Understanding the evolution of Venus' habitability and water history will help us understand the factors that make a planet become inhabitable, so that we know how to avoid letting the Earth follow in its' twin's footsteps.
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Using AI to find the polymers of the future | ScienceDaily
Nylon, Teflon, Kevlar. These are just a few familiar polymers -- large-molecule chemical compounds -- that have changed the world. From Teflon-coated frying pans to 3D printing, polymers are vital to creating the systems that make the world function better.


						
Finding the next groundbreaking polymer is always a challenge, but now Georgia Tech researchers are using artificial intelligence (AI) to shape and transform the future of the field. Rampi Ramprasad's group develops and adapts AI algorithms to accelerate materials discovery.

This summer, two papers published in the Nature family of journals highlight the significant advancements and success stories emerging from years of AI-driven polymer informatics research. The first, featured in Nature Reviews Materials, showcases recent breakthroughs in polymer design across critical and contemporary application domains: energy storage, filtration technologies, and recyclable plastics. The second, published in Nature Communications, focuses on the use of AI algorithms to discover a subclass of polymers for electrostatic energy storage, with the designed materials undergoing successful laboratory synthesis and testing.

"In the early days of AI in materials science, propelled by the White House's Materials Genome Initiative over a decade ago, research in this field was largely curiosity-driven," said Ramprasad, a professor in the School of Materials Science and Engineering. "Only in recent years have we begun to see tangible, real-world success stories in AI-driven accelerated polymer discovery. These successes are now inspiring significant transformations in the industrial materials R&D landscape. That's what makes this review so significant and timely."

AI Opportunities

Ramprasad's team has developed groundbreaking algorithms that can instantly predict polymer properties and formulations before they are physically created. The process begins by defining application-specific target property or performance criteria. Machine learning (ML) models train on existing material-property data to predict these desired outcomes. Additionally, the team can generate new polymers, whose properties are forecasted with ML models. The top candidates that meet the target property criteria are then selected for real-world validation through laboratory synthesis and testing. The results from these new experiments are integrated with the original data, further refining the predictive models in a continuous, iterative process.

While AI can accelerate the discovery of new polymers, it also presents unique challenges. The accuracy of AI predictions depends on the availability of rich, diverse, extensive initial data sets, making quality data paramount. Additionally, designing algorithms capable of generating chemically realistic and synthesizable polymers is a complex task.




The real challenge begins after the algorithms make their predictions: proving that the designed materials can be made in the lab and function as expected and then demonstrating their scalability beyond the lab for real-world use. Ramprasad's group designs these materials, while their fabrication, processing, and testing are carried out by collaborators at various institutions, including Georgia Tech. Professor Ryan Lively from the School of Chemical and Biomolecular Engineering frequently collaborates with Ramprasad's group and is a co-author of the paper published in Nature Reviews Materials.

"In our day-to-day research, we extensively use the machine learning models Rampi's team has developed," Lively said. "These tools accelerate our work and allow us to rapidly explore new ideas. This embodies the promise of ML and AI because we can make model-guided decisions before we commit time and resources to explore the concepts in the laboratory."

Using AI, Ramprasad's team and their collaborators have made significant advancements in diverse fields, including energy storage, filtration technologies, additive manufacturing, and recyclable materials.

Polymer Progress

One notable success, described in the Nature Communications paper, involves the design of new polymers for capacitors, which store electrostatic energy. These devices are vital components in electric and hybrid vehicles, among other applications. Ramprasad's group worked with researchers from the University of Connecticut.

Current capacitor polymers offer either high energy density or thermal stability, but not both. By leveraging AI tools, the researchers determined that insulating materials made from polynorbornene and polyimide polymers can simultaneously achieve high energy density and high thermal stability. The polymers can be further enhanced to function in demanding environments, such as aerospace applications, while maintaining environmental sustainability.




"The new class of polymers with high energy density and high thermal stability is one of the most concrete examples of how AI can guide materials discovery," said Ramprasad. "It is also the result of years of multidisciplinary collaborative work with Greg Sotzing and Yang Cao at the University of Connecticut and sustained sponsorship by the Office of Naval Research."

Industry Potential

The potential for real-world translation of AI-assisted materials development is underscored by industry participation in the Nature Reviews Materials article. Co-authors of this paper also include scientists from Toyota Research Institute and General Electric. To further accelerate the adoption of AI-driven materials development in industry, Ramprasad co-founded Matmerize Inc., a software startup company recently spun out of Georgia Tech. Their cloud-based polymer informatics software is already being used by companies across various sectors, including energy, electronics, consumer products, chemical processing, and sustainable materials.

"Matmerize has transformed our research into a robust, versatile, and industry-ready solution, enabling users to design materials virtually with enhanced efficiency and reduced cost," Ramprasad said. "What began as a curiosity has gained significant momentum, and we are entering an exciting new era of materials by design."
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New insights on how bird flu crosses the species barrier | ScienceDaily
In recent years, public health measures, surveillance, and vaccination have helped bring about significant progress in reducing the impact of seasonal flu epidemics, caused by human influenza viruses A and B. However, a possible outbreak of avian influenza A (commonly known as 'bird flu') in mammals, including humans, poses a significant threat to public health.


						
The Cusack group at EMBL Grenoble studies the replication process of influenza viruses. A new study from this group sheds light on the different mutations that the avian influenza virus can undergo to be able to replicate in mammalian cells.

Some avian influenza strains can cause severe disease and mortality. Fortunately, significant biological differences between birds and mammals normally prevent avian influenza from spreading from birds to other species. To infect mammals, the avian influenza virus must mutate to overcome two main barriers: the ability to enter the cell and to replicate within that cell. To cause an epidemic or pandemic, it must also acquire the ability to be transmitted between humans.

However, sporadic contamination of wild and domestic mammals by bird flu is becoming increasingly common. Of particular concern is the recent unexpected infection of dairy cows in the USA by an avian H5N1 strain, which risks becoming endemic in cattle. This might facilitate adaptation to humans, and indeed, a few cases of transmission to humans have been reported, so far resulting in only mild symptoms.

At the heart of this process is the polymerase, an enzyme that orchestrates the virus's replication inside host cells. This flexible protein can rearrange itself according to the different functions it performs during infection. These include transcription -- copying the viral RNA into messenger RNA to make viral proteins -- and replication -- making copies of the viral RNA to package into new viruses.

Viral replication is a complex process to study because it involves two viral polymerases and a host cell protein -- ANP32. Together, these three proteins form the replication complex, a molecular machine that carries out replication. ANP32 is known as a 'chaperone', meaning that it acts as a stabiliser for certain cellular proteins. It can do this thanks to a key structure -- its long acidic tail. In 2015, it was discovered that ANP32 is critical for influenza virus replication, but its function was not fully understood.

The results of the new study, published in the journal Nature Communications, show that ANP32 acts as a bridge between the two viral polymerases -- called replicase and encapsidase. The names reflect the two distinct conformations taken up by the polymerases to perform two different functions -- creating copies of the viral RNA (replicase) and packaging the copy inside a protective coating with ANP32's help (encapsidase).




Through its tail, ANP32 acts as a stabiliser for the replication complex, allowing it to form within the host cell. Interestingly, the ANP32 tail differs between birds and mammals, although the core of the protein remains very similar. This biological difference explains why the avian influenza virus does not replicate easily in mammals and humans.

"The key difference between avian and human ANP32 is a 33-amino-acid insertion in the avian tail, and the polymerase has to adapt to this difference," explained Benoit Arragain, a postdoctoral fellow in the Cusack group and first author of the publication. "For the avian-adapted polymerase to replicate in human cells, it must acquire certain mutations to be able to use human ANP32."

To better understand this process, Arragain and his collaborators obtained the structure of the replicase and encapsidase conformations of a human-adapted avian influenza polymerase (from strain H7N9) while they were interacting with human ANP32. This structure gives detailed information about which amino acids are important in forming the replication complex and which mutations could allow the avian influenza polymerase to adapt to mammalian cells.

To obtain these results, Arragain carried out in vitro experiments at EMBL Grenoble, using the Eukaryotic Expression Facility, the ISBG biophysical platform, and the cryo-electron microscopy platform available through the Partnership for Structural Biology. "We also collaborated with the Naffakh group at the Institut Pasteur, who carried out cellularexperiments," added Arragain. "In addition, we obtained the structure of the human type B influenza replication complex, which is similar to that of influenza A. The cellular experiments confirmed our structural data."

These new insights into the influenza replication complex can be used to study polymerase mutations in other similar strains of the avian influenza virus. It is therefore possible to use the structure obtained from the H7N9 strain and adapt it to other strains such as H5N1.

"The threat of a new pandemic caused by highly pathogenic, human-adapted avian influenza strains with a high mortality rate needs to be taken seriously," said Stephen Cusack, EMBL Grenoble Senior Scientist who led the study and has been studying influenza viruses for 30 years. "One of the key responses to this threat includes monitoring mutations in the virus in the field. Knowing this structure allows us to interpret these mutations and assess if a strain is on the path of adaptation to infect and transmit between mammals."

These results are also useful in the long-term perspective of anti-influenza drug development, as there are no existing drugs that target the replication complex specifically. "But it's just the beginning," said Cusack. "What we want to do next is to understand how the replication complex works dynamically, in other words, to know in more detail how it actively performs replication." The group has already successfully carried out similar studies on the role of influenza polymerase in the viral transcription process.
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Urban street networks, building density shape severity of floods | ScienceDaily
Cities around the globe are experiencing increased flooding due to the compounding effects of stronger storms in a warming climate and urban growth. New research from the University of California, Irvine suggests that urban form, specifically the building density and street network of a neighborhood, is also affecting the intensity of flooding.


						
For a paper published today in Nature Communications, researchers in UC Irvine's Department of Civil and Environmental Engineering turned to statistical mechanics to generate a new formula allowing urban planners to more easily assess flood risks presented by land development changes.

Co-author Mohammad Javad Abdolhosseini Qomi, UC Irvine associate professor of civil and environmental engineering who holds a joint appointment in UC Irvine's Department of Materials Science and Engineering, said that he and his colleagues were inspired by how physicists study intricate systems such as disordered porous solids, glasses and complex fluids to develop universal theories that can explain city-to-city variations in flood hazards.

"Application of statistical mechanics has yielded an analytical model that can project neighborhood-scale flood hazards anywhere in the world," Qomi said. "We can probe differences between cities experiencing flood hazards. The platform has been demonstrated to show links between flood losses, urban form and observed rainfall extremes."

Lead author Sarah Balaian, a UC Irvine Ph.D. candidate in civil and environmental engineering, said that we can expect the future to be marked by more severe weather events and that concentrated masses of people, many of whom lack the means of protection or escape, will be heavily affected by urban flooding.

"Furthermore, detailed modeling worldwide is presently impossible for many cities because of inadequate data, so our team was motivated to develop a new way of looking at flood risk based on the form of the built urban environment," she said.

Co-author Brett Sanders, UC Irvine Chancellor's Professor of civil and environmental engineering and professor of urban planning and public policy, said that the new formula was made possible by thousands of flood simulations across many different urban forms -- simulations grounded in physical laws of motion.

"We created a physics-based dataset of flood depth and velocity for types of city layouts seen globally and then used data analysis techniques to derive a relatively simple formula that can be used for planning and vulnerability assessments globally," Sanders said. "The equation can also be taught in our classes so that the next generation of civil engineers is able to anticipate the potential impacts of land development on flood hazards."

This project received financial support from UC Irvine's Henry Samueli School of Engineering, the National Science Foundation and the U.S. Department of Education.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/08/240819130735.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Searching old stem cells that stay young forever | ScienceDaily

"We live as long as our stem cells" is a somewhat bold but essentially accurate statement. Stem cells contribute to the constant renewal of various cells and tissues in humans, e.g. blood cells, skin or hair. If stem cells lose this ability or their number decreases in the course of life, the body ages or develops diseases. Stem cells are therefore of great interest for biomedical research.

While humans and most vertebrates can only regenerate parts of certain organs or limbs, other animal groups have far stronger regeneration mechanisms. This ability is made possible by pluripotent or multipotent stem cells, which can form (differentiate) almost all cell types of the body. The sea anemone Nematostella vectensis is also highly regenerative: it can reproduce asexually by budding and also shows no signs of ageing, which makes it an interesting subject for stem cell research. However, researchers have not yet been able to identify any stem cells in these animals.

Using the new "Single Cell Genomics" method, Technau and his team could identify cells of a complex organism based on their specific transcriptome profiles and determine from which stem cells they have developed. "By combining single-cell gene expression analyses and transgenesis, we have now been able to identify a large population of cells in the sea anemone that form differentiated cells such as nerve cells and glandular cells and are therefore candidates for multipotent stem cells," explains first author Andreas Denner from the University of Vienna. They have remained undiscovered until now due to their tiny size.

These potential stem cells express the evolutionarily highly conserved genes nanos and piwi, which enable the development of germ cells (sperm and egg cells) in all animals, including humans. By specifically mutating the nanos2 gene using the CRISPR gene scissors, the scientists were also able to prove that the gene is necessary for the formation of germ cells in sea anemones. It has also been shown in other animals that this gene is essential for the production of gametes.

This proves that this gene function emerged around 600 million years ago and has been preserved to this day. In future studies, Ulrich Technau and his team now want to investigate which special properties of the sea anemone's stem cells are responsible for its potential immortality.
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Morphable materials: Researchers coax nanoparticles to reconfigure themselves | ScienceDaily
A view into how nanoscale building blocks can rearrange into different organized structures on command is now possible with an approach that combines an electron microscope, a small sample holder with microscopic channels, and computer simulations, according to a new study by researchers at the University of Michigan and Indiana University.


						
The approach could eventually enable smart materials and coatings that can switch between different optical, mechanical and electronic properties.

"One of my favorite examples of this phenomenon in nature is in chameleons," said Tobias Dwyer, U-M doctoral student in chemical engineering and co-first author of the study published in Nature Chemical Engineering. "Chameleons change color by altering the spacing between nanocrystals in their skin. The dream is to design a dynamic and multifunctional system that can be as good as some of the examples that we see in biology."

The imaging technique lets researchers watch how nanoparticles react to changes in their environment in real time, offering an unprecedented window into their assembly behavior.

In the study, the Indiana team first suspended nanoparticles, a class of materials smaller than the average bacteria cell, in tiny channels of liquid on a microfluidic flow cell. This type of device allowed the researchers to flush different kinds of fluid into the cell on the fly while they viewed the mixture under their electron microscope. The researchers learned that the instrument gave the nanoparticles -- which normally are attracted to each other -- just enough electrostatic repulsion to push them apart and allow them to assemble into ordered arrangements.

The nanoparticles, which are cubes made of gold, either perfectly aligned their faces in a tidy cluster or formed a more messy arrangement. The final arrangement of the material depended on the properties of the liquid the blocks were suspended in, and flushing new liquids into the flow cell caused the nanoblocks to switch between the two arrangements.

The experiment was a proof of concept for how to steer nanoparticles into desired structures. Nanoparticles are too small to manually manipulate, but the approach could help engineers learn to reconfigure other nanoparticles by changing their environment.




"You might have been able to move the particles into new liquids before, but you wouldn't have been able to watch how they respond to their new environment in real-time," said Xingchen Ye, IU associate professor of chemistry who developed the experimental technique and is the study's lead corresponding author.

"We can use this tool to image many types of nanoscale objects, like chains of molecules, viruses, lipids and composite particles. Pharmaceutical companies could use this technique to learn how viruses interact with cells in different conditions, which could impact drug development."

An electron microscope isn't necessary to activate the particles in practical morphable materials, the researchers said. Changes in light and pH could also serve that purpose.

But to extend the technique to different kinds of nanoparticles, the researchers will need to know how to change their liquids and microscope settings to arrange the particles. Computer simulations run by the U-M team open the door to that future work by identifying the forces that caused the particles to interact and assemble.

"We think we now have a good enough understanding of all the physics at play to predict what would happen if we use particles of a different shape or material," said Tim Moore, U-M assistant research scientist of chemical engineering and co-first author of the study. He designed the computer simulations together with Dwyer and Sharon Glotzer, the Anthony C. Lembke Department Chair of Chemical Engineering at U-M and a corresponding author of the study.

"The combination of experiments and simulations is exciting because we now have a platform to design, predict, make and observe in real time new, morphable materials together with our IU partners," said Glotzer, who is also the John Werner Cahn Distinguished University Professor and Stuart W. Churchill Collegiate Professor of Chemical Engineering.

The research is funded by the National Science Foundation.
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Spider exploits firefly's flashing signals to lure more prey | ScienceDaily
Fireflies rely on flashing signals to communicate to other fireflies using light-emitting lanterns on their abdomens. In fireflies of the species Abscondita terminalis, males make multi-pulse flashes with two lanterns to attract females, while females make single-pulse flashes with their one lantern to attract males. Now researchers reporting in the journal Current Biology on August 19 have evidence that an orb-weaving spider (Araneus ventricosus) manipulates the flashing signals of male fireflies ensnared in its web such that they mimic the typical flashes of a female firefly, thereby luring other males to serve as their next meal.


						
"Drawing from extensive field observations, we propose that Araneus ventricosus practices deceptive interspecific communication by first ensnaring firefly males in its web and then predisposing the entrapped male fireflies to broadcast bioluminescent signals that deviate from female-attracting signals typically made by A. terminalis males and instead mimic the male-attracting signals typically made by females," the researchers wrote. "The outcome is that the entrapped male fireflies broadcast false signals that lure more male fireflies into the web."

The discovery came after the first author of the new study, Xinhua Fu, from Huazhong Agricultural University, China, noticed several male fireflies ensnared in the webs of orb-weaving spiders while in the field. Strangely, he rarely, if ever, saw a female firefly in a web. Subsequent trips also revealed a similarly skewed pattern.

This led Fu to suspect that the spiders might be attracting males to their webs by somehow manipulating their flashing behavior. To test this hypothesis, behavioral ecologists Daiqin Li and Shichang Zhang from Hubei University, along with Fu, conducted field experiments that allowed them to observe both the spider's behavior and the fireflies' signals. Their studies showed that the spider's web more often captured male fireflies when the spider was present in comparison to when the spider was absent from the web.

With further analysis, they found that the signals made by male fireflies in webs with spiders looked a lot more like the signals of free females. More specifically, the ensnared males used single-pulse signals using only one of their lanterns, not both. These ensnared male fireflies rarely lured other males when they were alone in the web.

The findings suggested that the males weren't altering their flashes as a distress signal. The researchers propose that the spiders alter the firefly's signal.

"While the eyes of orb-web spiders typically support limited spatial acuity, they rely more on temporal acuity rather than spatial acuity for discriminating flash signals," Li said. "Upon detecting the bioluminescent signals of ensnared male fireflies, the spider deploys a specialized prey-handling procedure involving repeated wrap-bite attacks."

The findings show that animals can use indirect yet dynamic signaling to target an exceptionally specific category of prey in nature. The researchers further suggest there may be many more undescribed examples in nature yet to be found in which predators may use mimicry to manipulate the behavior of their prey, based on communicative signals that may include sound, pheromones, or other means. They note that more study is needed to find out if the spider's venom or the bite itself leads to changes in the ensnared males' flashing pattern.

This work was supported by the National Natural Science Foundation of China, the National Key R&D Program of China, the Singapore Ministry of Education Academic Research Fund, and the Slovenian Research and Innovation Agency.
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Taming Parkinson's disease with intelligent brain pacemakers | ScienceDaily
UCSF studies show personalized, self-adjusting, neuromodulation has the potential to enhance movement and sleep.


						
Two new studies from UC San Francisco are pointing the way toward round-the-clock personalized care for people with Parkinson's disease through an implanted device that can treat movement problems during the day and insomnia at night.

The approach, called adaptive deep brain stimulation, or aDBS, uses methods derived from AI to monitor a patient's brain activity for changes in symptoms.

When it spots them, it intervenes with precisely calibrated pulses of electricity. The therapy complements the medications that Parkinson's patients take to manage their symptoms, giving less stimulation when the drug is active, to ward off excess movements, and more stimulation as the drug wears off, to prevent stiffness.

It is the first time a so-called "closed loop" brain implant technology has been shown to work in Parkinson's patients as they go about their daily lives. The device picks up brain signals to create a continuous feedback mechanism that can curtail symptoms as they arise. Users can switch out of the adaptive mode or turn the treatment off entirely with a hand-held device.

For the first study, researchers conducted a clinical trial with four people to test how well the approach worked during the day, comparing it to an earlier brain implant DBS technology known as constant or cDBS.

To ensure the treatment provided the maximum relief to each participant, the researchers asked them to identify their most bothersome symptom. The new technology reduced those symptoms by 50%. Results appear August 19 in Nature Medicine.




"This is the future of deep brain stimulation for Parkinson's disease," said Philip Starr, MD, PhD, the Dolores Cakebread Professor of Neurological Surgery, co-director of the UCSF Movement Disorders and Neuromodulation Clinic and one of the senior authors of the study.

Starr has been laying the groundwork for this technology for more than a decade. In 2013, he developed a way to detect and then record the abnormal brain rhythms associated with Parkinson's. In 2021, his team identified specific patterns in those brain rhythms that correspond to motor symptoms.

"There's been a great deal of interest in improving DBS therapy by making it adaptive and self-regulating, but it's only been recently that the right tools and methods have been available to allow people to use this long-term in their homes," said Starr, who was recruited by UCSF in 1998 to start its DBS program.

Earlier this year, UCSF researchers led by Simon Little, MBBS, PhD, demonstrated in Nature Communications that adaptive DBS has the potential to alleviate the insomnia that plagues many patients with Parkinson's.

"The big shift we've made with adaptive DBS is that we're able to detect, in real time, where a patient is on the symptom spectrum and match it with the exact amount of stimulation they need," said Little, associate professor of neurology and a senior author of both studies. Both Little and Starr are members of the UCSF Weill Institute for Neurosciences.

Restoring movement

Parkinson's disease affects about 10 million people around the world. It arises from the loss of dopamine-producing neurons in deep regions of the brain that are responsible for controlling movement. The lack of those cells can also cause non-motor symptoms, affecting mood, motivation and sleep.




Treatment usually begins with levodopa, a drug that replaces the dopamine these cells are no longer able to make. However, excess dopamine in the brain as the drug takes effect can cause uncontrolled movements, called dyskinesia. As the medication wears off, tremor and stiffness set in again.

Some patients then opt to have a standard cDBS device implanted, which provides a constant level of electrical stimulation. Constant DBS may reduce the amount of medication needed and partially reduce swings in symptoms. But the device also can over- or undercompensate, causing symptoms to veer from one extreme to the other during the day.

Closing the loop

To develop a DBS system that could adapt to a person's changing dopamine levels, Starr and Little needed to make the DBS capable of recognizing the brain signals that accompany different symptoms.

Previous research had identified patterns of brain activity related to those symptoms in the subthalamic nucleus, or STN, the deep brain region that coordinates movement. This is the same area that cDBS stimulates, and Starr suspected that stimulation would mute the signals they needed to pick up.

So, he found alternative signals in a different region of the brain, called the motor cortex, that wouldn't be weakened by the DBS stimulation.

The next challenge was to work out how to develop a system that could use these dynamic signals to control DBS in an environment outside the lab.

Building on findings from adaptive DBS studies that he had run at Oxford University a decade earlier, Little worked with Starr and the team to develop an approach for detecting these highly variable signals across different medication and stimulation levels.

Over the course of many months, postdoctoral scholars Carina Oehrn, MD, PhD, Stephanie Cernera, PhD, and Lauren Hammer, MD, PhD, created a data analysis pipeline that could turn all of this into personalized algorithms to record, analyze and respond to the unique brain activity associated with each patient's symptom state.

John Ngai, PhD, who directs the Brain Research Through Advancing Innovative Neurotechnologies(r) initiative (The BRAIN Initiative(r)) at the National Institutes of Health, said the study promises a marked improvement over current Parkinson's treatment.

"This personalized, adaptive DBS embodies The BRAIN Initiative's core mission to revolutionize our understanding of the human brain," he said.

A better night's sleep

Continuous DBS is aimed at mitigating daytime movement symptoms and doesn't usually alleviate insomnia.

But in the last decade, there has been a growing recognition of the impact that insomnia, mood disorders and memory problems have on Parkinson's patients.

To help fill that gap, Little conducted a separate trial that included four patients with Parkinson's and one patient with dystonia, a related movement disorder. In their paper published in Nature Communications, first author Fahim Anjum, PhD, a postdoctoral scholar in the Department of Neurology at UCSF, demonstrated that the device could recognize brain activity associated with various states of sleep. He also showed it could recognize other patterns that indicate a person is likely to wake up in the middle of the night.

Little and Starr's research teams, including their graduate student Clay Smyth, have started testing new algorithms to help people sleep. Their first sleep aDBS study was published last year in Brain Stimulation.

Scientists are now developing similar closed-loop DBS treatments for a range of neurological disorders.

"We see that it has a profound impact on patients, with potential not just in Parkinson's but probably for psychiatric conditions like depression and obsessive-compulsive disorder as well," Starr said. "We're at the beginning of a new era of neurostimulation therapies."
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Ancient DNA reveals Indigenous dog lineages found at Jamestown, Virginia | ScienceDaily
Previous scientific studies have indicated that North American dog lineages were replaced with European ones between 1492 and the present day. To better understand the timing of this replacement, researchers from the University of Illinois Urbana-Champaign and the University of Iowa sequenced mitochondrial DNA from archaeological dogs. Their findings suggest a complex social history of dogs during the early colonial period.


						
Europeans and Native Americans valued their dogs as companion animals, using them for similar work and as symbols of identity. Consequently, the dogs reflected the tension between European and Indigenous cultures -- the settlers described Indigenous dogs as mongrels to emphasize the perception that Indigenous people did not breed or own their dogs. Indigenous peoples identified European dogs as a direct threat to their existence and took measures to limit the use of European dogs.

"Previous studies had suggested that there were a lot of Indigenous dogs in the continental United States and that they were eradicated," said Ariane Thomas, a recent PhD graduate of anthropology at the University of Iowa. "We wanted to understand what that entailed: when it happened, were they culled, was it the competition with European dogs, or was it disease?"

The researchers focused on the Jamestown colony in Virginia due to the number of canid remains available at the site and the evidence of Indigenous influence. They worked with Jamestown Rediscovery to identify and analyze 181 canid bones that represented at least 16 individual dogs. Of these, the team selected 22 remains that spanned multiple time points of the early settlement at Jamestown, between 1607 and 1619. They extracted the DNA at the ancient DNA lab in the Core Facilities of the Carl R. Woese Institute for Genomic Biology. The researchers then sequenced the data at the Roy J. Carver Biotechnology Center at Illinois to better understand the ancestry of these dogs.

"This project is a great example of the type of team science that we use at IGB, where people from diverse fields come together to answer questions through the use of complementary skill sets," said Alida de Flamingh, a postdoctoral researcher in the Malhi (CIS/GSP/IGOH/GNDP) lab.

Based on body size estimates alone, the team discovered that most of the Jamestown dogs weighed between 22-39 lbs, comparable to modern-day beagles or schnauzers. Furthermore, many of the dog bones showed traces of human-inflicted damage, including burning and cut marks.

"The cut marks and other butchery marks we found on them show that some of these dogs were eaten. It implies that when the colonists came over, they didn't have enough food and they had to rely on the Indigenous dogs in the area," Thomas said.

Additionally, the DNA sequences demonstrated that at least six of the dogs showed evidence of Indigenous North American ancestry. "Our results show that there were Indigenous dogs in the area and they weren't immediately eradicated when the Europeans arrived," Thomas said.

Although the identification of dogs with Indigenous ancestry is not surprising, the results suggest that the colonists and Indigenous tribes may have traded dogs and likely had little concern with possible interbreeding. The researchers are interested in expanding to other sites and obtaining more high-quality DNA samples and reconstructions of dog body size to shed light on whether these dogs had full Indigenous ancestry or whether they were the product of mating with European dogs.
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Tracking down the asteroid that sealed the fate of the dinosaurs | ScienceDaily
Geoscientists from the University of Cologne have led an international study to determine the origin of the huge piece of rock that hit the Earth around 66 million years ago and permanently changed the climate. The scientists analysed samples of the rock layer that marks the boundary between the Cretaceous and Paleogene periods. This period also saw the last major mass extinction event on Earth, in which around 70 percent of all animal species became extinct. The results of the study published in Science indicate that the asteroid formed outside Jupiter's orbit during the early development of our solar system.


						
According to a widely accepted theory, the mass extinction at the Cretaceous-Paleogene boundary was triggered by the impact of an asteroid at least 10 kilometres in diameter near Chicxulub on the Yucatan Peninsula in Mexico. On impact, the asteroid and large quantities of earth rock vaporized. Fine dust particles spread into the stratosphere and obscured the sun. This led to dramatic changes in the living conditions on the planet and brought photosynthetic activity to a halt for several years.

The dust particles released by the impact formed a layer of sediment around the entire globe. This is why the Cretaceous-Paleogene boundary can be identified and sampled in many places on Earth. It contains high concentrations of platinum-group metals, which come from the asteroid and are otherwise extremely rare in the rock that forms the Earth's crust.

By analysing the isotopic composition of the platinum metal ruthenium in the cleanroom laboratory of the University of Cologne's Institute of Geology and Mineralogy, the scientists discovered that the asteroid originally came from the outer solar system. "The asteroid's composition is consistent with that of carbonaceous asteroids that formed outside of Jupiter's orbit during the formation of the solar system," said Dr Mario Fischer-Godde, first author of the study.

The ruthenium isotope compositions were also determined for other craters and impact structures of different ages on Earth for comparison. This data shows that within the last 500 million years, almost exclusively fragments of S-type asteroids have hit the Earth. In contrast to the impact at the Cretaceous-Paleogene boundary, these asteroids originate from the inner solar system. Well over 80 percent of all asteroid fragments that hit the Earth in the form of meteorites come from the inner solar system. Professor Dr Carsten Munker, co-author of the study, added: "We found that the impact of an asteroid like the one at Chicxulub is a very rare and unique event in geological time. The fate of the dinosaurs and many other species was sealed by this projectile from the outer reaches of the solar system."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/08/240816123943.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Right on schedule: Physicists use modeling to forecast a black hole's feeding patterns with precision | ScienceDaily
The dramatic dimming of a light source ~ 860 million light-years away from Earth confirms the accuracy of a detailed model developed by a team of astrophysicists, including Syracuse University Professor Eric Coughlin.


						
Powerful telescopes like NASA's Hubble, James Webb, and Chandra X-ray Observatory provide scientists a window into deep space to probe the physics of black holes. While one might wonder how you can "see" a black hole, which famously absorbs all light, this is made possible by tidal disruption events (TDEs) -- where a star is destroyed by a supermassive black hole and can fuel a "luminous accretion flare." With luminosities thousands of billions of times brighter than the Sun, accretion events enable astrophysicists to study supermassive black holes (SMBHs) at cosmological distances.

TDEs occur when a star is violently ripped apart by a black hole's immense gravitational field. As the star is shredded, its remnants are transformed into a stream of debris that rains back down onto the black hole to form a very hot, very bright disk of material swirling around the black hole, called an accretion disc. Scientists can study these to make direct observations of TDEs, and compare those to theoretical models to relate observations to physical properties of disrupted stars and their disrupting black holes.

A team of physicists from Syracuse University, MIT and the Space Telescope Science Institute used detailed modeling to predict the brightening and dimming of AT2018fyk, which is a repeating partial TDE, meaning the high-density core of the star survived the gravitational interaction with the SMBH, allowing it to orbit the black hole and be shredded more than once. The model predicted that AT2018fyk would "dim" in August 2023, a forecast which was confirmed when the source went dark last summer, providing evidence that their model delivers a new way to probe the physics of black holes. Their results were published in The Astrophysical Journal Letters. 

A High Energy Source

Thanks to incredibly detailed extragalactic surveys, scientists are monitoring more coming and going light sources than ever before. Surveys pan entire hemispheres in search of sudden brightening or dimming of sources, which tells researchers that something has changed. Unlike the telescope in your living room that can only focus visible light, telescopes such as Chandra can detect light sources in what's referred to as the X-ray spectrum emitted from material that is millions of degrees in temperature.

Visible light and X-rays are both forms of electromagnetic radiation, but X-rays have shorter wavelengths and more energy. Similar to the way in which your stove becomes "red hot" after you turn it on, the gas comprising a disc "glows" at different temperatures, with the hottest material closest to the black hole. However, instead of radiating its energy at optical wavelengths visible to the eye, the hottest gas in an accretion disc emits in the X-ray spectrum. These are the same X-rays used by doctors to image your bones and that can pass through soft tissue, and because of this relative transparency, the detectors used by NASA X-ray telescopes are specifically designed to detect this high-energy radiation.'




A Repeat Performance

In January 2023, a team of physicists, including Eric Coughlin, a professor at Syracuse University's Department of Physics, Dheeraj R. "DJ" Pasham, a research scientist at MIT, and Thomas Wevers, a Fellow at the Space Telescope Science Institute, published a paper in The Astrophysical Journal Letters that proposed a detailed model for a repeating partial TDE. Their results were the first to map a star's surprising return orbit about a supermassive black hole -- revealing new information about one of the cosmos' most extreme environments.

The team based their study on a TDE known as AT2018fyk (AT stands for "Astrophysical Transient"), where a star was proposed to be captured by a SMBH through an exchange process known as "Hills capture." Originally part of a binary system (two stars that orbit one another under their mutual gravitational attraction), one of the stars was hypothesized to have been captured by the gravitational field of the black hole and the other (non-captured) star was ejected from the center of the galaxy at speeds comparable to ~ 1000 km/s.

Once bound to the SMBH, the star powering the emission from AT2018fyk has been repeatedly stripped of its outer envelope each time it passes through its point of closest approach with the black hole. The stripped outer layers of the star form the bright accretion disk, which researchers can study using X-Ray and Ultraviolet /Optical telescopes that observe light from distant galaxies.

While TDEs are usually "once-and-done" because the extreme gravitational field of the SMBH destroys the star, meaning that the SMBH fades back into darkness following the accretion flare, AT2018fyk offered the unique opportunity to probe a repeating partial TDE.

The research team has used a trio of telescopes to make the initial and follow-up detections: Swift and Chandra, both operated by NASA, and XMM-Newton, which is a European mission. First observed in 2018, AT2018fyk is ~ 870 million light years away, meaning that because of the time it takes light to travel, it happened in "real time" ~ 870 million years ago.




The team used detailed modeling to forecast that the light source would abruptly disappear around August 2023 and brighten again when the freshly stripped material accretes onto the black hole in 2025.

Model Validation

Confirming the accuracy of their model, the team reported an X-ray drop in flux over a span of two months, starting on August 14, 2023. This sudden change can be interpreted as the second emission shutoff.

"The observed emission shutoff shows that our model and assumptions are viable, and suggests that we are really seeing a star being slowly devoured by a distant and very massive black hole," says Coughlin. "In our paper last year, we used constraints from the initial outburst, dimming and rebrightening to predict that AT2018fyk should display a sudden and rapid dimming in August of 2023, if the star survived the second encounter that fueled the second brightening."

The fact that the system displayed this predicted shutoff therefore implies several distinctions about the star and the black hole:
    	the star survived its second encounter with the black hole;
    	the rate of return of stripped debris to the black hole is tightly coupled to the brightness of AT2018fyk;
    	and the orbital period of the star about the black hole is ~ 1300 days, or about 3.5 years.

The second cutoff implies that another rebrightening should happen between May and August of 2025, and if the star survived the second encounter, a third shutoff is predicted to occur between January and July of 2027.

As for whether we can count on seeing a rebrightening in 2025, Coughlin says the detection of a second cutoff implies that the star has had more mass freshly stripped, which should return to the black hole to produce a third brightening.

"The only uncertainty is in the peak of the emission," he says. "The second re-brightened peak was considerably dimmer than the first, and it is, unfortunately, possible that the third outburst will be dimmer still. This is the only thing that would limit the detectability of this third outburst."

Coughlin notes that this model signifies an exciting new way to study the incredibly rare occurrences of repeating partial TDEs, which are believed to take place once every million years in a given galaxy. To date, he says scientists have encountered only four to five systems that display this behavior.

"With the advent of improved detection technology uncovering more repeating partial TDEs, we anticipate that this model will be an essential tool for scientists in identifying these discoveries," he says.
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It's a rave: Underground acoustics amplify soil health | ScienceDaily
Barely audible to human ears, healthy soils produce a cacophony of sounds in many forms -- a bit like an underground rave concert of bubble pops and clicks.


						
Special recordings made by Flinders University ecologists in Australia show this chaotic mixture of soundscapes can be a measure of the diversity of tiny living animals in the soil, which create sounds as they move and interact with their environment.

With 75% of the world's soils degraded, the future of the teeming community of living species that live underground face a dire future without restoration, says microbial ecologist Dr Jake Robinson, from the Frontiers of Restoration Ecology Lab in the College of Science and Engineering at Flinders University.

This new field of research aims to investigate the vast, teeming hidden ecosystems where almost 60% of the Earth's species live, he says.

"Restoring and monitoring soil biodiversity has never been more important.

"Although still in its early stages, 'eco-acoustics' is emerging as a promising tool to detect and monitor soil biodiversity and has now been used in Australian bushland and other ecosystems in the UK.

"The acoustic complexity and diversity are significantly higher in revegetated and remnant plots than in cleared plots, both in-situ and in sound attenuation chambers.




"The acoustic complexity and diversity are also significantly associated with soil invertebrate abundance and richness."

The latest study, including Flinders University expert Associate Professor Martin Breed and Professor Xin Sun from the Chinese Academy of Sciences, compared results from acoustic monitoring of remnant vegetation to degraded plots and land that was revegetated 15 years ago.

The passive acoustic monitoring used various tools and indices to measure soil biodiversity over five days in the Mount Bold region in the Adelaide Hills in South Australia. A below-ground sampling device and sound attenuation chamber were used to record soil invertebrate communities, which were also manually counted.

"It's clear acoustic complexity and diversity of our samples are associated with soil invertebrate abundance -- from earthworms, beetles to ants and spiders -- and it seems to be a clear reflection of soil health," says Dr Robinson.

"All living organisms produce sounds, and our preliminary results suggest different soil organisms make different sound profiles depending on their activity, shape, appendages and size.

"This technology holds promise in addressing the global need for more effective soil biodiversity monitoring methods to protect our planet's most diverse ecosystems."
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Rethinking the dodo | ScienceDaily
Researchers are setting out to challenge our misconceptions about the Dodo, one of the most well-known but poorly understood species of bird.


						
In a paper published today [16 August 2024] in the Zoological Journal of the Linnean Society researchers from the University of Southampton, Natural History Museum (NHM) and Oxford University Museum of Natural History have undertaken the most comprehensive review of the taxonomy of the Dodo and its closest relative, the Rodriguez Island Solitaire.

They've painstakingly gone through 400 years' worth of scientific literature and visited collections around the UK to ensure this iconic species, embodying humanity's destructive potential, is correctly classified.

"The Dodo was the first living thing that was recorded as being present and then disappeared," says Dr Neil Gostling from the University of Southampton, supervising author of the paper. "Before this, it hadn't been thought possible for human beings to influence God's creation in such a way.

"This was a time before the scientific principles and systems we rely on to label and classify a species were in place. Both the Dodo and the Solitaire were gone before we had a chance to understand what we were looking at."

Correcting the record

Much of what was written about the Dodo and the Solitaire was based on accounts from Dutch sailors, representations by artists, and incomplete remains.




The lack of a definitive reference point (type specimen) or convention to label species (zoological nomenclature) led to a series of misidentifications in the centuries following their extinction. New species such as the Nazarene Dodo, the White Dodo, and the White Solitaire were named, but the paper confirms that none of these creatures existed. Still, these erroneous 'pebbles' sent ripples through the waters of zoological literature.

"By the 18th and early 19th centuries, the Dodo and the Solitaire were considered to be mythological beasts," says Dr Mark Young, lead author of the paper from the University of Southampton. "It was the hard work of Victorian-era scientists who finally proved that the Dodo and the Solitaire were not mythological but were giant ground doves."

"Unfortunately, no one could agree how many species there had been," continues Dr Young. "Throughout most of the 19th and 20th centuries, researchers thought there were three different species, although some people thought there had been four or even five different species."

To unpick this confusion, researchers went through all the literature on the Dodo and Rodriguez Solitaire encompassing hundreds of accounts dating back to 1598 and visited specimens around the UK, including the world's only surviving soft tissue from the Dodo, in the Oxford Museum.

"More has been written about the Dodo than any other bird, yet virtually nothing is known about it in life," says Dr Julian Hume, an avian palaeontologist at the Natural History Museum and coauthor of the paper.

"Based on centuries of nomenclatural confusion, and some 400 years after its extinction, the Dodo and Solitaire, continue to prompt heated debate. We've gone from where the first statements were made, seen how these have developed, and identified various rabbit holes to correct the record, as best we can."

Through this work, researchers were able to confirm that both birds were members of the columbid (pigeon and dove) family.




"Understanding its wider relationships with other pigeons is of taxonomic importance, but from the perspective of conservation, the loss of the dodo and the solitaire a few decades later means a unique branch of the pigeon family tree was lost," says Dr Gostling. "There are no other birds alive today like these two species of giant ground dove."

Challenging our misconceptions

The researchers believe the popular idea of the Dodo as a fat, slow animal, predestined for extinction is flawed.

"Even four centuries later, we have so much to learn about these remarkable birds," says Dr Young. "Was the Dodo really the dumb, slow animal we've been brought up to believe it was? The few written accounts of live Dodos say it was a fast-moving animal that loved the forest."

Dr Gostling adds: "Evidence from bone specimens suggests that the Dodo's tendon which closed its toes was exceptionally powerful, analogous to climbing and running birds alive today. The dodo was almost certainly a very active, very fast animal.

"These creatures were perfectly adapted to their environment, but the islands they lived on lacked mammalian predators. So, when humans arrived, bringing rats, cats, and pigs, the Dodo and the Solitaire never stood a chance.

"Dodos held an integral place in their ecosystems. If we understand them, we might be able to support ecosystem recovery in Mauritius, perhaps starting to undo the damage that began with the arrival of humans nearly half a millennium ago."

Learning 'valuable lessons'

The study marks the beginning of a wider project to understand the biology of these iconic animals.

"The mystery of the Dodo bird is about to be cracked wide open," says Dr Markus Heller, Professor of Biomechanics at the University of Southampton, a coauthor on the paper.

"We have assembled a fantastic team of scientists to uncover the true nature of this famous extinct bird. But we are not just looking back in time -- our research could help save today's endangered birds too."

Dr Heller explains: "Using cutting-edge computer technology, we are piecing together how the Dodo lived and moved. This isn't just about satisfying our curiosity. By understanding how birds evolved in the past, we are learning valuable lessons that could help protect bird species today."

"It's like solving a 300-year-old puzzle, and the solution might just help us prevent more birds from going the way of the Dodo."

The project will include work with palaeoartist Karen Fawcett, who has created a detailed, life-size model of the Dodo to bring the words on the pages of books and journal articles to life. She says: "This work has been the merging of science and art to achieve accuracy and realism so that these creatures come back from the dead, real and tangible for people to touch and see."

The work is supported by the University of Southampton's Institute for Life Sciences. The Institute Director, Professor Max Crispin, says: "The Institute was delighted to support this exciting work which exemplifies Southampton's strength in interdisciplinary research and advanced scholarship."
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Same person, Different place: Twice the odds of a dementia diagnosis | ScienceDaily
With new medications on the market or in the works for Alzheimer's disease and other kinds of dementia, a new study suggests that getting the diagnosis needed to access these new treatments may depend on where you live.


						
The percentage of people who get a new dementia diagnosis each year varies a lot across regions of the U.S., the study finds.

And the differences between regions of the country are even larger for people on the young end of the dementia-risk age range, ages 66 to 74, and for those who are Black or Hispanic.

In fact, the same person would have as much as twice the chance of getting a dementia diagnosis in some areas of the U.S. as in others, the study shows. The findings suggest that the chance of being diagnosed may be more about the health system than about individual factors that affect dementia risk.

A formal diagnosis is required for access to advanced new tests and treatments for dementia. Many of them aim to slow down the progression of dementia in its earliest stages, called mild cognitive impairment or mild Alzheimer's disease.

The new study focuses on regional differences in "diagnostic intensity" of dementia -- the kind of difference that exists even after all kinds of dementia risk factors and regional differences in population and health care are taken into account.

Performed by a team based at the University of Michigan, it's published in Alzheimer's & Dementia: The Journal of the Alzheimer's Association.




"These findings go beyond demographic and population-level differences in risk, and indicate that there are health system-level differences that could be targeted and remediated," said Julie Bynum, M.D., M.P.H., the U-M Health geriatrician and health care researcher who led the study.

"The message is clear: from place to place the likelihood of getting your dementia diagnosed varies, and that may happen because of everything from practice norms for health care providers to individual patients' knowledge and care-seeking behavior," said Bynum, a professor of internal medicine at the U-M Medical School. "But the good news is, these are things we can act on once we know where to look."

Bynum and her colleagues at U-M and the Dartmouth College Geisel School of Medicine did the study using data from the records of 4.8 million people who were covered by traditional Medicare and over the age of 66 in 2019.

They note that while nearly 7 million Americans currently have a diagnosis of dementia, millions more likely have symptoms but no formal diagnosis.

Insurance coverage for new biomarker tests, brain imaging scans and dementia-slowing medications depends on diagnosis. But even for those who don't qualify for these, a confirmed diagnosis can be important for accessing specialized care and support for patients and their family members or friends who act as caregivers.

Going beyond risk factors: More about the study

Researchers have already found many factors that are linked to an individual's higher risk of developing Alzheimer's disease and other forms of dementia. These include years of high blood pressure, high cholesterol and tobacco or alcohol use, to lower levels of formal education, sleep and social interaction.




But the new study shows for the first time that the differences in diagnosis by region aren't explained by differences in the dementia risk level of different populations.

It looked at diagnoses within each of 306 hospital referral regions developed for the Dartmouth Atlas of Health Care and used in many studies. Each HRR includes at least one hospital capable of doing advanced heart surgery and brain surgery; the researchers chose to use these regions because dementia diagnosis and advanced treatment also requires specialized services.

In all, 143,029 of the people in the total population used in the study were newly diagnosed with Alzheimer's or another form of dementia in 2019. The rest of the 356,656 people who had that diagnosis in this population had been diagnosed before 2019.

That means that overall, about 7% of people covered by traditional Medicare have a dementia diagnosis at any given time, and 3% of this population is diagnosed each year, with an average age at diagnosis of about 83 years.

The researchers then calculated the regional rates of new diagnoses and total diagnosed individuals as of 2019 for each HRR. The prevalence of diagnosed dementia ranged from as low as 4% to as high as 14% depending on HRR, and the rate of new dementia diagnoses in 2019 ranged from 1.7% to 5.4%.

They then looked at rates for three age groups -- 66 to 74, 75 to 84 and 85 and over -- and for people identified as white, Black or Hispanic. They also included data about the percentage of the population in each HRR that had less than a high school education, that smoked, and that had obesity or diabetes -- all risk factors for dementia.

They also incorporated information about the general intensity of all kinds of chronic disease diagnosis in each HRR.

By taking all these factors into account, the researchers were able to calculate a predicted rate of diagnosis for new and total Alzheimer's and dementia cases for each HRR, and for individuals in each HRR. This is what they called diagnostic intensity.

Compared to the national average, people residing areas of the lowest-intensity are 28% less likely to be diagnosed, whereas those residing in areas of the highest-intensity are 36% more likely to be diagnosed.

The general concentration of diagnosed dementia cases was highest in the southern U.S., similar to the "stroke belt" of high risk for stroke and cardiovascular disease.

But the South was no longer a uniform hotbed of dementia diagnosis once the researchers adjusted for the other factors.

Implications for regional change

Bynum explains that the findings could reflect variations in clinical practices -- for example, how often people are screened by their primary care physicians for early signs of dementia, or the availability of specialists to make a confirmed diagnosis.

Variation could also stem from cultural or personal differences in how likely a person is to seek care of any kind, to schedule an appointment specifically because of memory concerns, or to mention problems with memory or thinking proactively to a health care provider without being prompted during an existing appointment.

While the researchers can't say for certain if the variation reflects underdiagnosis or overdiagnosis, they do say that the areas with lower-than-expected diagnosis rates for dementia could use the new findings to look at what barriers might stand in the way of someone getting diagnosed.

"The goal these days should be to identify people with cognitive issues earlier, yet our data show the younger age group of Medicare participants is the one with the most variation," Bynum said. "For communities and health systems, this should be a call to action for spreading knowledge and increasing efforts to make services available to people. And for individuals, the message is that you may need to advocate for yourself to get what you need, including cognitive checks."

She adds that Medicare covers a cognitive screening during each enrollee's annual wellness visit.

She also notes that the recent launch of Medicare's GUIDE model for dementia care may offer a path to improving care. The model incentivizes clinical practices to coordinate dementia care better and offer around-the-clock access to a trained provider.

In addition to Bynum, the study's authors are Slim Benloucif and Jonathan Martindale of the U-M Department of Internal Medicine, A. James O'Malley of Dartmouth College and Matthew A. Davis, Ph.D., of the U-M School of Nursing and the U-M Medical School's Department of Learning Health Sciences.

Bynum and Davis are members of the U-M Institute for Healthcare Policy and Innovation, and leaders of the Center to Accelerate Population Research in Alzheimer's or CAPRA.

The study was funded by the National Institute on Aging of the National Institutes of Health (P01AG019783).

Full details about the diagnostic intensity rate and other data for each HRR will be available on the CAPRA website and at https://michmed.org/38XeZ .
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New research shows unprecedented atmospheric changes during May's geomagnetic superstorm | ScienceDaily
On May 11, a gorgeous aurora surprised stargazers across the southern United States. That same weekend, a tractor guided by GPS missed its mark.


						
What do the visibility of the northern lights have in common with compromised farming equipment in the Midwest?

A uniquely powerful geomagnetic storm, according to two newly published papers co-authored by Virginia Tech's Scott England.

"The northern lights are caused by energetic, charged particles hitting our upper atmosphere, which are impacted by numerous factors in space, including the sun," said England, associate professor in the Kevin T. Crofton Department of Aerospace and Ocean Engineering. "During solar geomagnetic storms, there's a lot more of these energetic charged particles in the space around Earth, so we see a brightening of the northern lights and the region over which you can see them spreads out to include places like the lower 48 states that usually don't see this display."

England and a team of university and industry collaborators tracked the upper atmospheric event on May 11 using NASA's GOLD instrument. It turned out to be the strongest geomagnetic storm captured in the last 20 years. Their findings were recently published in Geophysical Research Letters in two studies, both co-authored by England. The first study, by first author Deepak Karan, from the University of Colorado, Boulder, showed unprecedented changes in location and spread of particles in the upper atmosphere. The second study, by first author and Virginia Tech alumnus J. Scott Evans '88, documented composition and temperature changes.

Among the collected data, England noted witnessing some "delightful swirly patterns" for the first time, and a dramatic motion of the air away from the aurora causing the formation of enormous vortices that moved air in a spiral larger than a hurricane. Specific observations included:
    	Unpredictable movement of low energy charged particles from around the equator toward the aurora
    	Charged particles that can be divided into two buckets: low energy and high energy, the latter of which can hurt humans working in space and damage electronics
    	Changes in temperature and pressure that likely lead to the swirls and vortices seen
    	Changes in locations and spread of low energy particles, which can negatively impact GPS, satellites, and even the electrical grid

"As the aurora intensifies, you see more lights, but along with that, there's more energy entering the atmosphere, so it makes the atmosphere near the poles very hot, which starts to push air away from the poles and towards the equator," England said. "This data poses a lot of questions like, did something really different happen during this geomagnetic storm than has happened previously, or do we just have better instruments to measure the changes?"

Furthermore, what could those changes mean for the human-made technology that orbits that region of the atmosphere?




More than a northern lights show

Earth's upper atmosphere, spanning from about 60 to 400 miles above us, borders space and is the hang-out zone for satellites and the International Space Station. The upper atmosphere is made up of some of the same particles as the lower atmosphere, where we live and breathe. But it also has another side, the ionosphere that can be thought of almost like an electric blanket -- highly charged and constantly fluctuating. These charged particles in the ionosphere are one thing that makes this region of space so dynamic. It's common for the temperature and composition of the upper atmosphere and ionosphere to change. In fact, it does so predictably during the day and night and even changes overtime with seasons.

England said the particles in earth's atmosphere are impacted by numerous factors in space, including the sun's activity. During a solar geomagnetic storm flare, an intense burst of radiation from the sun changes the composition and speed of the particles within the earth's atmosphere. So why in recent months all over the globe the northern lights have been visible in places where they've not been seen before now?

"The number of sunspots, flares, and storms changes with an 11-year cycle that we call the solar cycle," England said. "The number of flares we are seeing has been increasing gradually for the last couple of years as we move toward the peak of the solar cycle."

In addition to the visibility of the northern lights, geomagnetic storms have a range of impacts on our technology. Because radio and GPS signals travel through this constantly fluctuating "electric blanket," changes in this layer of the atmosphere can disrupt signals and impede navigation and communication systems such as GPS. Various factors from both earth's weather and space weather can impact this crucial layer, but there's much to be learned about why changes in the upper and lower atmosphere occur and how they might impact life as we know it.

"These storms can also increase electrical currents that flow around the Earth, which can impact technological devices that use very long wires. In recent years, there have been impacts to the power grid when too much current was flowing through the wires. During the largest geomagnetic storm ever recorded, the Carrington Event in 1859, these caused telegraph systems -- peak technology at that time -- to catch on fire," England said.

Scientists suspect that a storm similar to the 1859 Carrington Event, if it happened today, could cause an internet apocalypse, sending large numbers of people and businesses offline. While the May 11 storm did not cause drastic disruptions, with the peak of the solar cycle expected to reach in July 2025, we are still about a year away from knowing those potential effects.

"One reason we study geomagnetic storms is to try and build models to predict their impacts," England said. "Based on the solar cycle, we'd expect the conditions we're seeing this year to be around for about the next two years."
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Engineers design tiny batteries for powering cell-sized robots | ScienceDaily
A tiny battery designed by MIT engineers could enable the deployment of cell-sized, autonomous robots for drug delivery within in the human body, as well as other applications such as locating leaks in gas pipelines.


						
The new battery, which is 0.1 millimeters long and 0.002 millimeters thick -- roughly the thickness of a human hair -- can capture oxygen from air and use it to oxidize zinc, creating a current with a potential of up to 1 volt. That is enough to power a small circuit, sensor, or actuator, the researchers showed.

"We think this is going to be very enabling for robotics," says Michael Strano, the Carbon P. Dubbs Professor of Chemical Engineering at MIT and the senior author of the study. "We're building robotic functions onto the battery and starting to put these components together into devices."

Ge Zhang PhD '22 and Sungyun Yang, an MIT graduate student, are the lead author of the paper, which appears in Science Robotics.

Powered by batteries

For several years, Strano's lab has been working on tiny robots that can sense and respond to stimuli in their environment. One of the major challenges in developing such tiny robots is making sure that they have enough power.

Other researchers have shown that they can power microscale devices using solar power, but the limitation to that approach is that the robots must have a laser or another light source pointed at them at all times. Such devices are known as "marionettes" because they are controlled by an external power source. Putting a power source such as a battery inside these tiny devices could free them to roam much farther.




"The marionette systems don't really need a battery because they're getting all the energy they need from outside," Strano says. "But if you want a small robot to be able to get into spaces that you couldn't access otherwise, it needs to have a greater level of autonomy. A battery is essential for something that's not going to be tethered to the outside world."

To create robots that could become more autonomous, Strano's lab decided to use a type of battery known as a zinc-air battery. These batteries, which have a longer lifespan than many other types of batteries due to their high energy density, are often used in hearing aids.

The battery that they designed consists of a zinc electrode connected to a platinum electrode, embedded into a strip of a polymer called SU-8, which is commonly used for microelectronics. When these electrodes interact with oxygen molecules from the air, the zinc becomes oxidized and releases electrons that flow to the platinum electrode, creating a current.

In this study, the researchers showed that this battery could provide enough energy to power an actuator -- in this case, a robotic arm that can be raised and lowered. The battery could also power a memristor, an electrical component that can store memories of events by changing its electrical resistance, and a clock circuit, which allows robotic devices to keep track of time.

The battery also provides enough power to run two different types of sensors that change their electrical resistance when they encounter chemicals in the environment. One of the sensors is made from atomically thin molybdenum disulfide and the other from carbon nanotubes.

"We're making the basic building blocks in order to build up functions at the cellular level," Strano says.




Robotic swarms

In this study, the researchers used a wire to connect their battery to an external device, but in future work they plan to build robots in which the battery is incorporated into a device.

"This is going to form the core of a lot of our robotic efforts," Strano says. "You can build a robot around an energy source, sort of like you can build an electric car around the battery."

One of those efforts revolves around designing tiny robots that could be injected into the human body, where they could seek out a target site and then release a drug such as insulin. For use in the human body, the researchers envision that the devices would be made of biocompatible materials that would break apart once they were no longer needed.

The researchers are also working on increasing the voltage of the battery, which may enable additional applications.

The research was funded by the U.S. Army Research Office, the U.S. Department of Energy, the National Science Foundation, and a MathWorks Engineering Fellowship.
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Brain wiring is guided by activity even in very early development | ScienceDaily
In humans, the process of learning is driven by different groups of cells in the brain firing together. For instance, when the neurons associated with the process of recognizing a dog begin to fire in a coordinated manner in response to the cells that encode the features of a dog -- four legs, fur, a tail, etc. -- a young child will eventually be able to identify dogs going forward. But brain wiring begins before humans are born, before they have experiences or senses like sight to guide this cellular circuitry. How does that happen?


						
In a new study published Aug. 15 in Science, Yale researchers identified how brain cells begin to coalesce into this wired network in early development before experience has a chance to shape the brain. It turns out that very early development follows the same rules as later development -- cells that fire together wire together. But rather than experience being the driving force, it's spontaneous cellular activity.

"One of the fundamental questions we are pursuing is how the brain gets wired during development," said Michael Crair, co-senior author of the study and the William Ziegler III Professor of Neuroscience at Yale School of Medicine. "What are the rules and mechanisms that govern brain wiring? These findings help answer that question."

For the study, researchers focused on mouse retinal ganglion cells, which project from the retina to a region of the brain called the superior colliculus where they connect to downstream target neurons. The researchers simultaneously measured the activity of a single retinal ganglion cell, the anatomical changes that occurred in that cell during development, and the activity of surrounding cells in awake neonatal mice whose eyes had not yet opened. This technically complex experiment was made possible by advanced microscopy techniques and fluorescent proteins that indicate cell activity and anatomical changes.

Previous research has shown that before sensory experience can take place -- for instance, when humans are in the womb or, in the days before young mice open their eyes -- spontaneously generated neuronal activity correlates and forms waves. In the new study, researchers found that when the activity of a single retinal ganglion cell was highly synchronized with waves of spontaneous activity in surrounding cells, the single cell's axon -- the part of the cell that connects to other cells -- grew new branches. When the activity was poorly synchronized, axon branches were instead eliminated.

"That tells us that when these cells fire together, associations are strengthened," said Liang Liang, co-senior author of the study and an assistant professor of neuroscience at Yale School of Medicine. "The branching of axons allows more connections to be made between the retinal ganglion cell and the neurons sharing the synchronized activity in the superior colliculus circuit."

This finding follows what's known as "Hebb's rule," an idea put forward by psychologist Donald Hebb in 1949; at that time Hebb proposed that when one cell repeatedly causes another cell to fire, the connections between the two are strengthened.




"Hebb's rule is applied quite a lot in psychology to explain the brain basis of learning," said Crair, who is also the vice provost for research and a professor of ophthalmology and visual science. "Here we show that it also applies during early brain development with subcellular precision."

In the new study, the researchers were also able to determine where on the cell branch formation was most likely to occur, a pattern that was disrupted when the researchers disturbed synchronization between the cell and the spontaneous waves.

Spontaneous activity occurs during development in several other neural circuits, including in the spinal cord, hippocampus, and cochlea. While the specific pattern of cellular activity would be different in each of those areas, similar rules may govern how cellular wiring takes place in those circuits, said Crair.

Going forward, the researchers will explore whether these patterns of axon branching persist after a mouse's eyes open and what happens to the downstream connected neuron when a new axon branch forms.

"The Crair and Liang labs will continue to combine our expertise in brain development and single-cell imaging to examine how the assembly and refinement of brain circuits is guided by precise patterns of neural activity at different developmental stages," said Liang.

The research was supported in part by the Kavli Institute of Neuroscience at Yale School of Medicine.
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        The changes to cell DNA that could revolutionize disease prevention
        Researchers have discovered a mechanism in DNA that regulates how disease-causing mutations are inherited. The team identified two enzymes that regulate a chemical modification, 6mA, in mitochondrial DNA. Without the modification, DNA mutations accumulate. These mutations contribute to diseases like dementia, cancer, and diabetes. The study shows that the 6mA modification controls these mutations, suggesting that enhancing its levels could slow disease progression.

      

      
        Gut molecule slows fat burning during fasting
        In a struggle that probably sounds familiar to dieters everywhere, the less a Caenorhabditis elegans (C. elegans) worm eats, the more slowly it loses fat. Now, scientists have discovered why: a small molecule produced by the worms' intestines during fasting travels to the brain to block a fat-burning signal during this time.

      

      
        Next time you beat a virus, thank your microbial ancestors
        When you get infected with a virus, some of the first weapons your body deploys to fight it were passed down to us from our microbial ancestors billions of years ago. According to new research, two key elements of our innate immune system came from a group of microbes called Asgard archaea.

      

      
        Study of pythons could lead to new therapies for heart disease, other illnesses
        In the first 24 hours after a python devours its massive prey, its heart grows bigger, softer and stronger and its metabolism speeds up forty-fold. The extraordinary process could inspire novel treatments for heart disease and metabolic disorders.

      

      
        Study finds no link between migraine and Parkinson's disease
        Contrary to previous research, a new study of female participants finds no link between migraine and the risk of developing Parkinson's disease.

      

      
        The role of an energy-producing enzyme in treating Parkinson's disease
        An enzyme called PGK1 has an unexpectedly critical role in the production of chemical energy in brain cells, according to a preclinical study. The investigators found that boosting its activity may help the brain resist the energy deficits that can lead to Parkinson's disease.

      

      
        Early interventions may improve long-term academic achievement in young childhood brain tumor survivors
        Scientists have found infants and young children treated for brain tumors fell behind early in academic readiness, which predicted falling behind in later school years.

      

      
        COPD and BPD: Inhalation of live Lactobacilli lessens lung inflammation and improves lung function
        In preclinical models, the inhalation of a mixture of living Lactobacilli bacteria attenuated pulmonary inflammation and improved lung function and structure for the chronic lung diseases bronchopulmonary dysplasia and chronic obstructive pulmonary disease. This study determined the mechanism of this live biotherapeutic product -- a powder mixture of living Lactobacilli bacteria -- to reduce neutrophilic inflammation and reduce a broad swath of inflammatory markers in BPD and COPD.

      

      
        How personality traits might interact to affect self-control
        Neuroticism may moderate the relationship between certain personality traits and self-control, and the interaction effects appear to differ by the type of self-control, according to a new study.

      

      
        Homicide rates are a major factor in the gap between Black and White life expectancy
        Homicide is a major reason behind lower and more variable reduction in life expectancy for Black rather than White men in recent years, according to a new study.

      

      
        New insights and potential treatments for pulmonary hypertension
        A new study has found that asporin, a protein encoded by the ASPN gene, plays a protective role in pulmonary arterial hypertension (PAH).

      

      
        Obese children are more likely to develop skin conditions related to the immune system
        Childhood obesity can contribute to the development of common immune-mediated skin diseases (IMSDs), such as alopecia areata, atopic dermatitis, and psoriasis, new research finds. Maintaining a healthy weight could potentially help lower the chances of developing these skin conditions. A novel study details the findings of an analysis of 2,161,900 Korean children from 2009 to 2020 to investigate the relationship between obesity or dynamic changes in body weight and the development of IMSDs.

      

      
        Separating the physical and psychosocial causes of pain
        Not all pain is the same. Depending on the cause, it requires different therapies. A team has now developed a method that enables physicians to better distinguish between physical and psychosocial pain.

      

      
        Positive effects of rhythm and music in brain disorder
        Music-based movement therapy, known as the Ronnie Gardiner Method, has the potential to contribute to rehabilitation after a stroke and in other brain disorders.

      

      
        P-bodies sustain acute myeloid leukemia
        An international team of scientists has uncovered a mechanism by which acute myeloid leukemia (AML) cells sustain their growth. AML cells prevent the synthesis of proteins that suppress their growth by forcibly isolating the mRNAs that encode such proteins within structures known as P-bodies. These findings offer a novel perspective into the survival mechanisms of AML and possibilities for new anti-cancer therapies.

      

      
        A new pandemic could ride in on animals we eat, researchers warn
        Researchers warn the animals we eat could be the gateway for a pandemic in the form of antimicrobial resistance, unleashing a wave of deadly superbugs. The World Health Organization estimates that drug-resistant diseases could cause up to 10 million deaths each year by 2050.

      

      
        More academic freedom leads to more innovation
        The innovative strength of a society depends on the level of academic freedom. An international team has now demonstrated this relationship. The researchers analyzed patent applications and patent citations in a sample from around 160 countries over the 1900--2015 period in relation to indicators used in the Academic Freedom Index. In view of the global decline in academic freedom over the past 10 years, the researchers predict a loss in innovative output.

      

      
        Study reveals best exercise for type-1 diabetes patients
        A new study has revealed the best types of exercise for patients with type-1 diabetes.

      

      
        Study assesses seizure risk from stimulating thalamus
        In awake mice, researchers found that even low deep brain stimulation currents in the central thalamus could sometimes still cause electrographic seizures.

      

      
        Hepatic disease: A camu-camu fruit extract to reduce liver fat
        A research team has shown the benefits of camu-camu on non-alcoholic fatty liver disease. This exotic fruit reduces liver fat levels.

      

      
        Study reveals doubled risk of preterm birth for IVF pregnancies complicated by placental abruption
        Known risks from assisted reproductive technology and early placenta separation combine for a larger overall preterm delivery risk.

      

      
        Occupational exposure to particles may increase the risk of chronic kidney disease
        Exposure to dust and particles at work may increase the risk of chronic kidney disease, a new study shows. Among Swedish construction workers, followed since the 1970s, the risk was 15% higher among exposed.

      

      
        Targeted cancer cell therapy may slow endometrial cancer
        There may be a way to slow the growth of endometrial cancer using targeted cancer cell therapy to silence the ERBB2 gene expression.

      

      
        Benefits and downside of fasting
        Researchers identified a signaling pathway in mice that boosts intestinal stem cells' regeneration abilities after fasting. When cancerous mutations occurred during this regenerative period, mice were more likely to develop early-stage intestinal tumors.

      

      
        Inflammation during childhood linked to onset of mental health issues in early adulthood
        Children who have persistently raised inflammation are at a higher risk of experiencing serious mental health disorders including psychosis and depression in early adulthood.

      

      
        Study of 18 million people finds increased mental illnesses incidence following severe COVID-19, especially in unvaccinated people
        A new study that examined health data on 18 million people reveals higher incidence of mental illnesses for up to a year following severe COVID-19 in unvaccinated people.

      

      
        Self-repairing mitochondria use novel recycling system
        A newly identified identified cellular mechanism allows mitochondria to recycle localized damage and maintain healthy function.

      

      
        High or low oxygen levels are safe during heart surgery, study finds
        A recent study explored one possible cause -- hyperoxia or high concentrations of oxygen given to such patients during surgery -- as opposed to doses more similar to air. The study concluded that hyperoxia increased oxidative stress during surgery, but this effect did not persist after surgery and did not lead to more acute kidney injury.

      

      
        Surprising mechanism for removing dead cells identified
        A tandem signaling process turns ordinary cells into an efficient cleanup crew.

      

      
        Discovery of 'item memory' brain cells offers new Alzheimer's treatment target
        Researchers have discovered the neurons responsible for 'item memory,' deepening our understanding of how the brain stores and retrieves the details of 'what' happened and offering a new target for treating Alzheimer's disease.

      

      
        Study finds long COVID affects adolescents differently than younger children
        Scientists investigating long COVID in youth found similar but distinguishable patterns between school-age children (ages 6-11 years) and adolescents (ages 12-17 years) and identified their most common symptoms.

      

      
        Compound in rosemary extract can reduce cocaine sensitivity
        A team of researchers has discovered that an antioxidant found in rosemary extract can reduce volitional intakes of cocaine by moderating the brain's reward response, offering a new therapeutic target for treating addiction.

      

      
        Organized youth sports are increasingly for the privileged
        A sweeping study of U.S. youth sports participation over the past 60 years found that there has been a significant increase over time in kids playing organized sports -- but particularly among more privileged, educated families.

      

      
        Researchers use AI tools to uncover connections between radiotherapy for lung cancer and heart complications
        Researchers have used artificial intelligence tools to accelerate the understanding of the risk of specific cardiac arrhythmias when various parts of the heart are exposed to different thresholds of radiation as part of a treatment plan for lung cancer.

      

      
        Novel molecular imaging tool objectively measures and diagnoses smell disorders
        A new fluorescent imaging probe can for the first time objectively and non-invasively measure loss of smell, clinically known as anosmia. Targeting the olfactory nerve, the new tool has potential to eliminate biopsies used to diagnose certain anosmia conditions and to aid in the development of therapeutic interventions.

      

      
        It only takes 15 minutes to change your health
        Corporate Cup, lunchtime yoga, or even 'walk and talks', organizations come up with all sorts of wellness initiatives to encourage people to be more active in the workplace. But before you duck and hide, new research shows that all it takes is 15 minutes and a touch of gamification to put you on the path to success.

      

      
        Gut bioelectricity provides a path for 'bad' bacteria to cause diseases
        Researchers have discovered a novel bioelectrical mechanism that pathogens like Salmonella use to find entry points in the gut lining that would allow pathogens to pass and cause infection.

      

      
        Hospital bacteria tracked better than ever before with new technique
        New method provides high-resolution surveillance data about multiple common antibiotic-resistant bacteria at once and could help prevent the spread of infections.

      

      
        Red and processed meat consumption associated with higher type 2 diabetes risk, study of two million people finds
        Meat consumption, particularly consumption of processed meat and unprocessed red meat, is associated with a higher type 2 diabetes risk, an analysis of data from 1.97 million participants.

      

      
        Mother's gut microbiome during pregnancy shapes baby's brain development
        A study in mice has found that the bacteria Bifidobacterium breve in the mother's gut during pregnancy supports healthy brain development in the fetus.

      

      
        Incorporating humidity improves estimations of climate impacts on health
        Governments, medical institutions and other bodies require accurate models on health-related matters in order to better organize their activities. Climate change has measurable impacts on society, including on human mortality. However, current models to assess the health impacts of climate change do not account for every environmental parameter, especially humidity, which could influence heat stress perceived by the human body, leaving room for improvement. Researchers have now incorporated humid...

      

      
        How early-life antibiotics turn immunity into allergy
        Researchers have shown how and why the depletion of microbes in a newborn's gut by antibiotics can lead to lifelong respiratory allergies. The research team identified a specific cascade of events that lead to allergies and asthma, opening many new avenues for exploring potential preventions and treatments.

      

      
        Aceneuramic acid is the first approved drug for GNE myopathy treatment
        A clinical trial has led to the approval of a treatment for patients with a rare, muscle-weakening disease called GNE myopathy.

      

      
        New worm study paves way for better RNA-based drugs to treat human disease
        Researchers have discovered RNA mechanisms that may lead to more effective, durable and targeted treatments for conditions like high cholesterol, liver diseases and cancers.

      

      
        Deadly sea snail toxin could be key to making better medicines
        Scientists are finding clues for how to treat diabetes and hormone disorders in an unexpected place: a toxin from one of the most venomous animals on the planet.

      

      
        'Molecular compass' points way to reduction of animal testing
        Machine learning models have become increasingly popular for risk assessment of chemical compounds. However, they are often considered 'black boxes' due to their lack of transparency. To increase confidence in these models, researchers proposed carefully identifying the areas of chemical space where these models are weak. They developed an innovative software tool for this purpose, and the results of this research approach have just been published.

      

      
        Precision therapy for metastatic prostate cancer improves survival
        Men with metastatic castration-resistant prostate cancer should be treated primarily with second-generation hormone drugs, which offer better treatment response and longer life expectancy than chemotherapy. However, the effect depends on which mutations the patient's tumor carries, according to a new study.

      

      
        Scientists discover new code governing gene activity
        A newly discovered code within DNA -- coined 'spatial grammar' -- holds a key to understanding how gene activity is encoded in the human genome. This breakthrough finding revealed a long-postulated hidden spatial grammar embedded in DNA. The research could reshape scientists' understanding of gene regulation and how genetic variations may influence gene expression in development or disease.

      

      
        Type 2 diabetes increased by almost 20% over a decade in U.S., study finds
        Type 2 diabetes increased by almost 20% between 2012 and 2022 in the United States, according to a new study. The researchers found an increase in diabetes among all sociodemographic groups. But non-Hispanic Black people were particularly hard hit by the disease, with just under 16% of Black study participants reporting being diagnosed with Type 2 diabetes.

      

      
        Growth from adversity: How older adults bounced back from the COVID-19 pandemic
        The study highlights the remarkable resilience of older adults (median age 86) during the COVID-19 pandemic. Disruptions to their routines led many to discover new hobbies like gardening and painting and explore virtual activities such as online yoga. While 51% experienced psychosocial issues such as anxiety and depression, 86% did not see worsening of their medical conditions and supported pandemic precautions. Despite the hardships, including the loss of residents and increased use of antidepre...
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The changes to cell DNA that could revolutionize disease prevention | ScienceDaily
University of Queensland researchers have discovered a mechanism in DNA that regulates how disease-causing mutations are inherited.


						
Dr Anne Hahn and Associate Professor Steven Zuryn from UQ's Queensland Brain Institute said the findings could provide a promising therapeutic avenue to stop the onset of heritable and age-related diseases.

"Mitochondrial DNA is essential for cell function," Dr Hahn said.

"But as we age it mutates, contributing to diseases like dementia, cancer and diabetes.

"Our team identified 2 enzymes that regulate a chemical modification -- adenine methylation or 6mA -- in mitochondrial DNA across various species, including humans."

"Removing this modification leads to uncontrolled accumulation and inheritance of mutations in the DNA," Dr Hahn said.

"Our study shows the 6mA modification controls these mutations, suggesting that enhancing levels of 6mA could slow disease progression."

The concept of epigenetics is an evolving field of research that reveals how environmental factors such as childhood experiences, can influence gene expression.




This challenges the old belief that DNA mutations inevitably lead to disease.

Dr Hahn said the study bridges the gap between genetics and epigenetics.

"It shows how this epigenetic mark guards against disease-causing mutations and ensures the continuity of healthy cells," she said.

Dr Zuryn said epigenetic modification was not only essential for individual health but also for safeguarding the genetic integrity of future generations.

"Our discovery was largely performed in the model organism C. elegans, and cells grown in a laboratory," he said.

"The team is now exploring whether similar mechanisms exist in humans and how they might influence disease outcomes.

"This research has vast implications and offers a novel perspective on genetic and epigenetic factors in health and disease."
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Gut molecule slows fat burning during fasting | ScienceDaily

Although the exact molecule they identified in the worms has not yet been studied in humans, the new work helps scientists better understand the complex crosstalk between the gut and the brain. It also may shed light on why fasting -- not eating for set periods of time -- has benefits that are independent from the number of calories a person eats. The new study was published in Nature Communicationson August 11, 2024.

"We've found for the first time that fasting is conveying information to the brain beyond just caloric withdrawal," says Scripps Research Professor of Neuroscience Supriya Srinivasan, PhD, the senior author of the new study. "These findings make me wonder whether there are molecules made in the guts of other animals, including mammals, that explain some of the health outcomes associated with fasting."

Researchers have long known that the brain controls the production and breakdown of fats in humans, other mammals and model organisms such as C. elegans. In 2017, Srinivasan's group identified FLP-7, a brain hormone that triggers fat burning in the roundworm's gut. However, C. elegans do not have sensory nerves in their intestines, so scientists have struggled to pin down the reverse communication pathway: How does the gut signal the brain?

"We knew that altering the metabolic state of the gut could change the properties of neurons in the brain, but it was very mysterious how this actually happened," says Srinivasan.

In the new work, Srinivasan and her colleagues removed more than 100 signaling molecules from C. elegans intestines, one at a time, and measured their impact on the brain's production of FLP-7. They found one molecule that had a large effect on FLP-7: a form of insulin known as INS-7. In humans, insulin is most known as the hormone produced by the pancreas that control blood sugar levels. But this insulin molecule was instead being made by gut cells and also impacting fat metabolism via the brain.

"When we first found that this was an insulin, we thought it was paradoxical," recalls Srinivasan. "Insulin is so well studied in mammals, and there was no precedent for an insulin molecule having this role."

However, when the group probed how INS-7 was impacting FLP-7-producing brain cells, they found that it was not activating insulin receptors -- as all previously discovered insulin molecules do -- but by blocking the insulin receptor. In turn, this blockade set off a cascade of other molecular events that eventually made the brain cells stop producing FLP-7.




"INS-7 is basically a signal coming from the intestines that tells the brain not to burn any more fat stores right now because there's no food coming in," explains Srinivasan.

Studies have previously shown that periods of fasting can influence the body in a variety of ways, but the mechanisms of those changes have been unclear. The new study points toward one way that an empty gut can signal the brain, which could potentially lead to a variety of health impacts beyond fat.

The new results, Srinivasan says, help explain how the brain and digestive system communicate in both directions to control metabolism based on the availability of food. More research is needed to uncover which specific pathways are involved in new gut-to-brain signals in mammals. Compounds that mimic gut hormones -- such as semaglutide, commonly known under brand names such as Ozempic, Wegovy and Rybelus -- have recently emerged as popular ways to control obesity and diabetes, so new gut peptides could add to this drug class. Srinivasan is also planning experiments to probe how C. elegans gut cells are triggered to produce INS-7 during fasting and which types of brain cells are affected by the molecule.

This work was supported by funding from the National Institutes of Health (R01 DK124706 and R01 AG056648). 
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Next time you beat a virus, thank your microbial ancestors | ScienceDaily
When you get infected with a virus, some of the first weapons your body deploys to fight it were passed down to us from our microbial ancestors billions of years ago. According to new research from The University of Texas at Austin, two key elements of our innate immune system came from a group of microbes called Asgard archaea.


						
Specifically, viperins and argonautes, two proteins that are known to play important roles in the immune systems of all complex life -- from insects to plants to humans -- came from the Asgard archaea. Versions of these defense proteins are also present in bacteria, but the versions in complex life forms are most closely related to those in Asgard archaea, according to the new scientific study published in the journal Nature Communications.

This research bolsters the idea that all complex life, called eukaryotes, arose from a symbiotic relationship between bacteria and Asgard archaea.

"It adds more support to the fact that the Asgards are our microbial ancestors," said Brett Baker, associate professor of integrative biology and marine science and senior author. "It says that not only did eukaryotes get all these rich structural proteins that we've seen before in Asgards, now it's saying that even some of the defense systems in eukaryotes came from Asgards."

The researchers identified for the first time a large arsenal of defense systems in archaea that were previously known only in bacteria.

When viperins detect foreign DNA, which might indicate a dangerous virus, they edit the DNA so that the cell can no longer make copies of the DNA, which stops the virus from spreading. When argonautes detect foreign DNA, they chop it up, also halting the virus. Additionally, in more complex organisms, argonautes can block the virus from making proteins in a process called RNA silencing.

"Viral infections are one of the evolutionary pressures that we have had since life began, and it is critical to always have some sort of defense," said Pedro Leao, now an assistant professor at Radboud University in the Netherlands and a recent postdoctoral researcher in Baker's lab. "When bacteria and archaea discovered tools that worked, they were passed down and are still part of our first line of defense."

The researchers compared proteins involved in immunity across the tree of life and found many closely related ones. Then they used an AI tool called ColabFold to predict whether ones that had similar amino acid sequences also had similar three-dimensional shapes (aka structures). (It's the shape of a protein that determines how it functions.) This showed that variations of the viperin protein probably maintained the same structure and function across the tree of life. They then created a kind of family tree, or phylogeny, of these sister amino acid sequences and structures that showed evolutionary relationships.




Finally, the researchers took viperins from Asgard archaea genomes, cloned them into bacteria (so the bacteria would express the proteins), challenged the bacteria with viruses, and showed that Asgard viperins do in fact provide some protection to the modified bacteria. They survived better than bacteria without the immune proteins.

"This research highlights the integral role cellular defenses must have played from the beginning of both prokaryotic and eukaryotic life," said Emily Aguilar-Pine, a former undergraduate researcher who contributed to the project. "It also inspires questions about how our modern understanding of eukaryotic immunity can benefit from unraveling some of its most ancient origins."

"It's undeniable at this point that Asgard archaea contributed a lot to the complexity that we see in eukaryotes today," Leao said. "So why wouldn't they also be involved in the origin of the immune system? We have strong evidence now that this is true."

Other authors, all from UT, are Mary Little, Kathryn Appler, Daphne Sahaya, Kathryn Currie, Ilya Finkelstein and Valerie De Anda.

This work was supported by the Simons and Moore foundations (via the Moore-Simons Project on the Origin of the Eukaryotic Cell) and The Welch Foundation.
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Study of pythons could lead to new therapies for heart disease, other illnesses | ScienceDaily
In the first 24 hours after a python devours its massive prey, its heart grows 25%, its cardiac tissue softens dramatically, and the organ squeezes harder and harder to more than double its pulse. Meanwhile, a vast collection of specialized genes kicks into action to help boost the snake's metabolism fortyfold. Two weeks later, after its feast has been digested, all systems return to normal -- its heart remaining just slightly larger, and even stronger, than before.


						
This extraordinary process, described by CU Boulder researchers this week in the journal PNAS, could ultimately inspire novel treatments for a common human heart condition called cardiac fibrosis, in which heart tissue stiffens, as well as a host of other modern-day ailments that the monstrous snakes seem to miraculously resist.

"Pythons can go months or even a year in the wild without eating and then consume something greater than their own body mass, yet nothing bad happens to them," said senior author Leslie Leinwand, professor of molecular, cellular and developmental biology at CU Boulder and chief scientific officer of the BioFrontiers Institute. "We believe they possess mechanisms that protect their hearts from things that would be harmful to humans. This study goes a long way toward mapping out what those are."

Leinwand first started studying pythons nearly two decades ago, and her lab remains one of the few in the world looking to the constricting, non-venomous reptiles for clues to improve human health.

As much as 20 feet long, depending on the species, pythons are typically found in resource-scarce regions of Africa, South Asia and Australia. They fast for extended periods but when they do have the opportunity to eat, they can swallow a deer whole.

"Most people who use animal models to study disease and health typically focus on rats and mice, but there is a lot to learn from animals like pythons that have evolved ways to survive in extreme environments," said Leinwand.

There are two kinds of heart growth in humans, explains Leinwand: Healthy, like the kind that comes with chronic endurance exercise, and unhealthy, like the kind that comes with disease.




Pythons, much like elite athletes, excel at healthy heart growth.

Her previous work has shown that over the course of about a week to 10 days after a meal, python hearts get much bigger, their heart rate doubles, and their bloodstream turns milky white with circulating fats which, surprisingly, nourish rather than harm their heart tissue.

The new study set out to explore how this all happens.

Researchers fed pythons who had fasted for 28 days a meal of 25% of their body weight and compared them to snakes who had not been fed.

They discovered that as the well-fed snakes' hearts grew, specialized bundles of cardiac muscle called myofibrils -- that help the heart expand and contract -- radically softened, and contracted with roughly 50% greater force. Meanwhile, those same snakes had "profound epigenetic differences," differences in which genes were turned on or off, than the fasting snakes

More research is necessary to identify precisely which genes and metabolites are at play and what they do, but the study suggests that some may nudge the python heart to burn fat instead of sugar for fuel. Notably, diseased hearts struggle to do this.

Stiff or fibrotic tissue drives disease in other organs beside the heart, including lungs and livers, so there could be applications there, too.

"We found that the python heart is basically able to radically remodel itself, becoming much less stiff and much more energy efficient, in just 24 hours," said Leinwand. "If we can map out how the python does this and harness it to use therapeutically in people it would be extraordinary."
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Study finds no link between migraine and Parkinson's disease | ScienceDaily
Contrary to previous research, a new study of female participants finds no link between migraine and the risk of developing Parkinson's disease. The study is published in the August 21, 2024, online issue of Neurology(r), the medical journal of the American Academy of Neurology.


						
"These results are reassuring for women who have migraine, which itself causes many burdens, that they don't have to worry about an increased risk of Parkinson's disease in the future," said study author Tobias Kurth, MD, ScD, from the Institute of Public Health at Charite -- Universitatsmedizin Berlin in Germany.

The study involved 39,312 female participants with an average age of 55 at the start of the study. A total of 7,321 of the participants reported current or past migraine at the start of the study. The participants were then followed for an average of 22 years. During that time, 685 people reported physician-diagnosed Parkinson's disease. Of those, 128 were people who reported a history of migraine or active migraine, and 557 were people with no migraine.

After adjusting for other factors that could affect risk of developing Parkinson's disease as well as migraine, such as age, physical activity, alcohol use and smoking status, researchers found that people with migraine were no more likely to develop Parkinson's disease than those who did not have migraine.

This result did not change based on how frequently people had a migraine or whether they experienced an aura before the migraine. An aura is a visual or other sensory disturbance that occurs before the migraine starts, such as seeing bright lights.

"Since this study involved only female health professionals who were primarily white people, more research is needed to determine whether the results will apply to other groups, including men, women and other races, ethnicities and gender identities," Kurth said.

Another limitation of the study is that participants self-reported information on migraine and Parkinson's disease, so it is possible that some information was not accurate. In addition, since Parkinson's disease is often not diagnosed until symptoms are advanced, it's possible that some participants may have developed Parkinson's disease after the end of the study.
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The role of an energy-producing enzyme in treating Parkinson's disease | ScienceDaily
An enzyme called PGK1 has an unexpectedly critical role in the production of chemical energy in brain cells, according to a preclinical study led by researchers at Weill Cornell Medicine. The investigators found that boosting its activity may help the brain resist the energy deficits that can lead to Parkinson's disease.


						
The study, published Aug. 21 in Science Advances, presented evidence that PGK1 is a "rate-limiting" enzyme in energy production in the output-signaling branches, or axons, of the dopamine neurons that are affected in Parkinson's disease. This means that even a modest boost to PGK1 activity can have an outsized effect at restoring the neuronal energy supply in low-fuel conditions -- and the researchers showed that this could prevent the axon dysfunction and degeneration normally seen in an animal model of Parkinson's disease.

"Our findings show that PGK1 can really make a big difference in Parkinson's disease, in ways we didn't anticipate," said study senior author Dr. Timothy Ryan, the Tri-Institutional Professor of Biochemistry at Weill Cornell Medicine. "I'm very optimistic that this line of research has the potential to generate new Parkinson's treatments."

The study's first author was Dr. Alexandros Kokotos, a postdoctoral researcher in the Ryan Laboratory.

Parkinson's afflicts about one million Americans and is the second most common neurodegenerative disorder after Alzheimer's. The disease hits key populations of dopamine-producing neurons, initially weakening their synapses, or connection points to other neurons, and ultimately killing them. The resulting signs and symptoms of the disease include movement impairments, sleep problems and eventually dementia. Current treatments address symptoms but do not stop the disease course.

For decades, studies of various kinds have pointed to a failure of neuronal energy supply as a factor in Parkinson's -- a disease that affects neurons with very high energy requirements. Even so, researchers have lacked a good energy-related target for disease treatments.

The new focus on PGK1 originated from recent studies showing that the Food and Drug Administration-approved drug terazosin, which is used to treat prostate enlargement, also happens to enhance PGK1's energy-production activity and has beneficial effects in multiple animal models of Parkinson's. In these studies, however, terazosin's ability to boost PGK1 activity was quite weak, leaving uncertainty over its mechanism of action. Further evidence of the drug's proposed role in boosting neural protection came from a retrospective study in humans showing that terazosin significantly reduced the risk of developing Parkinson's.




"Pharma companies have been skeptical that this weak enhancement of PGK1 can explain these benefits in Parkinson's models," said Dr. Ryan, who is also a professor of biochemistry in anesthesiology at Weill Cornell Medicine.

In the new study, Dr. Ryan's team helped resolve this issue with sensitive assays that elucidated PGK1's role as an energy producer in neurons. This role, the researchers showed, is so important that even a small boost to PGK1 activity, such as terazosin provides, is enough to keep axons functioning when levels of glucose, which PGK1 helps convert to basic units of chemical energy, are low. The experiments included low-glucose situations caused by known Parkinson's-linked gene mutations.

The team also made a surprising discovery concerning a protein called DJ-1, whose impairment through mutation is another known genetic cause of Parkinson's. DJ-1 is a "chaperone" that is thought to protect neurons by preventing harmful protein aggregation. However, the team found that DJ-1 works in an unexpected energy-supplying role as a close partner of PGK1 -- and indeed is necessary for the benefits of PGK1 enhancement.

To Dr. Ryan, the results add weight to the theory that an energy supply deficit in the most vulnerable dopamine neurons -- due to aging, genetic and environmental factors -- is a general early driver of Parkinson's, and that moderately enhancing the activity of just one enzyme, PGK1, may be enough to reverse this deficit and block the disease process.

"Now I can say I'm confident that this enzyme is what should be targeted," Dr. Ryan said. "Given the positive impact of terazosin in protecting against Parkinson's in humans, and the fact that this drug was never optimized for PGK1 enhancement, it is exciting to consider the possible clinical impact of new drugs that, compared with terazosin, can enhance PGK1 activity more potently and selectively."

The research described in this story was supported in part by the National Institute of Neurological Disorders and Stroke and the National Institute of General Medical Sciences, both part of the National Institutes of Health, through grant numbers NS036942, NS11739, R35GM136686, and in part by Aligning Science Across Parkinson's ASAP-000580 and ASAP-020608 through the Michael J. Fox Foundation for Parkinson's Research.
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Early interventions may improve long-term academic achievement in young childhood brain tumor survivors | ScienceDaily
Children who survive a brain tumor often experience effects from both the cancer and its treatment long after therapy concludes. Scientists at St. Jude Children's Research Hospital found very young children treated for brain tumors were less prepared for school (represented by lower academic readiness scores) compared to their peers. This gap persisted once survivors entered formal schooling. Children from families of higher socioeconomic status were partially protected from the effect, suggesting that providing early developmental resources may proactively help reduce the academic achievement gap. The findings were published today in the Journal of the National Cancer Institute.


						
"Even in very young children, we found academic readiness was starting to lag behind healthy children their age," said corresponding author Heather Conklin, PhD, St. Jude Department of Psychology and Biobehavioral Sciences member and Section of Neuropsychology chief. "They were gradually falling behind their same-age peers in academic fundamentals, such as learning their letters, numbers and colors."

Previous research has focused on school-aged children, but this is one of the first studies to examine academic readiness after brain tumor treatment in infants and young children (less than 3 years old). The scientists uncovered the gap in readiness skills by following a group of 70 patients who had been treated for brain tumors over time. Six months after diagnosis and annually for five years, "we found an increasing gap between these young patients treated for brain tumors and their typically developing peers because their academic readiness skills were not developing as fast," Conklin said.

Even though the scientists observed gaps between the children's abilities as they aged, it was present early and had predictive power. "Early academic readiness was predictive of long-term reading and math outcomes," Conklin said. "The effect isn't temporary. These children don't just catch up naturally."

Intervening early may protect academic readiness and achievement

While presenting a challenge, the findings also offer a strategy to address this problem: early intervention. Since the difference in academic readiness arises early after treatment, intervening then, as opposed to in elementary school (when most conventional interventions begin), may improve outcomes.

"We now know that we don't need to wait until patients are struggling with math and reading; we can intervene earlier," Conklin said. "We showed that the variability we're seeing early on predicts longer-term academic skills, which highly suggests earlier interventions will be beneficial and make a real difference."

Early interventions need to be informed by what increases vulnerability to or protects against the academic readiness gap to succeed. The researchers looked at the factors involved, such as treatment type and demographics, and found only one characteristic mattered.




Socioeconomic status protects and suggests early interventions may work

"The only clinical or demographic factor we found that predicted academic readiness was socioeconomic status," Conklin said. "Being from a family of higher socioeconomic status had a protective effect on children's academic readiness."

The finding that higher socioeconomic status is partially protective suggests that investing in resources to replace lost early enrichment experiences can mitigate the readiness gap. By increasing access to those replacement opportunities, more children could be protected.

"We know that being away from their home environment, caregivers, daycare, play dates, parks and early intervention services during these critical developmental years is probably having a negative impact on very young patients," Conklin said. "Our results suggest that families can make play meaningful, and by making little changes in how they interact with their child, with the support of their medical team and receiving appropriate resources, they may be able to make a difference in their child's cognitive and academic outcomes."

Authors and funding

The study's first author is Melanie Somekh, formerly of St. Jude. The study's other authors are Michelle Swain, Queensland Children's Hospital; Lana Harder, Children's Medical Center Dallas; Bonnie Carlson-Green, Children's Minnesota; Joanna Wallace, Lucile Packard Children's Hospital Stanford; Ryan Kaner, Rady Children's Hospital San Diego; Jeanelle S Ali, The Children's Hospital of Eastern Ontario and Jason Ashford, Jennifer Harman, Catherine Billups, Arzu Onar-Thomas, Thomas Merchant and Amar Gajjar, all of St. Jude.

The study was supported by grants from the National Cancer Institute (St. Jude Cancer Center Support [CORE] Grant (P30 CA21765)) and ALSAC, the fundraising and awareness organization of St. Jude.
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COPD and BPD: Inhalation of live Lactobacilli lessens lung inflammation and improves lung function | ScienceDaily
In preclinical models, the inhalation of a mixture of living Lactobacilli bacteria attenuated pulmonary inflammation and improved lung function and structure for the chronic lung diseases bronchopulmonary dysplasia and chronic obstructive pulmonary disease.


						
This study, published in the journal Nature Communications, determined the mechanism of this live biotherapeutic product -- a powder mixture of living Lactobacilli bacteria -- to reduce neutrophilic inflammation and reduce a broad swath of inflammatory markers in BPD and COPD, says Charitharth Vivek Lal, M.D., a University of Alabama at Birmingham neonatologist who co-led the research with Amit Gaggar, M.D., Ph.D., a UAB pulmonologist.

Their findings "provide a paradigm for the progression of structural lung disease," Lal said, because it identifies the Lactobacilli as critical to regulating lung protease activity that is linked to the destruction caused by matrikine generation, extracellular matrix turnover and chronic neutrophilic inflammation that damages air sacs in the lungs.

A possible protective role for Lactobacilli in the lung and the possible use of Lactobacilli to treat chronic lung disease had its foundation in 2016 when Lal and UAB colleagues discovered that the airways of infants with severe bronchopulmonary dysplasia had decreased numbers of Lactobacilli, increased numbers of proteobacteria and increased concentrations of proteobacterial endotoxin. In this latest study, the UAB researchers provide a mechanism of action for the Lactobacilli treatment to decrease downstream disease development and showed safety and effectiveness of the live biotherapeutic treatment in a mouse pup model for BPD and three mouse models of COPD.

Bronchopulmonary dysplasia develops in some extremely premature infants after damage induced by high oxygen tension or mechanical ventilation needed to keep them alive. COPD occurs in older people, especially smokers, and kills about 130,000 Americans a year and about 3 million more worldwide.

"Inhaled live biotherapeutic products show promise in addressing common pathways of disease progression that in the future can be targeted at a variety of lung diseases," Lal said. "Preclinical animal data is suggestive, and safety of the potential drug in humans will be tested in a forthcoming clinical trial. Human adult safety data in COPD will help de-risk the pathway to approval for use of the drug in bronchopulmonary disease infants."

The UAB researchers hypothesized that mouse models of BPD would show heightened levels of acetylated proline-glycine-proline, or Ac-PGP, an extracellular matrix-derived peptide, as had been seen in premature infants with BPD.




This was demonstrated in BPD mouse models, and gain- or loss-of-function studies showed the impact of Ac-PGP. Intranasal instillation of Ac-PGP increased neutrophilic inflammation and lung degradation. When an inhibitor of Ac-PGP was given with the Ac-PGP, markers of neutrophilic inflammation decreased and lung structure improved.

Researchers then showed that a proprietary Lactobacilli blend of L. planatarum, L. acidophilus and L. rhamnosus performed best in synergy to reduce the inflammatory proteinase MMP-9, which helps release the Ac-PGP from extracellular matrix. Furthermore, supernatant from Lactobacilli growth medium also reduced MMP-9 at a similar magnitude as live Lactobacilli bacteria.

A key finding was that L(+) lactic acid, which is produced in Lactobacilli growth medium supernatant, reduced MMP-9 in vitro, showing an important role for this lactic acid as an anti-inflammatory molecule. Researchers found that live Lactobacilli in the lungs provided an ongoing, sustained release of L(+) lactic acid in a controlled and well-tolerated manner.

A major technological advance reported in the study was creating the inhaled Lactobacilli powder through particle engineering -- particles small enough to reach deep into the lungs while preserving viable bacteria. This live biotherapeutic product was then tested in the BPD and COPD models. In the COPD mouse models, the blend successfully reduced inflammation in the lung microenvironment whether treated concurrently or post-injury, showing anti-inflammatory effects, decrease of several pro-inflammatory markers and elevation of the anti-inflammatory marker IgA.

An interesting finding was the favorable performance of the live biotherapeutic product. It reduced MMP-9 and other pro-inflammatory cytokines as well as, or in some cases better than, fluticasone furoate, a United States Food and Drug Administration-approved inhaled corticosteroid found in COPD combination therapies.

Safety and biodistribution studies in one of the COPD mouse models showed that inhalation of the bacterial powder did not initiate adverse reactions or disease, and the Lactobacilli did not translocate to distal tissues or accumulate in the lungs.




Co-first authors of the study, "A Lactobacilli-based inhaled live biotherapeutic product attenuates pulmonary neutrophilic inflammation," are Teodora Nicola and Nancy Wenger, UAB Department of Pediatrics, Division of Neonatology.

Other authors, along with Lal, Gaggar, Nicola and Wenger, are Xin Xu, Camilla Margaroli, Kristopher Genschmer, J. Edwin Blalock, UAB Department of Medicine, Division of Pulmonary, Allergy and Critical Care Medicine; and Michael Evans, Luhua Qiao, Gabriel Rezonzew, Youfeng Yang, Tamas Jilling, Kent Willis and Namasivayam Ambalavanan, UAB Department of Pediatrics, Division of Neonatology.

Support came from National Heart, Lung and Blood Institute of the National Institutes of Health grants HL141652, HL135710, HL166433, HL156275 and HL164156.

Part of this research is patented under "Inhaled respiratory probiotics for lung diseases of infancy, childhood and adulthood," U.S. 11,141,443 B2, held under the University of Alabama at Birmingham Research Foundation, which is part of the Bill L. Harbert Institute for Innovation and Entrepreneurship, with Lal, Gaggar and Ambalavanan as inventors. This proprietary product has been commercialized through UAB startup Alveolus Bio, Inc., based in Birmingham, Alabama, and Boston, Massachusetts.

At UAB, Pediatrics and Medicine are departments in the Marnix E. Heersink School of Medicine, and Lal is the director of Clinical Innovation at the Marnix E. Heersink Institute for Biomedical Innovation. Lal is an associate professor in the Division of Neonatology, and Gaggar is professor in the Division of Pulmonary, Allergy and Critical Care Medicine. Lal is also the founder of UAB startups Alveolus Bio, Inc., and Resbiotic Nutrition, Inc.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/08/240821150004.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



How personality traits might interact to affect self-control | ScienceDaily
Neuroticism may moderate the relationship between certain personality traits and self-control, and the interaction effects appear to differ by the type of self-control, according to a study published August 21, 2024 in the open-access journal PLOS ONE by Fredrik Nilsen from the University of Oslo and the Norwegian Defence University, Norway, and colleagues.


						
Self-control is important for mental and physical health, and certain personality traits are linked to the trait. Previous studies suggest that conscientiousness and extraversion enhance self-control, whereas neuroticism hampers it. However, the link between personality and self-control has mostly been studied using a narrow conceptualization of self-control, and no previous studies examined whether and how personality traits interact with one another to increase, or reduce, self-control.

To fill this knowledge gap, Nilsen and colleagues collected data from 480 military cadets to examine the relationship between the Big Five personality traits (openness to experience, conscientiousness, extraversion, agreeableness, and neuroticism) and self-control dimensions (general, inhibitory, and initiatory self-control). Inhibitory self-control reflects the ability to resist temptation, whereas initiatory self-control is the ability to initiate proactive actions to achieve long-term goals. The authors also investigated how neuroticism might moderate the relationship between other personality traits and self-control.

Participants scoring highly for neuroticism tended to score lower for general and inhibitory self-control, after controlling for the effect of other variables -- a negative correlation. A positive correlation was seen for extraversion and conscientiousness, with participants scoring highly on these traits being more likely to also score highly on self-control dimensions. Openness and agreeableness traits did not consistently link with self-control after controlling for other variables.

The researchers found that neuroticism negatively moderated the relationship between extraversion and both general and inhibitory self-control, and the relationship between conscientiousness and both general and initiatory self-control, such that extroverted or conscientious participants scored less highly than otherwise expected for these types of self-control if they were also highly neurotic.

According to the authors, one take-home message from the study is that it is important to differentiate between the types of self-control when studying their relationship with personality traits -- in particular, we should distinguish between inhibitory self-control and initiatory self-control.

The study may have practical implications, since self-control can be a valuable resource for good health, success, and proper conduct. For example, knowledge about strengths and weaknesses of personality profiles and their accompanying self-control qualities might help select individuals for professions that require high self-control. In clinical and personal growth settings, the development and training of self-control may benefit from an increased understanding of the relationship between personality profiles and self-control patterns.

The authors add: "Our research reveals a more complicated relationship between personality traits and self-control than is previously found. First, there are two different types of self-control -- the ability to inhibit impulses, and the ability to initiate proactive actions -- and personality traits are differently related to these two ways of exhibiting self-control. Second, the level of neuroticism can significantly alter the relationship between personality traits like conscientiousness and extraversion, and self-control. Understanding the nuanced interplay between personality and self-control can help to find more effective ways to select individuals for roles that demand high levels of self-control, and to design interventions for developing self-control."
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Homicide rates are a major factor in the gap between Black and White life expectancy | ScienceDaily
Homicide is a major reason behind lower and more variable reduction in life expectancy for Black rather than White men in recent years, according to a new study published August 21, 2024 in the open-access journal PLOS ONE by Michael Light and Karl Vachuska of the University of Wisconsin-Madison, USA.


						
The COVID-19 pandemic precipitated a staggering drop in U.S. life expectancy and substantially widened Black-White disparities in lifespan. It also coincided with the largest one-year increase in the U.S. homicide rate in more than a century, with Black men bearing the brunt of these. Despite these trends, there has been limited research on the contribution of homicide to Black-White disparities in life expectancy during the pandemic.

In the new study, researchers used mortality data and multiple cause of death data files from the National Vital Statistics System division of the National Center for Health Statistics. The data spanned 2019 to 2021, and causes of death were organized into 20 main groupings.

Whereas Black men were expected to live on average 71.4 years in 2019, this dropped to 67.7 years in 2020. For White men, the corresponding decline was only from 76.4 years to 74.9 years. As a result, the life expectancy racial gap jumped from 5.0 to 7.2 fewer years for Black relative to White men.

The researchers found that in 2020 and 2021, homicide was the leading contributor to inequality both in life expectancy and in lifespan variability between Black and White men. Homicide accounted for far more of the racial gap in longevity and lifespan variability than deaths due to COVID-19. In 2021, for instance, the impact of homicide on the racial gap in lifespan variability was nine times greater than deaths from COVID-19.

The authors conclude that addressing homicides should be at the forefront of any public health discussion aimed at promoting racial health equity.

The authors add: "Increased homicide is one of the principal reasons why lifespans have become shorter for Black men than White men in recent years. In 2020 and 2021, homicide was the leading contributor to inequality in both life expectancy and lifespan variability between Black and White men, accounting for far more of the racial gap in longevity and variability than deaths from COVID-19."
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New insights and potential treatments for pulmonary hypertension | ScienceDaily
A new study from researchers with UCLA Health and collaborating organizations has found that asporin, a protein encoded by the ASPN gene, plays a protective role in pulmonary arterial hypertension (PAH).


						
Their findings, published on August 21 in the peer-reviewed journal Circulation, offer new insights into this incurable, often-fatal disease and suggest potential new ways to treat it.

"We were surprised to find that asporin, which previously had not been linked to PAH, gets upregulated to increased levels as a response to counteract this disease process," said Dr. Jason Hong, a pulmonary and critical care physician at UCLA Health and the study's corresponding author. "This novel finding opens up new avenues for understanding PAH pathobiology and developing potential therapies."

Pulmonary hypertension is a serious medical condition characterized by high blood pressure in the arteries that supply the lungs. It causes these arteries to narrow or become blocked, which, in turn, slows blood flow to the heart, requiring it to work harder to pump blood through the lungs. Eventually, the heart muscle becomes weak and begins to fail.

Need for New Therapies

According to recent estimates, PAH affects about 1% of the global population, but that number climbs to 10% in people who are 65 or older.

There's no cure for the disease, but medications and lifestyle changes can help slow progression, manage symptoms and prolong life.




The urgent need for new therapies, combined with the potential of multiomics -- an integrated approach to drive discovery across multiple levels of biology -- inspired Hong and research colleagues, including co-first author Lejla Medzikovic and senior author Mansoureh Eghbali to take a deep dive into the disease. Both work at UCLA's Eghbali Laboratory.

Methodology

For the study, the researchers applied novel computational methods, including transcriptomic profiling and deep phenotyping, to lung samples of 96 PAH patients and 52 control subjects without the condition from the largest multicenter PAH lung biobank available to-date. They integrated this data with clinical information, genome-wide association studies, graphic models of probabilities and multiomics analysis.

"Our detailed analysis found higher levels of asporin in the lungs and plasma of PAH patients, which were linked to less severe disease," Hong said.

Additionally, Medzikovic noted that their cell and living-organism experiments found that asporin inhibited pulmonary artery smooth muscle cell proliferation and a key signaling pathway that occurs with PAH.

"We also demonstrated that recombinant asporin treatment reduced PAH severity in preclinical models," said Medzikovic.




Next Steps

Hong and colleagues plan to further investigate the mechanisms by which asporin exerts its protective effects in PAH and explore potential therapeutic applications, focusing on how to translate their findings into clinical trials.

"Asporin represents a promising new target for therapeutic intervention in pulmonary arterial hypertension," he explained. "Enhancing asporin levels in PAH patients could potentially lead to improved clinical outcomes and reduced disease progression."

Authors: Jason Hong, MD, PhD,* Lejla Medzikovic, PhD*, Wasila Sun, BS++, Brenda Wong, BA++, Gregoire Ruffenach, PhD, Christopher J. Rhodes, PhD, Adam Brownstein, MD, Lloyd L. Liang, MS, Laila Aryan, PhD, Min Li, PhD, Arjun Vadgama, Zeyneb Kurt, PhD, Tae-Hwi Schwantes- An, PhD, Elizabeth A. Mickler, MS, Stefan Graf, PhD, Melanie Eyries, PhD, Katie A. Lutz, BS, Michael W. Pauciulo, MBA, Richard C. Trembath, MD, Frederic Perros, PhD, David Montani, MD, PhD, Nicholas W. Morrell, MD, Florent Soubrier, MD, PhD, Martin R. Wilkins, MD, William C. Nichols, PhD, Micheala A. Aldred, PhD, Ankit A. Desai, MD, David-Alexandre Tregouet, PhD, Soban Umar, MD, PhD, Rajan Saggar, MD, Richard Channick, MD, Rubin M. Tuder, MD, Mark W. Geraci, MD, Robert S. Stearman, PhD+, Xia Yang, PhD+, and senior author, Mansoureh Eghbali, PhD+. Legend: *Joint first authors; ++ Joint second authors; +Joint last authors

Funding: This work was supported by American Heart Association grant 23POST1022457 (L.M.), American Thoracic Society Early Career Investigator Award in Pulmonary Vascular Disease (J.H.), and U.S. NIH grants K08HL169982 (J.H.), R01HL147586 (M.E.), R01HL162124 (M.E.), R01HL159865 (M.E.), R01HL147883 (X.Y.), R24HL105333 (W.N. and M.P.), R01HL160941 (W.N., A.D., and M.P.), British Heart Foundation Senior Basic Science Fellowship FS/SBSRF/21/31025 (C.R.), and funding for the PHBI is provided by NHLBI R24HL123767 and by the Cardiovascular Medical Research and Education Fund (MAA).
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Obese children are more likely to develop skin conditions related to the immune system | ScienceDaily
Childhood obesity can contribute to the development of common immune-mediated skin diseases (IMSDs), such as alopecia areata, atopic dermatitis, and psoriasis, new research finds. Maintaining a healthy weight could potentially help lower the chances of developing these skin conditions. A novel study in the Journal of Investigative Dermatology, published by Elsevier, details the findings of an analysis of 2,161,900 Korean children from 2009 to 2020 to investigate the relationship between obesity or dynamic changes in body weight and the development of IMSDs.


						
IMSDs have detrimental effects on quality of life, including emotional, physical, social, and functional wellbeing, in children and their families. Although several biologics have proven effective for treating children with atopic dermatitis or psoriasis, limited treatment options and a lack of clinical trials for systemic therapy still present considerable challenges in treating children with IMSDs. Childhood obesity rates have surged over the past years, transforming it into an undeniable public health crisis, which was compounded by the effects of the pandemic and national lockdowns. The precise mechanisms responsible for the involvement of obesity in the development of chronic inflammatory skin diseases, including psoriasis, atopic dermatitis, and skin malignancies, remains uncertain.

Co-lead investigator of the study, Seong Rae Kim, MD, Department of Dermatology, Seoul National University College of Medicine, Seoul, Republic of Korea, explains, "Previously, many studies have looked at the link between childhood obesity and IMSDs. However, most of these studies only looked at data from one point in time or compared groups with and without the condition (i.e., obesity or overweight), and they had small sample sizes. Very few studies have followed children over a long period to see how their body weight affects the development of these skin conditions. This means we still don't know for sure whether being obese or overweight causes atopic dermatitis and psoriasis or if the opposite is true. Also, no studies have yet looked at the effect of body weight on alopecia areata or how dynamic changes in a child's weight affect development of common IMSDs."

Co-lead investigator Hyunsun Park, MD, PhD, Department of Dermatology, Seoul National University College of Medicine; Laboratory of Intestinal Mucosa and Skin Immunology; and Department of Dermatology, Seoul Metropolitan Government-Seoul National University Boramae Medical Center, Seoul, Republic of Korea, adds, "Our research team is very interested in the skin-gut access. We think that various factors, including diet, obesity, or other lifestyles can affect gut environment and contribute to the development of IMSDs. We are trying to find the puzzle pieces to demonstrate how they are connected, and our current research is a step towards that understanding. We conducted a large study using data from a national database in Korea, which includes information on almost all infants and children across the country. Our goal was to see how a child's weight and changes in their weight are related to the development of alopecia areata, atopic dermatitis, and psoriasis."

The study revealed that children who were obese were more likely to develop common IMSDs compared to children with a normal weight. Among the three most common IMSDs, atopic dermatitis demonstrated the most obvious trend; children who gained weight (normal to overweight) had a higher risk of developing atopic dermatitis than children who maintained their normal weight, and children who lost weight (overweight to normal) had a lower risk of developing atopic dermatitis than children who maintained their overweight.

Co-lead investigator Seong-Joon Koh, MD, PhD, Department of Internal Medicine and Liver Research Institute, Seoul National University College of Medicine; and Laboratory of Intestinal Mucosa and Skin Immunology, Seoul, Republic of Korea, concludes, "Our findings support the importance of promoting weight maintenance among children who are already within the normal weight range because it may help reduce the risk of developing atopic dermatitis. In addition, prevention of excessive weight gain and purposeful weight loss, including adopting healthy diet strategies in children with obesity to prevent atopic dermatitis, particularly before school age, should be promoted. Implementing purposeful interventions, including nutritional strategies, to decrease body weight may aid in reducing the risk of developing IMSDs in children."
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Separating the physical and psychosocial causes of pain | ScienceDaily
Severe pain often has physical causes. But emotional, psychological and social factors can influence how we perceive and react to pain. "Pain is usually made up of a physical and a psychosocial component," explains Noemi Gozzi, a doctoral student at ETH Zurich.


						
Physicians do their best to take this into account in their treatment recommendations. So far, however, it's been difficult to clearly separate one component from the other. Physicians commonly rely on relatively simple approaches to determine pain and its intensity, based on the patient's subjective descriptions. This often leads to nonspecific therapies. Opioid painkillers are still frequently used despite all their disadvantages: the undesirable side effects, diminishing effectiveness over time and the risk of becoming addicted to the medication -- or even dying from an overdose.

Making treatment more individual

In recent years, Stanisa Raspopovic's group at ETH Zurich, of which Gozzi is a member, has worked with researchers at Balgrist University Hospital in Zurich to develop an approach that can clearly distinguish and quantify the physical and psychosocial components of pain. They have published their new method in the current issue of the journal Med. Raspopovic was Professor of Neuroengineering at ETH Zurich until recently.

"Our new approach should help physicians to assess patients' pain more individually and thus offer them more tailored personalized treatment in future," Raspopovic says. If the pain is primarily physical, doctors are likely to focus their treatment on the physical level, including the use of medications or physiotherapy. If, on the other hand, psychosocial factors play a major role in the patient's experience of pain, it may be indicated to positively change the perception of pain with psychological or psychotherapeutic support.

Large dataset

To develop the new method, the researchers analysed data from 118 volunteers -- including people with chronic pain as well as healthy controls. The researchers asked the study participants in detail about their perception of pain and any psychosocial characteristic such as depression, anxiety and fatigue and how often they were in so much pain that they were unable to go to work. In addition, the researchers recorded how well the participants are able to distract themselves from pain, and the extent to which pain gets them brooding or makes them helpless and causes them to overestimate the pain.




The researchers used standardised measurements of sensations of spontaneous pain in order to compare the subjects' perception of pain. Participants were administered small, non-dangerous but painful pulses of heat on their skin. To record the physical reaction of the pain, the researchers measured the study participants' brain activity using an electroencephalogram (EEG) and the electrical conductivity of the skin. The latter changes depending on how much someone is sweating and it is used to measure stress, pain and emotional arousals. Finally, the extensive dataset included the diagnoses of the study participants, which were made by the researchers at Balgrist University Hospital.

Machine learning delivers precision medicine

Machine learning helped the researchers to analyse the large amount of data, clearly distinguish between the two pain components and develop a new index for each. The index for the physical component of pain indicates the extent to which the pain is caused by physical processes. The index for the psychosocial component indicates how strongly emotional and psychological factors intensify the pain. Finally, the scientists validated these two factors using the participants' comprehensive measurement data.

The new method, with its combination of measuring body signals, self-disclosure, computerised evaluation and the resulting two indices, is intended to help physicians treat pain. "Our method enables physicians to precisely characterise the pain a particular person is suffering so they can better decide what kind of targeted treatment is needed," Gozzi says.

The researchers at ETH Zurich and Balgrist University Hospital are continuing this project; together with the Clinique romande de readaptation in Sion and the spinal cord injury department of a hospital in Pietra Ligure, Italy: they're investigating the clinical relevance of the new method in a long-term study.
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Positive effects of rhythm and music in brain disorder | ScienceDaily
Music-based movement therapy, known as the Ronnie Gardiner Method, has the potential to contribute to rehabilitation after a stroke and in other brain disorders. These are the results of a scoping review from the University of Gothenburg.


						
The Ronnie Gardiner Method was developed by and named after the popular Swedish-American jazz drummer Ronald "Ronnie" Gardiner, born in 1932. The method is used in rehabilitation in Sweden and internationally, but there has been a lack of a comprehensive scientific overview of any functional improvements when the method is applied, and how instructors and participants perceive it.

The current study, published in the journal Disability and Rehabilitation, compiles the purposes for which the Ronnie Gardiner Method is used within healthcare. The study also explores the potential benefits of the method.

"There is no doubt that in practice the method brings joy to participants in an often challenging life situation with long-term rehabilitation needs," says Petra Pohl, physiotherapist and assistant professor at Sahlgrenska Academy at the University of Gothenburg, and responsible for the study.

Complement to regular rehab

She has been studying the method for over 15 years and has previously evaluated it for people with Parkinson's disease and stroke. The previous studies showed that the method is appreciated exactly for its playfulness and pleasant setting with uplifting music, and a social context in a group.

"This is a fun and engaging approach, and something out of the ordinary. It challenges both cognition and motor skills at the same time," says Petra Pohl.




The method is based on rhythm and movements, such as hand clapping and foot stomping, based on a two-color note system where the left half of the body follows red notes and the right half blue notes while the mouth is forming rhythmic sounds. Many things are put to the test at the same time: motor skills, sense of rhythm, dual-task, coordination, memory, endurance and more.

What emerges from the current review study, which aims to provide an overview of the results of previous publications within the field, both quantitative and qualitative studies, is that the Ronnie Gardiner Method could serve as a valuable addition to traditional neurological rehabilitation.

Method on the rise

The potential benefits of stroke rehabilitation are the best documented, while the results from other conditions are more inconclusive. Of the 23 studies included in the review, the majority were not peer-reviewed, and are therefore not given the same weight.

From the qualitative studies included, it appears that the Ronnie Gardiner Method is perceived as challenging, motivating and enjoyable by participants, and many experienced improved recovery and quality of life.

"The method has reached an international arena, and many things suggest that it will be used more in rehabilitation contexts in the future. It is therefore important that it is studied, especially in controlled trials, for better validation," says Petra Pohl.
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P-bodies sustain acute myeloid leukemia | ScienceDaily
An international team of scientists has uncovered a mechanism by which acute myeloid leukemia (AML) cells sustain their growth.


						
Researchers at Baylor College of Medicine, University of Veterinary Medicine in Austria and Josep Carreras Leukemia Research Institute in Spain discovered that AML cells prevent the synthesis of proteins that suppress their growth by forcibly isolating the mRNAs that encode such proteins within structures known as P-bodies. These findings, published in Nature Cell Biology, offer a novel perspective into the survival mechanisms of AML and possibilities for new anti-cancer therapies.

"Despite important advances in cancer research, the prognosis for most AML patients remains poor," said co-corresponding author Dr. Bruno Di Stefano, assistant professor of molecular and cellular biology and part of the Stem Cell and Regenerative Medicine (STaR) Center at Baylor. "Our goal was to identify and mechanistically understand new vulnerabilities of leukemia cells that could potentially be therapeutically targeted in AML."

Previous studies have shown that leukemia cells corrupt the process that translates mRNAs into proteins in ways that facilitate their growth, but the underlying mechanisms are poorly understood.

"Our first insight into how leukemia cells might derail normal translation control was the discovery that they harbored more P-bodies than their normal counterparts," said Di Stefano, member of the Dan L Duncan Comprehensive Cancer Center. "Excitingly, P-bodies were essential for the growth of leukemia cells, but not normal blood cells, suggesting a potential AML-specific dependency."

P-bodies are a type of biomolecular condensates that concentrate proteins and nucleic acids such as RNA inside cells. P-bodies serve as reservoirs that sequester specific mRNAs from the cellular machinery that translates them into proteins. "We think of P-bodies as storage units for RNAs," Di Stefano said.

The researchers profiled the mRNAs in the P-bodies of AML cells. "We discovered that leukemia cells sequester mRNAs encoding tumor suppressor proteins within P-bodies," Di Stefano said. "Of particular importance, these mRNAs were not degraded, and by forcibly dissolving P-bodies, we found that the mRNAs could be translated into proteins capable of curtailing AML."

"Indeed, abolishing P-bodies by removing DDX6, one of the proteins responsible for their formation, triggered the death of cancer cells in diverse models of human AML, across multiple different subtypes and mutations," said co-corresponding author Dr. Jose L. Sardina, principal investigator at Josep Carreras Leukemia Research Institute. "AML is a heterogeneous disease and finding a molecular pathway that might be a conserved Achilles' heel is quite exciting. Of equal importance, P-body loss had little effect upon normal blood cell production, further highlighting the potential of targeting P-body formation in AML."

"The discovery that AML cells depend on P-bodies and of the underlying molecular mechanisms has several important implications," said co-corresponding author, Dr. Florian Grebien, professor of medical biochemistry at the University of Veterinary Medicine, Vienna. "First, it provides novel insights into the little studied mechanism of controlled mRNA translation in the context of cancer development. Second, as the DDX6 protein is a pharmacologically tractable molecule, our work opens new avenues for the development of anticancer agents that target this mechanism."
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A new pandemic could ride in on animals we eat, researchers warn | ScienceDaily
Researchers warn the animals we eat could be the gateway for a pandemic in the form of antimicrobial resistance, unleashing a wave of deadly superbugs.


						
The World Health Organization estimates that drug-resistant diseases could cause up to 10 million deaths each year by 2050.

The researchers analysed this public health and food security challenge in the food animal industry in Southeast Asia for the International Journal of Food Science and Technology.

This challenge is relevant to Australia, which has strong political, economic and social ties with countries in the region. Australia marked 50 years of engagement with the Association of Southeast Asian Nations (ASEAN) at a special summit in Melbourne earlier this year.

Bioscientist Professor Rajaraman Eri and microbiologist Dr Charmaine Lloyd from RMIT University in Australia and public policy expert Dr Pushpanathan Sundram from Thailand co-wrote the journal article.

"There is a big pandemic waiting to happen in the form of antimicrobial resistance," said Eri, who is the Associate Dean of Biosciences and Food Technology at RMIT and also a veterinarian.

"We're going to face a situation in the world where will run out of antibiotics. That means we will not be able to treat infections."

Asia is a hotspot of antimicrobial resistance in animals, with Southeast Asia being an epicentre, the team says.




There are more than 2.9 billion chickens, 258 million ducks, 7 million cattle, 15.4 million buffaloes, 77.5 million pigs, 13.7 million sheep and 30.6 million goats in the region, according to the Food and Agriculture Organization.

"Livestock farming, mainly for smallholders, provides employment and side income, improves household dietary components and nutritional security, and provides food and economic wellbeing for their respective nations," said Sundram, who contributed to the research while he was at Chiang Mai University in Thailand.

The research paper highlights the Southeast Asia's challenges associated with antimicrobial resistance and residue in animals, and points out the need to differentiate the two concepts.

Resistance occurs when microorganisms develop resistance to antimicrobial agents to which they are exposed.

"On the farm, the presence of antibiotics in food, soil, water run-off and animal waste can contribute to this resistance developing," said Lloyd, from RMIT's School of Science.

"The overuse and misuse of antimicrobial drugs, especially for growth promotion in healthy animals, have resulted in the increased rate of resistance.




"Since resistant bacteria in animals may be transferred to humans through the food chain or by direct contact, this transmission pathway highlights the connection between human and animal health, emphasising the need to address antimicrobial resistance in food animals."

Food animals' residues are remnants of drugs, pesticides and other chemical substances that persist in animal tissues or products after administration or exposure to these substances.

"Veterinary drug residues commonly arise from overusing and improper use of antimicrobial agents, growth promoters and other veterinary drugs in animal husbandry practices," Eri said.

"Efforts in the region to regulate antimicrobial use are underway, but there's growing concern over consuming products with antimicrobial residues, which can impact human health due to the presence of antibiotic-resistant microbiota and pathogens in hosts," Sundram said.

"In Australia, we have excellent policies to take care of antimicrobial resistance, specifically, the usage of antibiotics is well regulated," Eri said.

"But that's not the case at the global level. In many countries, anybody can buy antibiotics, whether it be for human or animal use."

The team has six recommendations for policymakers in ASEAN countries to address antimicrobial resistance and residue in food animals:
    	Recognise the difference between residue and resistance, to tackle the resistance challenges with the right interventions in Southeast Asia's food animals.
    	Collaborate regionally and develop tailored strategies to navigate disease outbreaks, environmental concerns, residue levels and antimicrobial resistance.
    	Implement country-specific awareness campaigns, robust surveillance of residues and resistance, appropriate regulations and responsible antimicrobial use, to reduce resistance risks.
    	Foster international cooperation and initiatives to address resistance comprehensively, ensuring a united front against both residue and resistance.
    	Strengthen public health systems and preparedness.
    	Promote innovation and research in alternative antimicrobial solutions, sustainable farming practices and advanced diagnostics, to stay ahead of evolving challenges.
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More academic freedom leads to more innovation | ScienceDaily
The innovative strength of a society depends on the level of academic freedom. An international team involving the Technical University of Munich (TUM) has now demonstrated this relationship for the first time. The researchers analyzed patent applications and patent citations in a sample from around 160 countries over the 1900-2015 period in relation to indicators used in the Academic Freedom Index. In view of the global decline in academic freedom over the past 10 years, the researchers predict a loss in innovative output.


						
In many countries scientists have experienced a loss of academic freedom in recent years. This trend has come in for criticism on the basis of fundamental principles. However, there has been no research to date on whether the degree of academic freedom also has an impact on a society's ability to produce innovations.

For the first time an international team of researchers has studied the relationship between academic freedom and innovation output. As indicators for the quantity and quality of innovations, the researchers used patent applications and citations. Their analysis covered the 1900-2015 period in 157 countries. The team analyzed two large and respected datasets and put the results into relation: the V-Dem Dataset (Varieties of Democracy) from the V-Dem Institute at the University of Gothenburg encompasses various democracy indicators, some of which date back to 1789. They include freedom of science, which the institute, together with FAU Erlangen-Nuremberg, has also presented in the Academic Freedom Index for several years. The team obtained data on numbers of patent applications and citations from the PATSTAT database from the European Patent Office.

"Alarming signs for many countries"

The study shows that more freedom for the work of scientists results in more innovations. When the degree of academic freedom improves, this is followed by increases in the numbers of patent applications and, subsequently, in the number of patent citations.

However, the situation for academic freedom declined on a global scale during the period 2011-2021 for the first time in the last 100 years. This also applies to the group of 25 countries with the strongest science base. For that decade, the research team used the results of the study to calculate the impact of the decline. "We predict a global decline of 4-6% in innovative capability. In the leading countries, the figure is as high as 5-8%," says study author Paul Momtaz, Professor of Entrepreneurial Finance at TUM.

"The results are an alarming sign for many countries. Those who restrict academic freedom also limit the ability to develop new technologies and processes and therefore hinder progress and prosperity," says Paul Momtaz. "We see this trend not only in dictatorships, but also increasingly in democratic states where populist parties have gained influence."

Numerous robustness checks confirm results




The researchers conducted several checks to confirm the robustness of the link between academic freedom and innovative output. For example they checked whether the correlation actually results from academic freedom in particular or from general freedom in a society. They also ruled out reverse causality, in other words the possibility of countries allowing more academic freedom when innovative output is too low. The results of the study were also confirmed when narrowing the perspective to countries with very high or very low numbers of patent applications, when only the post-1980 period was considered or when limiting the analysis to specific aspects of academic freedom.

Further information:

Scientists from the Technical University of Munich, Indiana University, the University of Luxembourg, the Polytechnic University of Milan and the University of Bergamo were involved in the study.
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Study reveals best exercise for type-1 diabetes patients | ScienceDaily
A new study has revealed the best types of exercise for patients with type-1 diabetes.


						
The research was led by the Universidade Federal do Vale do Sao Francisco in partnership with Staffordshire University to investigate training optimisation for diabetic patients.

"This study is important because diabetic patients often lack motivation to exercise as a means of managing their condition," explained Dr Pooya Soltani from Staffordshire University.

"One reason for this is that physical activity can lead to blood sugar drops, causing discomfort and demotivation. We investigated whether the type of physical activity could mitigate these blood sugar drops."

19 people with type-1 diabetes participated in two randomised trials to measure glycemic and cardiovascular responses after interval exercise and continuous exercise.

All participants took part in 30 minutes of moderate aerobic exercise on a treadmill. The interval aerobic session involved alternating 1-minute intervals at 40% and 60% of estimated maximal oxygen consumption (VO2max). The continuous exercise was performed at 50% of VO2max.

Heart rate, blood pressure and blood glucose levels were measured before, immediately after, and 20 minutes after the sessions. Rates of perceived exertion and enjoyment levels were also assessed.




Similar cardiovascular, rates of perceived exertion, and enjoyment levels were found across genders and sessions. However, the research identified differences in blood glucose levels between male and female participants, with greater reductions in men.

Men showed a higher rate of blood glucose reductions immediately after and 20 minutes after continuous aerobic exercise, as well as immediately after interval exercise. In contrast, women showed reduced blood glucose values only after continuous exercise.

The findings show that gender-specific differences are important when prescribing exercise for patients with type-1 diabetes, to avoid higher glucose decreases which can cause hypoglycemia episodes.

Dr Jorge Luiz de Brito-Gomes from Universidade Federal do Vale do Sao Francisco said: "Our study showed that for male patients, interval exercise, such as short bursts of walking, is preferable when starting with low blood sugar levels. Conversely, continuous exercise, like running, is more suitable for those with higher initial blood sugar levels. These approaches can help prevent sudden blood sugar drops.

"For female patients, both interval and continuous aerobic exercise appear to be effective starting points. We hope these findings show that gender-specific recommendations should be considered for aerobic exercise prescription, especially for men with irregular physical activity levels."
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Study assesses seizure risk from stimulating thalamus | ScienceDaily
The idea of electrically stimulating a brain region called the central thalamus has gained traction among researchers and clinicians because it can help arouse subjects from unconscious states induced by traumatic brain injury or anesthesia, and can boost cognition and performance in awake animals. But the method, called CT-DBS, can have a side effect: seizures. A new study by researchers at MIT and Massachusetts General Hospital (MGH) who were testing the method in awake mice, quantifies the probability of seizures at different stimulation currents and cautions that they sometimes occurred even at low levels.


						
"Understanding production and prevalence of this type of seizure activity is important because brain stimulation-based therapies are becoming more widely used," said co-senior author Emery N. Brown, Edward Hood Taplin Professor of Medical Engineering and Computational Neuroscience in The Picower Institute for Learning and Memory, the Institute for Medical Engineering and Science, the Department of Brain and Cognitive Sciences and the Center for Brains Minds and Machines (CBMM) at MIT.

In the brain, the seizures associated with CT-DBS occur as "electrographic seizures" which are bursts of voltage among neurons across a broad spectrum of frequencies. Behaviorally, they manifest as "absence seizures" in which the subject appears to take on a blank stare and freezes for about 10-20 seconds.

In their study, the researchers were hoping to determine a CT-DBS stimulation current -- in a clinically relevant range of under 200 microamps -- below which seizures could be reliably avoided.

In search of that ideal current, they developed a protocol of starting brief bouts of CT-DBS at 1 microamp and then incrementally ramping the current up to 200 microamps until they found a threshold where an electrographic seizure occurred. Once they found that threshold, then they tested a longer bout of stimulation at the next lowest current level in hopes that an electrographic seizure wouldn't occur. They did this for a variety of different stimulation frequencies. To their surprise, electrographic seizures still occurred 2.2 percent of the time during those longer stimulation trials (i.e. 22 times out of 996 tests) and in 10 out of 12 mice. At just 20 microamps, mice still experienced seizures in 3 out of 244 tests, a 1.2 percent rate.

"This is something that we needed to report because this was really surprising," said co-lead author Francisco Flores, a research affiliate in The Picower Institute and CBMM, and an instructor in anesthesiology at MGH where Brown is also an anesthesiologist. Isabella Dalla Betta, a technical associate in The Picower Institute, co-led the study published in Brain Stimulation.

Stimulation frequency didn't matter for seizure risk but the rate of electrographic seizures increased as the current level increased. For instance, it happened in 5 out of 190 tests at 50 microamps, and 2 out of 65 tests at 100 microamps. The researchers also found that when an electrographic seizure occurred, it did so more quickly at higher currents than at lower levels. Finally, they also saw that seizures happened more quickly if they stimulated the thalamus on both sides of the brain vs. just one side. Some mice exhibited behaviors similar to absence seizure, though others became hyperactive.




It is not clear why some mice experienced electrographic seizures at just 20 microamps while two mice did not experience the seizures even at 200. Flores speculated that there may be different brain states that change the predisposition to seizures amid stimulation of the thalamus. Notably, seizures are not typically observed in humans who receive CT-DBS while in a minimally conscious state after a traumatic brain injury or in animals who are under anesthesia. Flores said the next stage of the research would aim to discern what the relevant brain states may be.

In the meantime, the study authors wrote, "EEG should be closely monitored for electrographic seizures when performing CT-DBS, especially in awake subjects."

The paper's co-senior author is Matt Wilson, Sherman Fairchild Professor in The Picower Institute, CBMM, and the departments of Biology and Brain and Cognitive Sciences. In addition to Dalla Betta, Flores, Brown and Wilson, the study's other authors are John Tauber, David Schreier, and Emily Stephen.

Support for the research came from The JPB Foundation, The Picower Institute for Learning and Memory, George J. Elbaum (MIT '59, SM '63, PhD '67), Mimi Jensen, Diane B. Greene (MIT, SM '78), Mendel Rosenblum, Bill Swanson, annual donors to the Anesthesia Initiative Fund; and the National Institutes of Health.
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Hepatic disease: A camu-camu fruit extract to reduce liver fat | ScienceDaily
A research team from Universite Laval has shown the benefits of camu-camu on non-alcoholic fatty liver disease, which affects over seven million people in Canada. This exotic fruit reduces liver fat levels.


						
Over 12 weeks, thirty participants took either camu-camu extract or a placebo at different times in this randomized clinical trial. Participants underwent magnetic resonance imaging (MRI) to determine fat levels in the liver. Scientists observed a 7.43% reduction in liver lipids when study participants took camu-camu extract. With the placebo, they noted an 8.42% increase in liver fat.

"That's a significant 15.85% difference," says Andre Marette, a professor in the Faculty of Medicine and researcher at the Institut universitaire de cardiologie et de pneumologie de Quebec -- Universite Laval (IUCPQ-ULaval), who led the study.

Polyphenols and the microbiota 

This effect stems from the polyphenols contained in camu-camu and their relationship with the intestinal microbiota. "The microbiota metabolizes the large polyphenol molecules that cannot be absorbed by the intestine, transforming them into smaller molecules that the body can assimilate to decrease liver fat," explains Andre Marette.

His team has identified two potential mechanisms of action for these small polyphenols. "They could reduce lipogenesis, i.e., the formation of lipid droplets in the liver. They could also stimulate lipid degradation by oxidation. A combination of the two mechanisms probably explains the high efficacy of the extract, as we're playing on both sides of the coin," reports Professor Marette, who collaborated with scientists at the Institute of Nutrition and Functional Foods (INAF).

However, the team noted a wide variability in response to camu-camu. "We hypothesize that the initial intestinal microbiota influences the response to polyphenols. If we find the factors involved, we may be able to modify the microbiota and increase the extract efficacy," explains Professor Marette.

Although camu-camu is an exotic fruit, the extract is readily available in capsule form. However, Professor Marette stresses the importance of checking the content of certain polyphenols, as not all commercial products are equivalent.?

Cranberries, which also contain a number of partially different polyphenols, could also have a protective effect. In the future, Professor Marette hopes to investigate whether combining camu-camu and cranberry could have a synergistic effect.

The study was published in the journal Cell Reports Medicine. The other authors are Anne-Laure Agrinier, Arianne Morissette, Laurence Daoust, Theo Gignac, Julie Marois, Thibault V.?Varin, Genevieve Pilon, Eric Larose, Claudia Gagnon, Yves Desjardins, Fernando F Anhe, Anne-Marie Carreau and Marie-Claude Vohl.
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Study reveals doubled risk of preterm birth for IVF pregnancies complicated by placental abruption | ScienceDaily
Women who conceive through in vitro fertilization and experience a serious pregnancy complication are twice as likely to deliver early (<37 weeks) compared to those with only one of those factors, according to a Rutgers Health researcher.


						
The study, which appeared in JAMA Network Open, analyzed nearly 79 million hospital deliveries in the United States over two decades. It is the first to examine the combined effects of assisted reproductive technology, such as in vitro fertilization, and placental abruption on preterm delivery rates. (The term is abbreviated as ART in medical circles.)

"It's crucial for patients undergoing IVF to be aware of all potential outcomes, especially given the stress they're already under," said Jennifer Zhang, the study's lead author and an obstetrics and gynecology resident at Rutgers Robert Wood Johnson Medical School.

The study utilized the National Inpatient Sample, one of the largest inpatient databases in the U.S., encompassing hospital data from 48 states. Using data from 2000 to 2019, researchers identified more than 391,000 pregnancies that underwent assisted reproduction and more than 850,000 cases of placental abruption, a known risk factor whereby the placenta separates from the uterus before delivery.

Researchers involved in the study found that women who conceived through ART had a 42 percent higher risk of experiencing abruption compared with those who conceived naturally. They also found that women who conceived through ART had a 46 percent higher chance of experiencing preterm birth than those who conceived naturally.

When both risk factors were present, a synergistic effect occurred.

Researchers also reported racial and ethnic differences. White women who conceived through ART had a 42 percent higher risk of placental abruption, right around the overall average. Hispanic women who conceived through ART faced an even higher elevation in risk, 66 percent. In contrast, Black women who conceived through ART faced no elevation in abruption risk over Black women who conceived naturally.




These findings could have significant implications for clinical practice, though Zhang cautioned against immediate changes based on a single study.

"We need prospective studies to confirm these results," said Cande Ananth, chief of the Division of Epidemiology and Biostatistics in the Department of Obstetrics, Gynecology, and Reproductive Sciences at Rutgers Robert Wood Johnson Medical School and senior author of the study. "But it might influence how clinicians approach certain situations, particularly since it would be tough to examine this particular relationship through a prospective study."

For instance, doctors might be more inclined to take aggressive action when an IVF patient shows signs of placental abruption. Whether the type of infertility treatment and the duration of treatment affect placental abruption and preterm delivery may be worthy of consideration.

The research comes at a time when ART use is on the rise. According to the Centers for Disease Control and Prevention, about 2 percent of all U.S. infants are conceived using these technologies, up from less than 0.5 percent in 2000. As the use of ART has grown, so have concerns about its potential complications. "ART pregnancies are already associated with increased risks of conditions such as preeclampsia and small for gestational age births," said Zhang, adding that this study sheds new light on another complication.

However, the study has limitations. As a retrospective analysis of hospital data, it couldn't account for all potential confounding factors or distinguish between different types of ART. The researchers also noted their dataset likely underestimates the total number of ART pregnancies, as it relies on hospital coding practices, which may not always capture this information accurately.

Despite these caveats, the findings underscore the need for careful monitoring of ART pregnancies, particularly when complications arise, the researchers said. They also highlight the complex interplay between fertility treatments and pregnancy outcomes.

Looking forward, the researchers are turning their attention to other potential complications of ART pregnancies.

"We're examining the association between ART and stillbirth," Zhang said.
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Occupational exposure to particles may increase the risk of chronic kidney disease | ScienceDaily
Exposure to dust and particles at work may increase the risk of chronic kidney disease, a University of Gothenburg study shows. Among Swedish construction workers, followed since the 1970s, the risk was 15% higher among exposed.


						
Chronic kidney disease is the most common form of kidney disease and involves a slow and progressive deterioration of the kidneys' ability to cleanse the body. Harmful substances and fluids that would otherwise have been excreted from the body with the urine are instead retained.

Research in recent years shows that outdoor air pollution particles from sources such as industry, vehicle exhaust and heating may increase the risk of chronic kidney disease. The current study shows that this is also likely to be the case for occupational exposure to particles in the construction industry.

The first author of the study is Karl Kilbo Edlund, a PhD student in occupational and environmental medicine at the Sahlgrenska Academy at the University of Gothenburg:

"We see a clear link between having worked in construction environments with high dust levels and the risk of developing chronic kidney disease before the age of 65. But further studies are required to show whether there is a causal link and to identify the biological mechanisms," he says.

The importance of prevention 

The study, published in the journal Occupational and Environmental Medicine, is based on data from more than 280,000 construction workers who participated in health surveys between 1971 and 1993. The surveys were organized by Bygghalsan, a former occupational health service for the construction industry.




The results reveal that construction workers exposed to dust and particles were about 15% more likely to be diagnosed with chronic kidney disease and receive medical treatment to replace lost kidney function. However, the increased risk did not persist beyond retirement age.

The study is part of a research project about particles and kidney disease, funded by the Swedish Research Council Forte, which focuses on health, working life and welfare. The project leader is Leo Stockfelt, Associate Professor of Occupational and Environmental Medicine at Sahlgrenska Academy, University of Gothenburg:

"Chronic kidney disease is a serious disease that has a major impact on an individual's quality of life, increasing the risk of secondary diseases and leading to high healthcare costs. Primary prevention is therefore of great importance," he says.

More to do on occupational health and safety

Improvements in workplace emissions and the use of personal protective equipment have reduced the occupational exposure of construction workers to particulate matter over the period studied, from the 1970s to the 1990s. This is believed to have contributed to a reduction in kidney disease, but according to the researchers, more needs to be done to improve the occupational environment within the construction industry.

The study is the first to investigate the risk of kidney disease in construction workers, using registry data from Bygghalsan as a basis. The material, managed by Umea University, has been used in several previous studies on occupational environment and health within the construction industry.

The next step for the research team will be to study the link between dust and particle exposure and kidney disease in further groups, to see if the results can be confirmed and to better identify the mechanisms.
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Targeted cancer cell therapy may slow endometrial cancer | ScienceDaily
There may be a way to slow the growth of endometrial cancer through targeted cancer cell therapy, according to new research from the University of Missouri School of Medicine.


						
This year, around 65,000 women are expected to be diagnosed with endometrial cancer, the most common cancer of the female reproductive organs. An increased risk in development for multiple human cancers is associated with mutations in the PTEN protein, which normally regulates cell division and growth. The mutation allows cells to multiply uncontrollably.

Using mice models, Krystina Dunston, research lab manager and NextGen Precision Health researchers Tae Hoon Kim and Jae-Wook Jeong, studied the use of targeted cancer cell therapy in mice with a PTEN mutation. They found that by targeting and silencing a specific gene expression, ERBB2, the chances of stopping tumor growth significantly increased. ERBB2 is one of the many genes that regulate cell growth.

"ERBB2 and PTEN are a part of different signaling pathways, but we believe they have a correlation in endometrial cancer," Dunston said. "The effect of ERBB2 targeting on endometrial cancer with PTEN mutation is essential to understanding the mechanisms of how tumors grow in this type of cancer."

Signaling pathways help amplify initial signals to cells, which trigger cell responses. This then acts similarly to the downstream effect, where the cell response causes another activation, and so on.

Slowing the growth of endometrial cancer keeps multiple treatment options available. Currently, the standard treatment is a hysterectomy. More advanced stages would require aggressive treatments like radiation therapy and chemotherapy.

"All of these treatments can affect fertility, which is why it is important to find alternative ways to treat and prevent this disease," Dunston said.

Krystina Dunston is a research laboratory manager at the NextGen Precision Health Center for Tae Hoon Kim and Jae-Wook Jeong's laboratories. Kim is an assistant professor of obstetrics, gynecology and women's health and earned his PhD at Chung-An University. Jeong is a Dr. R. Philip and Diane Acuff Endowed Professor of obstetrics, gynecology and women's health and received his PhD from Korea University.
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Benefits and downside of fasting | ScienceDaily
Low-calorie diets and intermittent fasting have been shown to have numerous health benefits: They can delay the onset of some age-related diseases and lengthen lifespan, not only in humans but many other organisms.


						
Many complex mechanisms underlie this phenomenon. Previous work from MIT has shown that one way fasting exerts its beneficial effects is by boosting the regenerative abilities of intestinal stem cells, which helps the intestine recover from injuries or inflammation.

In a study of mice, MIT researchers have now identified the pathway that enables this enhanced regeneration, which is activated once the mice begin "refeeding" after the fast. They also found a downside to this regeneration: When cancerous mutations occurred during the regenerative period, the mice were more likely to develop early-stage intestinal tumors.

"Having more stem cell activity is good for regeneration, but too much of a good thing over time can have less favorable consequences," says Omer Yilmaz, an MIT associate professor of biology, a member of MIT's Koch Institute for Integrative Cancer Research, and the senior author of the new study.

Yilmaz adds that further studies are needed before forming any conclusion as to whether fasting has a similar effect in humans.

"We still have a lot to learn, but it is interesting that being in either the state of fasting or refeeding when exposure to mutagen occurs can have a profound impact on the likelihood of developing a cancer in these well-defined mouse models," he says.

MIT postdocs Shinya Imada and Saleh Khawaled are the lead authors of the paper, which will appear in Nature.




Driving regeneration

For several years, Yilmaz's lab has been investigating how fasting and low-calorie diets affect intestinal health. In a 2018 study, his team reported that during a fast, intestinal stem cells begin to use lipids as an energy source, instead of carbohydrates. They also showed that fasting led to a significant boost in stem cells' regenerative ability.

However, unanswered questions remained: How does fasting trigger this boost in regenerative ability, and when does the regeneration begin?

"Since that paper, we've really been focused on understanding what is it about fasting that drives regeneration," Yilmaz says. "Is it fasting itself that's driving regeneration, or eating after the fast?"

In their new study, the researchers found that stem cell regeneration is suppressed during fasting but then surges during the refeeding period. The researchers followed three groups of mice -- one that fasted for 24 hours, another one that fasted for 24 hours and then was allowed to eat whatever they wanted during a 24-hour refeeding period, and a control group that ate whatever they wanted throughout the experiment.

The researchers analyzed intestinal stem cells' ability to proliferate at different time points and found that the stem cells showed the highest levels of proliferation at the end of the 24-hour refeeding period. These cells were also more proliferative than intestinal stem cells from mice that had not fasted at all.




"We think that fasting and refeeding represent two distinct states," Imada says. "In the fasted state, the ability of cells to use lipids and fatty acids as an energy source enables them to survive when nutrients are low. And then it's the postfast refeeding state that really drives the regeneration. When nutrients become available, these stem cells and progenitor cells activate programs that enable them to build cellular mass and repopulate the intestinal lining."

Further studies revealed that these cells activate a cellular signaling pathway known as mTOR, which is involved in cell growth and metabolism. One of mTOR's roles is to regulate the translation of messenger RNA into protein, so when it's activated, cells produce more protein. This protein synthesis is essential for stem cells to proliferate.

The researchers showed that mTOR activation in these stem cells also led to production of large quantities of polyamines -- small molecules that help cells to grow and divide.

"In the refed state, you've got more proliferation, and you need to build cellular mass. That requires more protein, to build new cells, and those stem cells go on to build more differentiated cells or specialized intestinal cell types that line the intestine," Khawaled says.

Too much of a good thing

The researchers also found that when stem cells are in this highly regenerative state, they are more prone to become cancerous. Intestinal stem cells are among the most actively dividing cells in the body, as they help the lining of the intestine completely turn over every five to 10 days. Because they divide so frequently, these stem cells are the most common source of precancerous cells in the intestine.

In this study, the researchers discovered that if they turned on a cancer-causing gene in the mice during the refeeding stage, they were much more likely to develop precancerous polyps than if the gene was turned on during the fasting state. Cancer-linked mutations that occurred during the refeeding state were also much more likely to produce polyps than mutations that occurred in mice that did not undergo the cycle of fasting and refeeding.

"I want to emphasize that this was all done in mice, using very well-defined cancer mutations. In humans it's going to be a much more complex state," Yilmaz says. "But it does lead us to the following notion: Fasting is very healthy, but if you're unlucky and you're refeeding after a fasting, and you get exposed to a mutagen, like a charred steak or something, you might actually be increasing your chances of developing a lesion that can go on to give rise to cancer."

Yilmaz also noted that the regenerative benefits of fasting could be significant for people who undergo radiation treatment, which can damage the intestinal lining, or other types of intestinal injury. His lab is now studying whether polyamine supplements could help to stimulate this kind of regeneration, without the need to fast.

The research was funded in part by a Pew-Stewart Trust Scholar award, the Marble Center for Cancer Nanomedicine, the Koch Institute-Dana Farber/Harvard Cancer Center Bridge Project, and the MIT Stem Cell Initiative.
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Inflammation during childhood linked to onset of mental health issues in early adulthood | ScienceDaily
Children who have persistently raised inflammation are at a higher risk of experiencing serious mental health disorders including psychosis and depression in early adulthood, according to a study published today in JAMA Psychiatry.


						
The research lead by the University of Birmingham also found that those who had experienced inflammation at a young age were at a higher risk of developing cardiometabolic diseases such as insulin resistance -- an early form of diabetes.

The study used data collected by the Avon Longitudinal Study of Parents and Children (ALSPAC) -- also known as Children of the 90s -- and included a total of 6,556 participants of whom 50.4% were female. Inflammation was identified by increased levels of the general inflammatory marker C-reactive protein (CRP) recorded in participants at ages 9, 15 and 17 years.

Of the two groups identified with persistently raised inflammation throughout their developing years, the researchers discovered that it was the group whose CRP levels peaked earlier in childhood, around age 9, that were most associated with subsequent higher risks of depression and psychosis at age 24.

Lead author on the study, Edward Palmer of the University of Birmingham said: "There's growing evidence of an association between inflammation and psychotic, depressive and cardiometabolic disorders, however little has been done to explore the different trajectories of inflammation during childhood and the association between those and both mental and physical health outcomes in early adulthood."

"When we look longitudinally, there is really strong evidence that inflammation earlier on in childhood is a significant risk factor for developing schizophrenia, depression and insulin resistance in later life. Some of the rates of developing these disorders within the group with inflammation who peaked around age 9 were four to five times the chances for those without inflammation." The results of the study have provided strong evidence needed to prompt further research that would seek to ascertain whether or not inflammation plays a causal role in such disorders or is merely an indicator.

Edward Palmer added: "We're still a way off demonstrating whether raised inflammation plays a causal role in these disorders but it is clear that the inflammation pre-dates instances of mental illness and potentially related metabolic dysfunction, and as such further research needs to be done into the mechanisms driving it. This could ultimately lead to early life risk profiling, different kinds of early intervention and possible new treatment targets."
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Study of 18 million people finds increased mental illnesses incidence following severe COVID-19, especially in unvaccinated people | ScienceDaily
A new study that examined health data on 18 million people reveals higher incidence of mental illnesses for up to a year following severe COVID-19 in unvaccinated people. Vaccination appeared to mitigate the adverse effects of COVID-19 on mental illnesses. The University of Bristol-led study, published in JAMA Psychiatry today [21 August], investigated associations of COVID-19 with mental illnesses according to time since diagnosis and vaccination status.


						
COVID-19 is associated with mental illnesses in both hospital and population-based studies. However, until now, there was limited evidence about the association of COVID-19 with mental illnesses when individuals had received COVID-19 vaccination.

A cross-institution team, including researchers from University of Bristol Medical School, University College London (UCL), University of Oxford, University of Cambridge and Swansea University Medical School, sought to answer this by analysing the medical records of 18,648,606 adults aged between 18 and 110 years and registered with a GP in England.

Among the 18,648,606 adults in the cohort studied during the period before vaccination was available, the average age was 49 years, 50.2 per cent were female (9,363,710) and 1,012,335 adults had a confirmed COVID-19 diagnosis (recorded in testing data, by a GP, in hospital or in their death record).

The authors also studied a vaccinated cohort including 14,035,286 adults, of whom 866,469 had a confirmed COVID-19 diagnosis, with an average age of 53 years and 52.1 per cent female (7,308,556), and an unvaccinated cohort including 3,242,215 adults, of whom 149,745 had a confirmed COVID-19 diagnosis, with an average age of 35 years and 42.1 per cent female (1,363,401).

Using these data, the researchers compared the incidence of mental illnesses in people before and after a COVID-19 diagnosis, in each cohort. Mental illnesses included in this study comprised depression, serious mental illness, general anxiety, post-traumatic stress disorder, eating disorders, addiction, self-harm, and suicide.

The team found that the incidence of most of these conditions was higher one to four weeks after COVID-19 diagnosis, compared to the incidence before or without COVID-19. This elevation in the incidence of mental illnesses, was mainly seen after severe COVID-19 that led to hospitalisation and remained higher for up to a year following severe COVID-19 in unvaccinated people.




The elevation in incidence of mental illnesses was mainly after severe COVID-19 that led to hospitalisation, with little elevation after COVID-19 that did not lead to hospitalisation. For instance, the incidence of depression after non-hospitalised COVID-19 was up to 1.22 times higher than that before or without COVID-19, while the incidence of depression after hospitalised COVID-19 was up to 16.3 times higher than that before or without COVID-19. In the vaccinated cohort, the incidence of depression after non-hospitalised COVID-19 was similar to that before or without COVID-19.

The findings add to a growing body of evidence highlighting the higher risk of mental illnesses following COVID-19 diagnosis, and the benefits of vaccination in mitigating this risk, with stronger associations found in relation to more severe COVID-19 disease, and longer-term associations relating mainly to new-onset mental illnesses.

Dr Venexia Walker, Senior Research Fellow in Epidemiology at Bristol Medical School: Population Health Sciences (PHS) and MRC Integrative Epidemiology Unit at the University of Bristol, and one of the study's lead authors, said: "Our findings have important implications for public health and mental health service provision, as serious mental illnesses are associated with more intensive healthcare needs and longer-term health and other adverse effects.

"Our results highlight the importance COVID-19 vaccination in the general population and particularly among those with mental illnesses, who may be at higher risk of both SARS-CoV-2 infection and adverse outcomes following COVID-19."

Jonathan Sterne, Professor of Medical Statistics and Epidemiology at the University's Bristol Medical School: PHS, Director of the NIHR Bristol Biomedical Research Centre, and one of the study's authors, added: "We have already identified associations of COVID-19 with cardiovascular disease, diabetes and now mental illnesses. We are continuing to explore the consequences of COVID-19 with ongoing projects looking at associations of COVID-19 with renal, autoimmune and neurodegenerative conditions."

This work was supported by the COVID-19 Longitudinal Health and Wellbeing National Core Study, which is funded by the Medical Research Council (MRC) and National Institute for Health and Care Research (NIHR).
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Self-repairing mitochondria use novel recycling system | ScienceDaily
Mitochondria, the so-called "powerhouse of the cell," depend on a newly discovered recycling mechanism identified by scientists at The Hospital for Sick Children (SickKids).


						
Mitochondria are tiny structures inside of cells that carry out a wide range of critical functions, including generating energy to help keep cells healthy. Every mitochondrion has two layers of membranes: the outer membrane and the inner membrane. On the inner membrane, folds called cristae contain proteins and molecules needed for energy production. When cristae are damaged, there can be a negative impact on an entire cell.

"Our research shows, for the first time, that mitochondria are able to recycle a localized injury, removing damaged cristae, and then function normally afterward," says Dr. Nicola Jones, Staff Physician and Senior Scientist in the Cell Biology program at SickKids and lead of the study published in Nature.

In addition to being essential to keeping mitochondria healthy, the research team believe this mechanism could present a future target for the diagnosis and treatment of conditions characterized by mitochondrial dysfunction, including infection, fatty liver disease, aging, neurodegenerative conditions and cancer.

The mechanisms of mitochondrial recycling

In cells, structures called lysosomes act as recycling centers that can digest different kinds of molecular material. With state-of-the art microscopes at the SickKids Imaging Facility, Dr. Akriti Prashar, a postdoctoral fellow in Jones' lab and first author on the paper, identified that a mitochondria's damaged crista can squeeze through its outer membrane to have a lysosome directly engulf it and break it down successfully.

The researchers named the novel process VDIM formation, which stands for vesicles derived from the inner mitochondrial membrane. By removing damaged cristae through VDIMs, cells can prevent harm from spreading to the rest of the mitochondria and the whole cell.




"We believe that VDIMs could be a way of protecting cells from health conditions that affect mitochondria, such as cancer and neurodegeneration," Prashar says.

A new process: VDIM formation

The research team, including scientists at the Francis Crick Institute and Johns Hopkins University, found that forming a VDIM involved several steps and molecules. First, a damaged crista releases a signal that activates a channel on the nearby lysosome to allow calcium to flow out of the lysosome. Calcium then activates another channel on the outer membrane of the mitochondria to form a pore and allow damaged cristae to squeeze out of the mitochondria into the lysosome, which digests the damaged material -- something that has never been seen before. By recycling just the damaged crista, mitochondria can continue its regular function.

"Understanding this process gives us insight into how mitochondria stay healthy, which is important to everyone's overall health and longevity," says Prashar.

Future research will explore how altering VDIM formation could improve symptoms or even prevent health conditions caused by underperforming or damaged mitochondria.

This research was funded by Canadian Institutes of Health Research (CIHR) and a SickKids Restracomp fellowship.
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High or low oxygen levels are safe during heart surgery, study finds | ScienceDaily
Two out of 10 people who receive cardiac surgery are affected by acute kidney injury, prolonging their hospital stay and increasing their risk for chronic kidney disease, cognitive decline and heart failure.


						
A Vanderbilt University Medical Center (VUMC) study explored one possible cause -- hyperoxia or high concentrations of oxygen given to such patients during surgery -- as opposed to doses more similar to air. The study, recently published in the journal JAMA Surgery, concluded that hyperoxia increased oxidative stress during surgery, but this effect did not persist after surgery and did not lead to more acute kidney injury.

The results suggest that administering high or low levels of oxygen are both safe during cardiac surgery, said corresponding author Frederic (Josh) Billings IV, MD, MSc, professor of Anesthesiology and Medicine.

"This study broadens the acceptability of various oxygen administration strategies during cardiac surgery," Billings said.

The clinical trial, from April 2016 to October 2020 with one year of follow-up, took place entirely at VUMC. Participants were randomly assigned to receive high oxygen (hyperoxia) or a lower amount of oxygen intended to maintain normal blood oxygen levels (normoxia).

Two hundred study participants were assessed for oxidative stress, acute kidney injury, delirium, myocardial injury, atrial fibrillation and other secondary outcomes. Other than an increase in oxidative stress, the participants in the study who received hyperoxia had similar outcomes as those with normoxia.

First author Marcos Lopez, MD, MS, associate professor of Anesthesiology, said, "The study was designed to examine oxygen administration at the high and low ends of the spectrum to maximize the likelihood of seeing an oxygen treatment effect. We achieved oxygen treatment goals with meticulous protocol adherence but saw no significant differences in organ injury."

Billings noted that the study covered just the operative period and suggests future research might examine the results of extending hyperoxia or normoxia into the postoperative period. This is a time when cardiac surgery patients receive mechanical ventilation and may benefit from other oxygen administration strategies, Billings said.

Other authors of the study were Matthew Shotwell, PhD, Cassandra Hennesey, MS, Mias Pretorius, MBChB, David McIlroy, MBBS, Melissa Kimlinger, MD, Eric Mace, MD, Terek Absi, MD, Ashish Shah, MD, and Nancy Brown, MD.
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Surprising mechanism for removing dead cells identified | ScienceDaily
Billions of our cells die every day to make way for the growth of new ones. Most of these goners are cleaned up by phagocytes -- mobile immune cells that migrate where needed to engulf problematic substances. But some dying or dead cells are consumed by their own neighbors, natural tissue cells with other primary jobs. How these cells sense the dying or dead around them has been largely unknown.


						
Now researchers from The Rockefeller University have shown how the sensor system operates in hair follicles, which have a well-known cycle of birth, decay, and regeneration put into motion by hair follicle stem cells (HFSCs). In a new study published in Nature, they demonstrate that a duo of sensors works in tandem to pick up signals from both dying and living HFSCs, removing debris before tissue damage can occur and ceasing operation before healthy cells are consumed.

"The system is seemingly spatially tuned to the presence of corpses, and it only functions when each receptor picks up the signal is attuned to," says first author Katherine Stewart, a research associate in the Robin Chemers Neustein Laboratory of Mammalian Cell Biology and Development at Rockefeller. "If one of them disappears, the mechanism stops operating. It's a really beautiful way to keep the area clean without consuming healthy cells."

"By diverting their attention towards eating their dying neighbors, HFSCs keep inflammation-generating immune cells away," says Elaine Fuchs, head of the lab. "They also likely benefit from these extra calories, but as soon as the debris is cleared, they must quickly return to their jobs of maintaining the stem cell pool and making the body's hair."

Following the cycle

Every single hair follicle on your head goes through a specific cycle: growth, destruction, rest, and -- as seen in your shower drain -- shedding.

To initiate the process, hair follicle stem cells (HFSCs), located in the "bulge" of the follicle's upper root sheath, signal to epithelial and mesenchymal cells, sparking growth. This stage takes its time, lasting from two to six years.




The destructive, or catagen, stage that follows is brief but intense, obliterating about 80% of the hair follicle in just a few weeks. The process begins at the follicle base and works its way upwards towards the HFSC niche. The result is a mass of dying and dead cells that need removal to prevent the resulting decay from triggering inflammatory or autoimmune responses.

Normally this would be the job of phagocytes like macrophages, but few are found in the hair follicle, meaning it must fall to local epithelial cells to keep things tidy. Stewart wanted to determine the chemical communication that manages the process.

Dynamic duo

She and her colleagues took a closer look at the catagen phase in mouse hair follicles, whose hair cycle is short and synchronous across the hair coat. It's only at the later stage of catagen that the death signals originating in the follicle base finally reach the spot where undifferentiated stem cells reside. It had long been thought that stem cells were spared from the destruction, but surprisingly, the team found that some do die -- and are engulfed by their neighbors.

Stewart discovered that the clearing out can only begin when two receptors are both activated in the healthy cells. The first, called RXRa, detects the presence of lipids, one of several well-known "find me" signals secreted by a dying cell. The second, called RARg, senses growth-promoting retinoic acid secreted by healthy cells.

Neither can activate the cleanup process alone. "A dying cell triggers the mechanism to begin, and when there are no dead cells left, the lipid signal disappears, leaving only the retinoic acid signal from the healthy cells," Stewart says. "This tells the program to dampen back down. It's so elegant in its simplicity."

They also documented that macrophages were slow to migrate to the region, showing up as much as four days after cell death. "It's been pretty broadly thought that professional phagocytes eventually swoop in and do the heavy cleanup, and that non-motile cells were a sort of backup system," she says. "I was very surprised to find that the hair follicle stem cells were actually the first responders, especially because mouse skin is fairly well-endowed with macrophages, so they're not even that far away."




They also found that tissue damage occurred when the HFSCs were prevented from clearing dying cells and left the work to the macrophages. This raises the possibility that genetic defects in this process might contribute to human skin pathologies, including inflammation and hair loss.

Positive or negative?

The HFSCs that consumed nearby dying cells -- some ate as many as six of their neighbors -- may benefit from ingesting the cells' proteins, nucleic acids, solutes, and lipids. If that's the case, the perks remain to be understood -- a subject the Fuchs lab will investigate in the future.

"It's possible that they can use that material to fuel their own growth or benefit from it in some other way," Stewart says, "but it's equally possible that it has negative effects. Maybe they're too occupied with digesting all this material to take care of their normal duties."

The findings have applications beyond the hair follicle, because it is only one of several areas of the body where there are few professional phagocytes around. In regions of the brain, breasts, and lungs, for example, epithelial and mesenchymal tissue cells, including stem cells, moonlight as ersatz phagocytes.

"We often use the phrase 'you are what you eat,'" adds Fuchs. "For our body's stem cells, this may be their way of keeping tissues fit by clearing out naturally dying cells and guarding against inflammation."
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Discovery of 'item memory' brain cells offers new Alzheimer's treatment target | ScienceDaily
Researchers from the University of California, Irvine have discovered the neurons responsible for "item memory," deepening our understanding of how the brain stores and retrieves the details of "what" happened and offering a new target for treating Alzheimer's disease.


						
Memories include three types of details: spatial, temporal and item, the "where, when and what" of an event. Their creation is a complex process that involves storing information based on the meanings and outcomes of different experiences and forms the foundation of our ability to recall and recount them.

The study, published online today in the journal Nature, is the first to reveal the role of specific cells in how the brain classifies and remembers new information, particularly when linked to rewards or punishments.

"Understanding this process is crucial because it deepens our insight into the fundamental way our brains function, especially in learning and memory," said corresponding author Kei Igarashi, Chancellor's Fellow and associate professor of anatomy and neurobiology. "Our findings shed light on the intricate neural circuits that enable us to learn from our experiences and store these memories in a structured way."

Researchers studied mice brains, focusing on the deeper layers of the lateral entorhinal cortex, where they discovered specialized, item-outcome neurons essential for learning. Odors are critical sensory cues for item memory in mice. Some neurons became active when exposed to the scent of banana, associated with a sucrose water reward. Other neurons responded to the smell of pine, associated with a bitter water negative outcome. A mental map divided into those two categories was formed in the LEC.

Anatomically, neurons in the deep-layer LEC are tightly connected with neurons in another brain region, the medial prefrontal cortex. Team members observed that neurons in the mPFC developed a similar mental map during the learning process.

They also found that when the activity of the LEC neurons was inhibited, those in the mPFC failed to properly distinguish between positive and negative items, leading to impaired learning. Conversely, when the mPFC neurons were inhibited, the ability of the LEC to keep item memories separate was totally disrupted, impairing learning and item memory recall. This data indicated that the LEC and mPFC are co-dependent, working together to encode item memory.

"This study is a significant advancement in our understanding of how item memory is generated in the brain," Igarashi said. "This knowledge now opens up new avenues for investigating memory disorders, such as Alzheimer's disease. Our data suggests that item memory neurons in the LEC lose their activity in Alzheimer's. If we can find a way to reactivate these neurons, it could lead to targeted therapeutic interventions."

The two leading authors of this work were graduate students Heechul Jun of the Medical Scientist Training Program and Jason Y. Lee of the Interdepartmental Neuroscience Program. Other team members included research technicians Nicholas R. Bleza and Ayana Ichii, as well as postdoctoral researcher Jordan Donohue from the Kei Igarashi lab. Igarashi is a joint faculty member in the Department of Biomedical Engineering and a member of the Center for Neural Circuit Mapping, the Center for the Neurobiology of Learning and Memory, and the Institute for Memory Impairments and Neurological Disorders.

The study was supported by the National Institutes of Health under awards R01MH121736, R01AG063864, R01AG066806, R01AG086441, F31AG069500 and F31AG074650; BrightFocus Foundation research grant A2019380S; and UC Irvine Medical Scientist Training Program grant T32GM008620.
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Study finds long COVID affects adolescents differently than younger children | ScienceDaily
Scientists investigating long COVID in youth found similar but distinguishable patterns between school-age children (ages 6-11 years) and adolescents (ages 12-17 years) and identified their most common symptoms. The study, supported by the National Institutes of Health (NIH) and published in JAMA, comes from research conducted through the NIH's Researching COVID to Enhance Recovery (RECOVER) Initiative, a wide-reaching effort to understand, diagnose, treat, and prevent long COVID, a condition marked by symptoms and health problems that linger after an infection with SARS-CoV-2, the virus that causes COVID-19.


						
Children and adolescents were found to experience prolonged symptoms after SARS-CoV-2 infection in almost every organ system with most having symptoms affecting more than one system.

"Most research characterizing long COVID symptoms is focused on adults, which can lead to the misperception that long COVID in children is rare or that their symptoms are like those of adults," said David Goff, M.D., Ph.D., division director for the Division of Cardiovascular Sciences at the NIH's National Heart, Lung, and Blood Institute. "Because the symptoms can vary from child to child or present in different patterns, without a proper characterization of symptoms across the life span, it's difficult to know how to optimize care for affected children and adolescents."

The observational study included 3,860 children and adolescents with a SARS-CoV-2 infection history at more than 60 sites across the United States between March 2022 and December 2023. A comparison group of 1,516 children and adolescents with no history of a SARS-CoV-2 infection were also included to disentangle whether prolonged symptoms of those who had experienced COVID-19 were related to SARS-CoV-2 itself or more broadly related to the effects of the pandemic.

Caregivers completed a comprehensive symptom survey that asked about 75 prolonged symptoms in all major body systems that occurred at least 90 days after an initial SARS-CoV-2 infection and lasted for at least a month. They also completed a survey asking for their perception of the child's overall health, physical health, and quality of life. The researchers then employed a commonly used statistical technique to identify which symptoms were best at differentiating participants who did and did not have history of SARS-CoV-2 infection. They identified combinations of symptoms distinct for each age group that together generated a long COVID research index, which indicates the likely condition of long COVID.

Researchers identified 18 prolonged symptoms that were more common in school-age children, including headache (57%), followed by trouble with memory or focusing (44%), trouble sleeping (44%), and stomach pain (43%). Other common symptoms in school-age children not included in the research index included body, muscle, and joint pain; daytime tiredness/sleepiness or low energy; and feeling anxious.

In adolescents, 17 symptoms were more common, including daytime tiredness/sleepiness or low energy (80%); body, muscle, or joint pain (60%); headaches (55%); and trouble with memory or focusing (47%). Feeling anxious and trouble sleeping were other commonly reported symptoms that were not included in the research index.




"The symptoms that make up the research index are not the only symptoms a child may have and they're not the most severe, but they are most predictive in determining who may have long COVID," said Rachel Gross, M.D., associate professor in the departments of pediatrics and population health at New York University Grossman School of Medicine and lead author on the study.

Fourteen symptoms overlapped between the age groups. Comparing previous research on long COVID in adults, the new study found that adults and adolescents had a greater overlap in symptoms, such as loss of or change in smell or taste. Researchers found less overlap between adults and school-age children, underscoring the importance of age-based long COVID research.

The study identified separate research indexes for school-age children and adolescents along with overlapping, but distinguishable symptom patterns in each group. Of the 751 school-age children that had COVID-19, 20% met the long COVID research index threshold. Of the 3,109 adolescent children with a history of SARS-CoV-2 infection, 14% met the research index threshold, though researchers noted that these numbers should not be used as measures of incidence in the general population, since their study may have included more children with long COVID than the overall population.

Scientists note that the research index provides a framework for looking at common symptoms for research purposes -- not necessarily as a guide for clinical care -- and will likely be refined as researchers study more children with and without long COVID.

"Our next step is to study children ages 5 years and younger so we can better understand long COVID in the very young," said Gross.

In compliance with NIH's Data Sharing and Management Policy, a dataset containing RECOVER Pediatric Observational Cohort Study data collected through June 15, 2024 -- which includes data used for this publication -- will be released on NHLBI BioData Catalyst(r) this fall.

Research reported in this press release was supported by NIH under award numbers OT2HL161841, OT2HL161847, and OT2HL156812. Additional support came from grant R01 HL162373. The content is solely the responsibility of the authors and does not necessarily represent the official views of the NIH. For more information on RECOVER, visit https://recovercovid.org
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Compound in rosemary extract can reduce cocaine sensitivity | ScienceDaily
A team of researchers led by the University of California, Irvine has discovered that an antioxidant found in rosemary extract can reduce volitional intakes of cocaine by moderating the brain's reward response, offering a new therapeutic target for treating addiction.


						
The study, recently published online in the journal Neuron, describes team members' focus on a region of the brain called the globus pallidus externus, which acts as a gatekeeper that regulates how we react to cocaine. They discovered that within the GPe, parvalbumin-positive neurons are crucial in controlling the response to cocaine by changing the activity neurons releasing the pleasure molecule dopamine.

"There are currently no effective therapeutics for dependence on psychostimulants such as cocaine, which, along with opioids, represent a substantial health burden," said corresponding author Kevin Beier, UC Irvine associate professor of physiology and biophysics. "Our study deepens our understanding of the basic brain mechanisms that increase vulnerability to substance use disorder-related outcomes and provides a foundation for the development of new interventions."

Findings in mice revealed that globus pallidus externus parvalbumin-positive cells, which indirectly influence the release of dopamine, become more excitable after being exposed to cocaine. This caused a drop in the expression of certain proteins that encode membrane channels that usually help keep the globus pallidus cell activity in check. Researchers found that carnosic acid, an isolate of rosemary extract, selectively binds to the affected channels, providing an avenue to reduce response to the drug in a relatively specific fashion.

"Only a subset of individuals are vulnerable to developing a substance use disorder, but we cannot yet identify who they are. If globus pallidus cell activity can effectively predict response to cocaine, it could be used to measure likely responses and thus serve as a biomarker for the most vulnerable," Beier said. "Furthermore, it's possible that carnosic acid could be given to those at high risk to reduce the response to cocaine."

The next steps in this research include thoroughly assessing negative side effects of carnosic acid and determining the ideal dosage and timing. The team is also interested in testing its efficacy in reducing the desire for other drugs and in developing more potent and targeted variants.

In addition to UC Irvine researchers, scientists from the University of West Virginia and the University of Colorado participated in the study.

This work was supported by grants from the National Institutes of Health, One Mind, the Alzheimer's Association, New Vision Research, BrightFocus Foundation, and the Brain & Behavior Research Foundation.
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Organized youth sports are increasingly for the privileged | ScienceDaily
A sweeping study of U.S. youth sports participation over the past 60 years found that there has been a significant increase over time in kids playing organized sports -- but particularly among more privileged, educated families.


						
A national survey found that about 70% of Americans born in the '90s and reaching age 18 by 2015-16 said they took part in organized sports through recreational, school, or club teams. This finding showed a rather steady increase in organized sports participation across generations. Slightly more than half of those born in the '50s reported participating in organized youth sports.

But there were also significant generational variations in who took part in organized sports, the study found.

For kids born in the '50s, there were essentially no class differences in who played organized sports. But for kids born in the '90s, the share of those who played organized sports grew to be 24 percentage points higher when they had a college-educated parent when compared to not having had a college-educated parent.

"Childhood social class matters when it comes to whether you have the opportunity to participate in organized sports, something which is a relatively recent development," said Chris Knoester, lead author of the study and professor of sociology at The Ohio State University.

"We found that privileged families seem to be leveraging their advantages to strategically and intentionally invest in organized sports participation. That can give their children big benefits."

Knoester conducted the study with Chris Bjork, professor of education at Vassar. Their results were published recently in the journal Leisure/Loisir.

A major contribution of the study is providing an in-depth review of how patterns of youth sports participation have changed over the past 60 years, something that hasn't been done before, Knoester said.




The study used data from the National Sports and Society Survey, conducted in 2018 and 2019 by Ohio State. It included a sample of 3,935 adults from across the country who answered questions about their sports participation as children.

The finding that youth from privileged families are increasingly dominating organized sports speaks to the increased privatization of the youth sports industry, enhanced reliance on parents' involvement, and huge growth of club sports, according to the researchers.

"There has been a dramatic decrease in public support for extracurricular activities in schools that started in the '80s, including sports," Bjork said.

"One result has been the growth of club sports, which can be very expensive, and not all parents are in the position to afford that for their kids."

The average family paid $883 annually for one child's primary sport in 2022, according to Project Play by the Aspen Institute.

For many privileged parents, organized and especially private club sports are seen as a way to help their kids excel in a sport, potentially setting them up for college scholarships and a springboard to success in life, Knoester said.




The fact that fewer families have access to this because of the expense is concerning, he said.

One positive trend the study documented was the growth of girls participating in youth sports, Knoester said.

Among kids born in the 50's and growing up throughout the '60s, only about 45% of girls took part in organized sports, way behind boys. But by the '90s, about 70% of girls were out on the fields and courts, right on par with boys.

A lot of that had to do with Title IX, a federal law passed in 1972 that prohibited schools from sex-based discrimination, including in sports.

"It resulted in a dramatic increase in the number of girls taking part in sports," Knoester said.

And Americans saw one outcome of that in the recent Olympic games in Paris.

The U.S. won 126 medals, the most of any country -- and women won 67 of them, Knoester noted. In fact, if the U.S. women were their own nation, they would have placed third in the overall medal count, behind only the U.S. and China.

"Title IX and the increase in girls playing sports really set the stage for what we saw in Paris this summer, with the domination of U.S. women," Knoester said.

Another key finding of the study was that, while sports participation has increased over the generations, there has also been a concerning rise in the proportion of kids who start playing, but then drop out.

For those born in the '50s, just over 50% of those who started playing organized sports as children dropped out before they turned 18. But for those born in the '90s, over 70% of those who started playing organized sports dropped out before they reached adulthood. It is now much more common for children to play sports and drop out than to play continually or to never play while growing up.

A previous study by Knoester and colleagues showed that many kids who drop out do it because they were not having fun, or felt they were not a good enough player. This study suggests that the problem has been getting worse for recent generations of kids, Knoester said.

The issue of more youth dropping out of sports may be connected to the growth of club sports and the pressures kids feel to excel, the researchers said.

"Underlying all of this is the dramatic shift from sports being seen as a way to have fun and make friends and learn life lessons to sports being a way to get ahead in life," Bjork said.

There's a need to return to the promise of youth sports as a positive and inclusive force in society, and a way to help all kids meet health goals, make friends and learn how to work together, Knoester said.

"We need to find ways to keep kids involved and positive on the fields and courts, without the hyper-competitive, high-pressure, expensive culture that seems to predominate today," he said.
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Researchers use AI tools to uncover connections between radiotherapy for lung cancer and heart complications | ScienceDaily
Researchers from Brigham and Women's Hospital, a founding member of the Mass General Brigham healthcare system, have used artificial intelligence tools to accelerate the understanding of the risk of specific cardiac arrhythmias when various parts of the heart are exposed to different thresholds of radiation as part of a treatment plan for lung cancer. Their results are published in JACC: CardioOncology.


						
"Radiation exposure to the heart during lung cancer treatment can have very serious and immediate effects on a patient's cardiovascular health," said corresponding author Raymond Mak, MD, of the Department of Radiation Oncology at Brigham and Women's Hospital. "We are hoping to inform not only oncologists and cardiologists, but also patients receiving radiation treatment, about the risks to the heart when treating lung cancer tumors with radiation."

The emergence of artificial intelligence tools in health care has been groundbreaking and has the potential to positively reshape the continuum of care, including informing treatment plans for patients with cancer. Mass General Brigham, as one of the nation's top integrated academic health systems and largest innovation enterprises, is leading the way in conducting rigorous research on new and emerging technologies to inform the responsible incorporation of AI into care delivery.

For patients receiving radiation therapy to treat non-small cell lung cancer (NSCLC), arrhythmias or irregular rhythms of the heart can be common. Because of the close proximity of the heart to the lungs and with NSCLC tumors being near or around the heart, the heart can receive collateral damage from radiation dose spillage meant to target the cancer tumors. Prior studies have found that this type of exposure to the heart is associated with general cardiac issues. However, this nuanced study demonstrated that the risk for different types of arrhythmias can vary significantly based on the pathophysiology and cardiac structures that are exposed to different levels of radiation.

In order to classify the types of arrhythmias that are associated with cardiac substructures receiving radiation, researchers conducted a retrospective analysis on 748 patients in Massachusetts, who were treated with radiation for locally advanced NSCLC. The arrhythmia subtypes cataloged included atrial fibrillation, atrial flutter, other supraventricular tachycardia, bradyarrhythmia, and ventricular tachyarrhythmia or asystole.

The team's statistical analyses indicated that about one out of every six patients experienced at least one grade 3 arrhythmia with a median time of 2.0 years until the first arrhythmia. Grade 3 classifications are considered serious events that likely need intervention or require hospitalization. They also found that almost one-third of patients who experienced arrhythmias also suffered from major adverse cardiac events.

The arrhythmia classes outlined in the study did not entirely encompass the range of heart rhythm issues that are possible, but the authors note that these observations still create a better understanding of the possible pathophysiology pathways and potential avenues for minimizing cardiac toxicity after receiving radiation treatment. Their work also offers a predictive model for dose exposure and the type of expected arrhythmia.

For the future, the researchers believe that radiation oncologists should collaborate with cardiology experts to better understand the mechanisms of heart injuries and their connection to radiation treatment. In addition, they should take advantage of modern radiation treatment to actively sculpt radiation exposure away from the specific cardiac regions that are at high risk for causing arrhythmias. According to Mak, this study, alongside previous research, will help with surveillance, screening, and informing radiation oncologists on which parts of the heart to limit radiation exposure to, and in turn, mitigate complications.

"An interesting part of what we did was leverage artificial intelligence algorithms to segment structures like the pulmonary vein and parts of the conduction system to measure the radiation dose exposure in over 700 patients. This saved us many months of manual work," said Mak. "So, not only does this work have potential clinical impact, but it also opens the door for using AI in radiation oncology research to streamline discovery and create larger datasets."
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Novel molecular imaging tool objectively measures and diagnoses smell disorders | ScienceDaily
A new fluorescent imaging probe can for the first time objectively and non-invasively measure loss of smell, clinically known as anosmia. Targeting the olfactory nerve, the new tool has potential to eliminate biopsies used to diagnose certain anosmia conditions and to aid in the development of therapeutic interventions. This research was published in the August issue of The Journal of Nuclear Medicine.


						
Research shows that an estimated 13.3 million adults in the United States have a vast range of smell disorders and that 3.4 million endure severe hyposmia or complete anosmia. However, these studies were performed before the COVID-19 virus pandemic and therefore severely underestimate people currently with smell disorders.

"Despite the fundamental importance of the sense of smell in the quality of life and the high prevalence of anosmia, no objective, user-independent methods to assess the perception of smell is currently available either clinically or for use in human or research animal settings," noted Dauren Adilbay, MD, assistant professor in the Otolaryngology/Head and Neck Surgery Department at the Medical University of South Carolina, in Charleston, South Carolina. "We sought to investigate a novel way to diagnose loss of smell using a special fluorescent imaging agent, Tsp1a-IR800P."

Tsp1a-IR800P targets sodium channel 1.7 (Nav1.7), which plays a critical role in olfaction by aiding the signal propagation to the olfactory bulb. To determine the expression of Nav1.7, researchers conducted Tsp1a-IR800P imaging of mice with normal smell, mice with chemically-induced anosmia. Additional imaging studies were performed on olfactory epithelium tissues of non-human primates. Olfactory epithelium of COVID-19 infected hamsters and human cadavers of patients previously diagnosed with COVID-19 and succumbed to disease were also imaged.

Nav1.7 was found to be abundantly expressed in subjects with a normal sense of smell, while in subjects with anosmia the expression of Nav1.7 was significantly diminished, as shown by the fluorescence signal. Lowering of signal intensity that is proportional to the degree of damage was also noted, meaning that lower fluorescent emissions/signal may indicate loss of smell and that higher fluorescent emissions/signal may indicate treatment response and smell recovery.

Study authors noted that this fluorescent imaging agent has potential to be used in the physician's office setting with an endoscope to diagnose smell disorders. It can also be immediately applied to preclinical studies in animal models (where objective and non-invasive tools do not exist) to evaluate the efficacy of pharmacological interventions that restore sense of smell and thereby aid in development of novel therapeutics.

"Early-stage detection of smell disorders can potentially lead to timely interventions that can treat the disease or minimize disease progression and thereby contributing to improved quality of life for the patients," said Naga Vara Kishore Pillarsetty, PhD, professor in the Department of Radiology at Memorial Sloan Kettering Cancer Center in New York, New York. "This innovation could lead to the development of similar imaging agents for other sensory and neurological disorders, broadening the scope of molecular imaging."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/08/240820221825.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



It only takes 15 minutes to change your health | ScienceDaily
Corporate Cup, lunchtime yoga, or even 'walk and talks', organisations come up with all sorts of wellness initiatives to encourage people to be more active in the workplace. But before you duck and hide, new research shows that all it takes is 15 minutes and a touch of gamification to put you on the path to success.


						
Assessing results from 11,575 participants, across 73 Australian, New Zealand, and UK companies, University of South Australia researchers found that a gamified workplace wellness program -- the 15 Minute Challenge* -- leads to substantial increases in physical activity levels, with 95% of participants meeting (36%) or exceeding (59%) physical activity guidelines.

In addition, participants' average daily physical activity levels increased by 12 minutes per day (85 minutes per week) throughout the six-week challenge, with the median daily exercise duration being 45 minutes.

Participants also reported improvements in fitness (14%), energy (12%), overall health (8%), sleep quality (8%), and mood (7.1%).

The WHO recommends that adults (aged 18-64) should do at least 150- 300 minutes of moderate-intensity aerobic physical activity, or at least 75-150 minutes of vigorous-intensity aerobic physical activity over a week. In Australia 37% of adults and 83% of teenagers do not meet the recommended levels of physical activity.

Lead researcher, UniSA's Dr Ben Singh, says the 15 Minute Challenge presents an effective mechanism to help boost employee health and wellbeing in the workplace.

"Regular physical activity provides significant physical and mental health benefits. It plays a key role in preventing and managing chronic disease, such as cardiovascular disease, type 2 diabetes, and cancer, and it also reduce symptoms of depression and anxiety," Dr Singh says.




"Yet around half of Australian adults do not meet the recommended levels of physical activity.

"With the majority of adults spending much of their waking time working, workplaces present ideal settings for promoting physical activity.

"In this study we showed that as little as 15 minutes of physical activity per day, can make a big difference when it comes to people's health and wellbeing. And while the program only required 15 minutes of activity, most people tended to do more.

"The 15-minute goal essentially serves as an accessible starting point -- especially for people who are particularly sedentary. So, it reduces barriers to entry and helps build the habit of regular exercise.

"Ultimately, the 15-minutes is a catalyst for increased physical activity, with many participants ending up exceeding the minimum goal and moving closer to or surpassing national recommendations."

Co-researcher, UniSA's Professor Carol Maher says that part of the program's success is in the gamification and the social aspects of the app.




"Encouraging and keeping your team-mates accountable through friendly competition is central to the 15 Minute Challenge app, and a key part of what motivates participants to stay committed and connected," Prof Maher says.

"The program encourages team collaboration, to track rankings, and display cumulative exercise. Achievements are clearly noted, and successes are celebrated. So, it's certainly a tool that engages people to work together and have fun.

"What we need to remember, however, is that addressing inactivity is everyone's responsibility. So, if an employer can initiate an effective, enjoyable, and cost-effective option to support their employees, it's a win-win.

"Physically active employees are happier and healthier; they are more productive, more satisfied, less stressed and less likely to get sick. Sustainable, scalable initiatives -- like the 15 Minute Challenge -- that can support employees to change their health and well-being for the better, should be on every employer's agenda."
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Gut bioelectricity provides a path for 'bad' bacteria to cause diseases | ScienceDaily

This question is fundamental for infectious disease experts and people who study bacteria. Harmful pathogens, like Salmonella, find their way through a complex gut system where they are vastly outnumbered by good microbes and immune cells. Still, the pathogens navigate to find vulnerable entry points in the gut that would allow them to invade and infect the body.

A team of UC Davis Health researchers has discovered a novel bioelectrical mechanism these pathogens use to find these openings. Their study was published today in Nature Microbiology.

Bacteria breaking through the gated gut

Salmonella cause about 1.35 million illnesses and 420 deaths in the United States every year. To infect someone, this pathogen needs to cross the gut lining border.

"When ingested, Salmonella find their way to the intestines. There, they are vastly outnumbered by over 100 trillion good bacteria (known as commensals). They are facing the odds of one in a million!" said the study's lead author Yao-Hui Sun. Sun is a research scientist affiliated with the Departments of Internal Medicine, Ophthalmology and Vision Science, and Dermatology.

To learn how Salmonellae find their way in the intestine, the researchers observed the movement of S. Typhimurium bacteria (a strain of Salmonella) and compared it to that of a harmless strain of Escherichia coli (E. coli) bacteria.




Navigating a complex gut landscape

The intestine has a very complex landscape. Its epithelial structure includes villus epithelium and follicle-associated epithelium (FAE). Villus epithelium is made of absorptive cells (enterocytes) with protrusions that help with nutrient absorption.

FAE, on the other hand, contains M cells overlying small clusters of lymphatic tissue known as Peyer's patches. These M cells are tasked with antigen sampling. They act as the immune system's first line of defense against microbial and dietary antigens.

Findings

The research that was done on a mouse model showed that Salmonellae detect electric signals in FAE. They move toward this part of the gut where they find openings through which they can enter. This process of cell movement in response to electric fields is called galvanotaxis, or electrotaxis.

"Our study found that this 'entry point' has electric fields that the Salmonella bacteria take advantage of to pass," said the study's senior author Min Zhao. Zhao is a UC Davis professor of ophthalmology and dermatology and a researcher affiliated with the Institute for Regenerative Cures.




The study also showed that E. coli and Salmonella respond differently to bioelectric fields. They have opposite responses to the same electric cue. While E. coli clustered next to the villi, Salmonella gathered to FAE.

The study detected electric currents that loop by entering the absorptive villi and exiting the FAE.

"Notably, the bioelectric field in the gut epithelia is configured in a way that Salmonellae take advantage of to be sorted to the FAE and less so for E. coli," explained Sun. "The pathogen seems to prefer the FAE as a gateway to invade the host and cause infections."

Previous studies have indicated that bacteria use chemotaxis to move around. With chemotaxis, the bacteria sense chemical gradients and move towards or away from specific compounds. But the new study suggests that the galvanotaxis of Salmonella to the FAE does not occur through chemotaxis pathways.

"Our study presents an alternative or a complementary mechanism in modulating Salmonella targeting to the gut epithelium," Zhao said.

Potential link to IBD and other gut disorders

The study might have the potential to explain complex chronic diseases, such as inflammatory bowel disease (IBD).

"This mechanism represents a new pathogen-human body "arms race" with potential implications for other bacterial infections as well as prevention and treatment possibilities," Zhao said. "It is believed that the root cause of IBD is an excessive and abnormal immune response against good bacteria. It will be interesting to learn whether patients prone to have IBD also have aberrant bioelectric activities in gut epithelia."

UC Davis Health coauthors of the study are Fernando Ferreira, Brian Reid, Kan Zhu, Li Ma, Briana M. Young, and Renee M. Tsolis. Other coauthors are Catherine E. Hagan and Alex Mogilner.
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Hospital bacteria tracked better than ever before with new technique | ScienceDaily
Researchers have developed a new genomic technique that can track the spread of multiple superbugs in a hospital simultaneously, which could help prevent and manage common hospital infections quicker and more effectively than ever before.


						
The proof-of-concept study, from the Wellcome Sanger Institute, the University of Oslo, Fondazione IRCCS Policlinico San Matteo in Italy, and collaborators, details a new deep sequencing approach that captures all the common infectious bacteria in a hospital at once. Current methods culture and sequence all pathogens separately which takes longer and requires more work.

Published today (20 August) in the Lancet Microbe, the study captured the whole population of pathogenic bacteria found in multiple hospital intensive care units (ICUs) and ordinary wards during the first wave of the 2020 COVID-19 pandemic. Researchers could see the type of bacteria patients had, including any well-known antibiotic-resistant pathogens found in hospitals.

They discovered that each ICU patient tested in the study was colonised by at least one such treatment-resistant bacteria, while the majority were colonised by several of them simultaneously.

Researchers believe their approach could be integrated with existing hospital clinical surveillance systems. As drug resistance is a widespread issue in hospitals and other clinical settings, this system could identify, track and limit the spread of common multiple treatment-resistant bacteria at the same time.

Bacteria are commonly found in or on the body without causing harm, known as colonisation. However, if certain strains get into the bloodstream due to a weakened immune system they can cause severe and life-threatening infections, unless they can be effectively treated with antibiotics.

As an added challenge for healthcare providers, some of these bacteria are antibiotic-resistant (AMR). Infections caused by AMR bacteria are a major issue in hospitals, with these treatment-resistant bacteria predicted to cause more deaths than cancer by 20501. While some hospitals test for AMR bacteria on arrival, no system effectively tracks all multi-drug resistant bacteria throughout a hospital.




Over the last 15 years, genomic surveillance has become a powerful tool for tracking pathogen evolution and transmission, giving critical insights to help manage the spread of disease.

However, current methods involve culturing a single strain of bacteria in a sample at a time and then conducting whole genome sequencing for all of them separately. This is a labour-intensive process, which can easily take several days and only provides a partial snapshot of all the clinically relevant bacteria found in a sample.

In this new study from the Wellcome Sanger Institute, the University of Oslo, Fondazione IRCCS Policlinico San Matteo in Italy, and collaborators, the team developed a new approach that captured whole genome sequencing data across multiple pathogens at once. This is known as a 'pan-pathogen' deep sequencing approach and can provide genomic data as rapidly as hospitals can process the samples.

The team took samples from 256 patients in an Italian hospital, capturing bacteria found in the gut, upper airways, and lungs. The 2,418 DNA samples could be associated with 52 species of bacteria. 66 per cent (2,148) of these were made up of different strains of the seven most common bacterial infections2 seen in hospitals.

They found that patients in ICUs were colonised by at least one bacterium with the potential to cause severe disease at any time, and that clinically important AMR genes were present in at least 40 per cent of these.

The team effectively mapped the spread of hospital bacteria across a 5-week sampling timeframe, allowing them to also predict which bacteria were most likely to appear in infections acquired while in the hospital.




Professor Jukka Corander, co-senior author from the Wellcome Sanger Institute and the University of Oslo, said: "Our method that captures genetic information on multiple bacterial strains at the same time has the potential to transform the genomic surveillance of pathogens, enabling us to capture essential information both quicker and more comprehensively than ever before without losing resolution. With our proof-of-concept study, this approach can now confidently be used in future research to capture the full breadth of high-risk bacteria in an area, and hopefully by hospitals to help track and limit the spread of treatment-resistant bacteria."

Dr Harry Thorpe, first author from the University of Oslo and visiting worker at the Wellcome Sanger Institute, said: "Our study is an example of how we can use the power of genomics to create a full picture of antibiotic-resistant bacteria across intensive care units and also elsewhere in hospitals. Antibiotic-resistant bacteria evolve and spread quickly, and therefore our tracking methods have to keep pace with them. Knowing the sequencing of all the bacteria in a sample gives a more complete picture of the diversity found in an area, which is crucial in predicting risk and understanding the external factors involved in the spread of a specific strain."

Professor Fausto Baldanti, Director of the Microbiology and Virology Unit, Fondazione IRCCS Policlinico San Matteo, said "Our Unit detected the first COVID-19 case in the Western world, and we witnessed the dawn of the pandemic along with the huge scientific effort worldwide on SARS-COV2. However, the study by our researchers showed that superbugs did not disappear. Indeed, the simultaneous presence of multiple species of drug-resistant bacteria in ICU wards admitting COVID-19 patients could have been a relevant component of the clinical manifestation of the new disease in those dramatic days."

Professor Nicholas Thomson, co-senior author from the Wellcome Sanger Institute, said: "Antibiotic-resistant infections are an ongoing issue in hospitals, and while healthcare professionals work hard to minimise these as much as possible, it's hard to fight against something you can't fully see. Integrating a deep genomic sequencing approach into healthcare systems in this way gives those working in hospitals a new opportunity to see and track these bacteria, assisting in diagnosing infections and allowing outbreaks to be identified and controlled. Integration of this approach could help develop and improve guidelines for assessing and managing the risk of treatment-resistant infections for all the patients in a hospital, particularly those on intensive care units."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/08/240820221811.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Red and processed meat consumption associated with higher type 2 diabetes risk, study of two million people finds | ScienceDaily
Meat consumption, particularly consumption of processed meat and unprocessed red meat, is associated with a higher type 2 diabetes risk, an analysis of data from 1.97 million participants, published today in The Lancet Diabetes and Endocrinology, has found.


						
Global meat production has increased rapidly in recent decades and meat consumption exceeds dietary guidelines in many countries. Earlier research indicated that higher intakes of processed meat and unprocessed red meat are associated with an elevated risk of type 2 diabetes, but the results have been variable and not conclusive.

Poultry such as chicken, turkey, or duck is often considered to be an alternative to processed meat or unprocessed red meat, but fewer studies have examined the association between poultry consumption and type 2 diabetes.

To determine the association between consumption of processed meat, unprocessed red meat and poultry and type 2 diabetes, the team led by researchers at the University of Cambridge used the global InterConnect project to analyse data from 31 study cohorts in 20 countries. Their extensive analysis took into account factors such as age, gender, health-related behaviours, energy intake and body mass index.

The researchers found that the habitual consumption of 50 grams of processed meat a day -- equivalent to 2 slices of ham -- is associated with a 15% higher risk of developing type 2 diabetes in the next 10 years. The consumption of 100 grams of unprocessed red meat a day -- equivalent to a small steak -- was associated with a 10% higher risk of type 2 diabetes.

Habitual consumption of 100 grams of poultry a day was associated with an 8% higher risk, but when further analyses were conducted to test the findings under different scenarios the association for poultry consumption became weaker, whereas the associations with type 2 diabetes for each of processed meat and unprocessed meat persisted.

Professor Nita Forouhi of the Medical Research Council (MRC) Epidemiology Unit at the University of Cambridge, and a senior author on the paper, said:

"Our research provides the most comprehensive evidence to date of an association between eating processed meat and unprocessed red meat and a higher future risk of type 2 diabetes. It supports recommendations to limit the consumption of processed meat and unprocessed red meat to reduce type 2 diabetes cases in the population.




While our findings provide more comprehensive evidence on the association between poultry consumption and type 2 diabetes than was previously available, the link remains uncertain and needs to be investigated further."

InterConnect uses an approach that allows researchers to analyse individual participant data from diverse studies, rather than being limited to published results. This enabled the authors to include as many as 31 studies in this analysis, 18 of which had not previously published findings on the link between meat consumption and type 2 diabetes. By including this previously unpublished study data the authors considerably expanded the evidence base and reduced the potential for bias from the exclusion of existing research.

Lead author Dr Chunxiao Li, also of the MRC Epidemiology Unit, said:

"Previous meta-analysis involved pooling together of already published results from studies on the link between meat consumption and type 2 diabetes, but our analysis examined data from individual participants in each study. This meant that we could harmonise the key data collected across studies, such as the meat intake information and the development of type 2 diabetes.

Using harmonised data also meant we could more easily account for different factors, such as lifestyle or health behaviours, that may affect the association between meat consumption and diabetes. "

Professor Nick Wareham, Director of the MRC Epidemiology Unit, and a senior author on the paper said:

"InterConnect enables us to study the risk factors for obesity and type 2 diabetes across populations in many different countries and continents around the world, helping to include populations that are under-represented in traditional meta-analyses.




Most research studies on meat and type 2 diabetes have been conducted in USA and Europe, with some in East Asia. This research included additional studies from the Middle East, Latin America and South Asia, and highlighted the need for investment in research in these regions and in Africa.

Using harmonised data and unified analytic methods across nearly 2 million participants allowed us to provide more concrete evidence of the link between consumption of different types of meat and type 2 diabetes than was previously possible."

InterConnect was initially funded by the European Union's Seventh Framework Programme for research, technological development and demonstration under grant agreement no 602068.
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Mother's gut microbiome during pregnancy shapes baby's brain development | ScienceDaily

Researchers have compared the development of the fetal brain in mice whose mothers had no bacteria in their gut, to those whose mothers were given Bifidobacterium breve orally during pregnancy, but had no other bacteria in their gut.

Nutrient transport to the brain increased in fetuses of mothers given Bifidobacterium breve, and beneficial changes were also seen in other cell processes relating to growth.

Bifidobacterium breve is a 'good bacteria' that occurs naturally in our gut, and is available as a supplement in probiotic drinks and tablets.

Obesity or chronic stress can alter the gut microbiome of pregnant women, often resulting in fetal growth abnormalities. The babies of up to 10% of first-time mothers have low birth weight or fetal growth restriction. If a baby hasn't grown properly in the womb, there is an increased risk of conditions like cerebral palsy in infants and anxiety, depression, autism, and schizophrenia in later life.

These results suggest that improving fetal development -- specifically fetal brain metabolism -- by taking Bifidobacterium breve supplements while pregnant may support the development of a healthy baby.

The results are published today in the journal Molecular Metabolism.

"Our study suggests that by providing 'good bacteria' to the mother we could improve the growth and development of her baby while she's pregnant," said Dr Jorge Lopez-Tello, a researcher in the University of Cambridge's Centre for Trophoblast Research, first author of the report.




He added: "This means future treatments for fetal growth restriction could potentially focus on altering the gut microbiome through probiotics, rather than offering pharmaceutical treatments -- with the risk of side effects -- to pregnant women."

"The design of therapies for fetal growth restriction are focused on improving blood flow pathways in the mother, but our results suggest we've been thinking about this the wrong way -- perhaps we should be more focused on improving maternal gut health," said Professor Amanda Sferruzzi-Perri, a researcher in the University of Cambridge's Centre for Trophoblast Research and senior author of the report, who is also a Fellow of St John's College, Cambridge.

She added: "We know that good gut health -- determined by the types of microbes in the gut -- helps the body to absorb nutrients and protect against infections and diseases."

The study was carried out in mice, which allowed the effects of Bifidobacterium breve to beassessed in a way that would not be possible in humans -- the researchers could precisely control the genetics, other microorganisms and the environment of the mice. But they say the effects they measured are likely to be similar in humans.

They now plan further work to monitor the brain development of the offspring after birth, and to understand how Bifidobacterium breve interacts with the other gut bacteria present in natural situations.

Previous work by the same team found that treating pregnant mice with Bifidobacterium breve improves the structure and function of the placenta. This also enables a better supply of glucose and other nutrients to the developing fetus and improves fetal growth.

"Although further research is needed to understand how these effects translate to humans, this exciting discovery may pave the way for future clinical studies that explore the critical role of the maternal microbiome in supporting healthy brain development before birth," said Professor Lindsay Hall at the University of Birmingham, who was also involved in the research.

While it is well known that the health of a pregnant mother is important for a healthy baby, the effect of her gut bacteria on the baby's development has received little attention.
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Incorporating humidity improves estimations of climate impacts on health | ScienceDaily
Governments, medical institutions and other bodies require accurate models on health-related matters in order to better organize their activities. Climate change has measurable impacts on society, including on human mortality. However, current models to assess the health impacts of climate change do not account for every environmental parameter, especially humidity, which could influence heat stress perceived by the human body, leaving room for improvement. For the first time, researchers, including those from the University of Tokyo, successfully incorporated humidity data from hundreds of cities into so-called heat stress indicators (HSIs) and assessed their performances in predicting heat-related deaths.


						
Climate change used to be called global warming for good reason: Broadly, temperatures the world over are rising. However, there are other concerns beyond just air temperature; one of these which is incredibly important in some parts of the world is humidity, the amount of water in the air. It's important as humidity can affect our ability to cool ourselves down through sweating, when water evaporates from our skin. In high humidity environments, this evaporative cooling is less effective and after a point, it becomes impossible.

"I'd been investigating the effect of irrigation around urban areas on heat stress, and how it is related to human health," said research fellow Qiang Guo from the University of Tokyo's Department of Global Health Policy. "Depending on what HSIs you looked at, the results and implications appeared quite different. This discrepancy pushed my team and me to look for the best combination of temperature and humidity which would most accurately estimate human-perceived heat stress. And we wanted to make sure this method would apply to different environments."

Guo and his team gathered daily human death and climate data, which included air temperature, relative humidity, wind speed and incident solar radiation, for 739 cities in 43 countries or territories. They calculated eight different HSIs based on the climate data. Most HSIs use air temperature and humidity as inputs, while others also include wind speed and solar radiation. By using sophisticated models called distributed lag nonlinear models and machine learning, the team found the key factor responsible for the performances of HSIs in different locations is the relationship between daily temperature and humidity.

"The effectiveness of HSIs incorporating humidity varies according to geography. We detected locations where humid heat is a more accurate predictor to model heat-related deaths, including coastal and large lake areas of the U.S., Peru, South Korea and Japan. Utilizing HSIs in these regions, such as wet bulb globe temperature, which mimics how humans feel heat, could improve accuracy of heat-health alert systems," said Guo. "Of course, there are many other factors to consider: for example, socioeconomic issues. Due to data availability, our study mainly focused on the developed regions, and many developing regions under severe heat stress are not included in our analysis. Because of this, in the future we plan to collect additional data and conduct analyses for regions in the Global South. Our goal is to better assist people in developing economies in reducing the health impacts of severe heat stress."
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How early-life antibiotics turn immunity into allergy | ScienceDaily
Researchers at the University of British Columbia have shown for the first time how and why the depletion of microbes in a newborn's gut by antibiotics can lead to lifelong respiratory allergies.


						
In a study published today in the Journal of Allergy and Clinical Immunology, a research team from the school of biomedical engineering (SBME) has identified a specific cascade of events that lead to allergies and asthma. In doing so, they have opened many new avenues for exploring potential preventions and treatments.

"Our research finally shows how the gut bacteria and antibiotics shape a newborn's immune system to make them more prone to allergies," said senior author Dr. Kelly McNagny (he/him), professor in the SBME and the department of medical genetics. "When you see something like this, it really changes the way you think about chronic disease. This is a well-sculpted pathway that can have lasting consequences on susceptibility to chronic disease as an adult."

Allergies are a result of the immune system reacting too strongly to harmless substances like pollen or pet dander, and a leading cause for emergency room visits in kids. Normally, the immune system protects us from harmful invaders like bacteria, viruses and parasites. In the case of allergies, it mistakes something harmless for a threat -- in this case, parasites -- and triggers a response that causes symptoms like sneezing, itching or swelling.

The stage for our immune system's development is set very early in life. Research over the past two decades has pointed toward microbes in the infant gut playing a key role. Babies often receive antibiotics shortly after birth to combat infections, and these can diminish certain bacteria. Some of those bacteria produce a compound called butyrate, which is key to halting the processes uncovered in this research.

Dr. McNagny's lab had previously shown that infants with fewer butyrate-producing bacteria become particularly susceptible to allergies. They had also shown that this could be mitigated or even reversed by providing butyrate as a supplement in early life.

Now, by studying the process in mice, they have discovered how this works.




Mice with depleted gut bacteria who received no butyrate supplement developed twice as many of a certain type of immune cell called ILC2s. These cells, discovered less than 15 years ago, have quickly become prime suspects in allergy development. The researchers showed that ILC2s produce molecules that 'flip a switch' on white blood cells to make them produce an abundance of certain kinds of antibodies. These antibodies then coat cells as a defence against foreign invaders, giving the allergic person an immune system that is ready to attack at the slightest provocation.

Every cell, molecule and antibody described along this cascade increases dramatically in number without butyrate to dampen them.

Butyrate must be given during a narrow window after birth -- a few months for humans, a few weeks for mice -- in order to prevent the proliferation of ILC2s and all that follows. If that opportunity is missed and ILC2s multiply, then the remaining steps are assured and remain with somebody for life.

Now that researchers know what those other steps are, they have many more potential targets for halting the cascade, even after the supplementation window has closed.

"We can now detect when a patient is on the verge of developing lifelong allergies, simply by the increase in ILC2s," said Ahmed Kabil (he/him), the study's first author and a PhD candidate in the SBME. "And we can potentially target those cell types instead of relying on supplementation with butyrate, which only works early in life."

As Dr. McNagny and study co-lead Dr. Michael Hughes point out, treating people's allergies with antihistamines and inhalers relieves the symptoms but does not cure the disease. To achieve more lasting progress, researchers must target the cells and mechanisms that build this hypersensitive immune system. Until now, there hadn't been a selective way to do that.

With this new understanding, patients can look forward to more effective, long-term solutions that address the root of the problem, paving the way for a future where allergies are managed more effectively, or perhaps avoided altogether.
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Aceneuramic acid is the first approved drug for GNE myopathy treatment | ScienceDaily
In order to treat an underserved population of patients with a rare condition whose muscles gradually become weaker until they can no longer walk, a team of researchers across Japan have completed a clinical study to confirm the safety of long-term administration of a therapeutic drug.


						
Distal myopathy with rimmed vacuoles, or GNE myopathy, is a very rare disease in which muscle atrophy and degeneration occurs in the distal limbs (such as fingers and ankles). Symptoms typically begin from the teens to the early 30s. It gradually leads to a profound loss of motor control. This can greatly affect one's quality of life as they slowly lose muscle strength, without any approved treatments available.

"Despite there being a demand from patients, developing a treatment to slow down symptom progression has been difficult due to the rarity of the disease," remarks Masashi Aoki, a professor from Tohoku University, "For example, there are approximately 400 people with GNE myopathy in all of Japan." A treatment for a population this size is considered an "ultra orphan drug" -- because it is not profitable for pharmaceutical companies to develop treatment for such a small group. As a result, these patients are "orphaned" and left without any help.

Despite these hurdles, a team of researchers stepped in to develop a treatment. Patients with GNE myopathy have reduced functioning of an enzyme that produces sialic acid, so patients were given a drug containing aceneuramic acid (a type of sialic acid) to supplement this deficit.

Researchers conducted investigator-initiated phase I and phase II/III studies, and an efficacy confirmation study sponsored by Nobelpharma Co., Ltd. These studies demonstrated the treatment effects of an ultra-orphan drug, "Aceneuramic Acid (Acenobel(r)) Extended Release Tablets 500mg" for GNE myopathy.

In the current study, 19 patients with GNE myopathy completed a 72-week treatment plan without major adverse effects. These patients originally participated in a 48-week double-blind treatment study to compare the drug to a placebo, and treatment was extended to 72 weeks for this trial. The safety and efficacy of the treatment was confirmed in the current study, leading to Nobelpharma Co., Ltd. obtaining official manufacturing and marketing approval from the Ministry of Health, Labour and Welfare in Japan (March 2024). This approval is great news for patients, who finally have a safe, viable treatment option.

The research team plans to continue monitoring the efficacy of the treatment over even longer periods of time.

The results of the extension study were published online on June 5, 2024 in the Journal of Neurology, Neurosurgery, and Psychiatry.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/08/240820124529.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



New worm study paves way for better RNA-based drugs to treat human disease | ScienceDaily
RNA interference (RNAi) therapeutics have garnered significant attention in clinical research due to their potential for treating various diseases, including genetic disorders, viral infections and cancer. These therapeutics can target and silence disease-causing genes with high precision, minimizing off-target effects and improving treatment outcomes.


						
As the number of RNAi-based treatment studies expands, questions about how long RNAi benefits can last and if it's possible to fine-tune RNAi need to be answered. University of Maryland scientists used microscopic roundworms as a model to investigate the mechanisms behind RNAi and how they can be optimized for medical use in humans. The team published its findings in the journal eLife on August 20 2024.

"In recent years, RNA interference has really made an impact on the scientific world because it can be used to develop drugs that selectively silence disease-causing genes. We're already seeing it in action in sectors like agriculture and some RNAi therapies are already approved for human use," said the study's senior author Antony Jose, an associate professor of cell biology and molecular genetics at UMD. "RNAi is very promising, but there are still many fundamental questions about how to make RNAi more effective."

In the eLife study, Jose and his team used quantitative modeling, simulations and experiments with the roundworms to dig deeper into the process. The researchers found that the effects of gene silencing could wear off over time, but they were surprised to learn that the effects eventually disappeared even in non-dividing cells (cells that don't reproduce and duplicate).

"It makes some sense to expect that constantly dividing cells could eventually dilute an RNAi-based drug," Jose explained. "But the real head-scratcher is how the drug's efficacy is lost even in cells that don't divide. Surprisingly, this applies even in worms, where RNAs are amplified -- essentially making more of the drug. Our work reveals that there must be some mechanism that degrades the effects of RNAi over time -- and researchers have to take that mechanism into consideration when developing dosing schedules for RNAi drugs so that they can maintain effectiveness as long as they're needed."

These findings highlight the need to consider drug resistance when developing RNAi-based treatments, according to Jose. Just as bacteria can become resistant to antibiotics, we may also become resistant to silencing over time.

"If we don't consider factors such as the longevity of our RNA interventions, then we will forever be creating treatments that will eventually stop working," Jose noted. "Instead, we have to consider resistance at the very beginning of drug development and think harder about what genes to target so that the drug remains as effective for as long as needed."

The study also offered new insights into how different regulatory proteins within the worms' cells worked together to control gene silencing. Jose's team highlighted three important regulatory proteins that influenced gene silencing and found that they provided multiple interconnected paths for the control of certain targeted genes. For the researchers, getting a better understanding of these networks of interactions could lead to breakthroughs in fine-tuning RNAi therapies for maximum impact on human patients.




"Losing certain proteins can make it harder to silence some genes but not others," Jose said. "Knowing how these proteins work together to affect genes can make a difference when designing drugs tailored to an individual."

Looking ahead, Jose's team plans to investigate the RNAi degradation process more closely and identify the key features that make some genes more susceptible to silencing than others. They hope that their research is paving the way for improvements to this emerging yet promising class of therapeutics.

"Our ultimate aim is to catalyze progress toward more potent, durable and tailored gene-silencing therapeutics for a wide range of diseases," Jose said.

This research was supported by the National Institutes of Health (Award Nos. R01GM111457 and R01GM124356) and the U.S. National Science Foundation (Award No. 2120895).
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Deadly sea snail toxin could be key to making better medicines | ScienceDaily
Scientists are finding clues for how to treat diabetes and hormone disorders in an unexpected place: a toxin from one of the most venomous animals on the planet.


						
A multinational research team led by University of Utah scientists has identified a component within the venom of a deadly marine cone snail, the geography cone, that mimics a human hormone called somatostatin, which regulates the levels of blood sugar and various hormones in the body. The hormone-like toxin's specific, long-lasting effects, which help the snail hunt its prey, could also help scientists design better drugs for people with diabetes or hormone disorders, conditions that can be serious and sometimes fatal.

The results published in the peer-reviewed journal Nature Communications on August 20, 2024.

A blueprint for better drugs

The somatostatin-like toxin the researchers characterized could hold the key to improving medications for people with diabetes and hormone disorders.

Somatostatin acts like a brake pedal for many processes in the human body, preventing the levels of blood sugar, various hormones, and many other important molecules from rising dangerously high. The cone snail toxin, called consomatin, works similarly, the researchers found -- but consomatin is more stable and specific than the human hormone, which makes it a promising blueprint for drug design.

By measuring how consomatin interacts with somatostatin's targets in human cells in a dish, the researchers found that consomatin interacts with one of the same proteins that somatostatin does. But while somatostatin directly interacts with several proteins, consomatin only interacts with one. This fine-tuned targeting means that the cone snail toxin affects hormone levels and blood sugar levels but not the levels of many other molecules.




In fact, the cone snail toxin is more precisely targeted than the most specific synthetic drugs designed to regulate hormone levels, such as drugs that regulate growth hormone. Such drugs are an important therapy for people whose bodies overproduce growth hormone. Consomatin's effects on blood sugar could make it dangerous to use as a therapeutic, but by studying its structure, researchers could start to design drugs for endocrine disorders that have fewer side effects.

Consomatin is more specific than top-of-the-line synthetic drugs -- and it also lasts far longer in the body than the human hormone, thanks to the inclusion of an unusual amino acid that makes it difficult to break down. This is a useful feature for pharmaceutical researchers looking for ways to make drugs that will have long-lasting benefits.

Learning from cone snails

Finding better drugs by studying deadly venoms may seem unintuitive, but Helena Safavi, PhD, associate professor of biochemistry in the Spencer Fox Eccles School of Medicine (SFESOM) at the University of Utah and the senior author on the study, explains that the toxins' lethality is often aided by pinpoint targeting of specific molecules in the victim's body. That same precision can be extraordinarily useful when treating disease.

"Venomous animals have, through evolution, fine-tuned venom components to hit a particular target in the prey and disrupt it," Safavi says. "If you take one individual component out of the venom mixture and look at how it disrupts normal physiology, that pathway is often really relevant in disease." For medicinal chemists, "it's a bit of a shortcut."

Consomatin shares an evolutionary lineage with somatostatin, but over millions of years of evolution, the cone snail turned its own hormone into a weapon.




For the cone snail's fishy prey, consomatin's deadly effects hinge on its ability to prevent blood sugar levels from rising. And importantly, consomatin doesn't work alone. Safavi's team had previously found that cone snail venom includes another toxin which resembles insulin, lowering the level of blood sugar so quickly that the cone snail's prey becomes nonresponsive. Then, consomatin keeps blood sugar levels from recovering.

"We think the cone snail developed this highly selective toxin to work together with the insulin-like toxin to bring down blood glucose to a really low level," says Ho Yan Yeung, PhD, a postdoctoral researcher in biochemistry in SFESOM and the first author on the study.

The fact that multiple parts of the cone snail's venom target blood sugar regulation hints that the venom could include many other molecules that do similar things. "It means that there might not only be insulin and somatostatin-like toxins in the venom," Yeung says. "There could potentially be other toxins that have glucose-regulating properties too." Such toxins could be used to design better diabetes medications.

It may seem surprising that a snail is able to outperform the best human chemists at drug design, but Safavi says that the cone snails have evolutionary time on their side. "We've been trying to do medicinal chemistry and drug development for a few hundred years, sometimes badly," she says. "Cone snails have had a lot of time to do it really well."

Or, as Yeung puts it, "Cone snails are just really good chemists."
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'Molecular compass' points way to reduction of animal testing | ScienceDaily
In recent years, machine learning models have become increasingly popular for risk assessment of chemical compounds. However, they are often considered 'black boxes' due to their lack of transparency, leading to scepticism among toxicologists and regulatory authorities. To increase confidence in these models, researchers at the University of Vienna proposed to carefully identify the areas of chemical space where these models are weak. They developed an innovative software tool ('MolCompass') for this purpose and the results of this research approach have just been published in the Journal of Cheminformatics.


						
Over the years, new pharmaceuticals and cosmetics have been tested on animals. These tests are expensive, raise ethical concerns, and often fail to accurately predict human reactions. Recently, the European Union supported the RISK-HUNT3R project to develop the next generation of non-animal risk assessment methods. The University of Vienna is a member of the project consortium. Computational methods now allow the toxicological and environmental risks of new chemicals to be assessed entirely by computer, without the need to synthesize the chemical compounds. But one question remains: How confident are these computer models?

It's all about reliable prediction

To address this issue, Sergey Sosnin, a senior scientist of the Pharmacoinformatics Research Group at the University of Vienna, focused on binary classification. In this context, a machine learning model provides a probability score from 0% to 100%, indicating whether a chemical compound is active or not (e.g., toxic or non-toxic, bioaccumulative or non-bioaccumulative, a binder or non-binder to a specific human protein). This probability reflects the confidence of the model in its prediction. Ideally, the model should be confident only in its correct predictions. If the model is uncertain, giving a confidence score around 51%, these predictions can be disregarded in favor of alternative methods. A challenge arises, however, when the model is fully confident in incorrect predictions.

"This is the real nightmare scenario for a computational toxicologist," says Sergey Sosnin. "If a model predicts that a compound is non-toxic with 99% confidence, but the compound is actually toxic, there is no way to know that something was wrong." The only solution is to identify areas of 'chemical space' -- encompassing possible classes of organic compounds -- where the model has 'blind spots' in advance and avoid them. To do this, a researcher evaluating the model must check the predicted results for thousands of chemical compounds one by one -- a tedious and error-prone task.

Overcoming this significant hurdle

"To assist these researchers," Sosnin continues, "we developed interactive graphical tools that display chemical compounds onto a 2D plane, like geographical maps. Using colors, we highlight the compounds that were predicted incorrectly with high confidence, allowing users to identify them as clusters of red dots. The map is interactive, enabling users to investigate the chemical space and explore regions of concern."

The methodology was proven using an estrogen receptor binding model. After visual analysis of the chemical space, it became clear that the model works well for e.g. steroids and polychlorinated biphenyls, but fails completely for small non-cyclic compounds and should not be used for them.

The software developed in this project is freely available to the community on GitHub. Sergey Sosnin hopes that MolCompass will lead chemists and toxicologists to a better understanding of the limitations of computational models. This study is a step toward a future where animal testing is no longer necessary and the only workplace for a toxicologist is a computer desk.
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Precision therapy for metastatic prostate cancer improves survival | ScienceDaily
Men with metastatic castration-resistant prostate cancer should be treated primarily with second-generation hormone drugs, which offer better treatment response and longer life expectancy than chemotherapy. However, the effect depends on which mutations the patient's tumour carries. This is shown by results from the ProBio study, led by researchers at Karolinska Institutet in Sweden. The findings are published in Nature Medicine.


						
Every year, around 2,500 men in Sweden are diagnosed with metastatic prostate cancer. Initially, all are treated with testosterone blockade to prevent testosterone from activating the androgen receptor, the gene that mainly fuels the growth of cancer cells. Over time, the cancer cells develop resistance and become so-called castration-resistant. This requires the use of new drugs -- usually chemotherapy or second-generation hormone drugs (abiraterone/enzalutamide) that inhibit the androgen receptor. These are called Androgen Receptor Pathway inhibitors, or ARPi. Although these drugs have been available for over a decade, there is no direct comparison from a randomised trial until now.

"For the first time, we have compared these treatments with each other and also analysed the DNA of the cancer cells to find out which drug that works best for different individuals," says Johan Lindberg, senior researcher at the Department of Medical Epidemiology and Biostatistics (MEB), Karolinska Institutet.

The bloodstream contains so-called cell-free DNA from cells that have died, something that happens all the time in healthy individuals and is perfectly normal. In patients with cancer, a fraction of the cell-free DNA originates from the cancer cells and is called circulating tumour DNA (ctDNA). By analysing ctDNA, it is possible to see what changes, or mutations, are present in a person's tumour. The ProBio study aims to use knowledge of the tumour's genetic signature to provide the best treatment. The idea is to be able to identify patients whose tumours are particularly sensitive or resistant to certain treatments through ongoing analyses.

"It creates a self-learning system to continuously improve treatment for men with metastatic prostate cancer," says Martin Eklund, Professor of Epidemiology at the same department. "We are also gathering knowledge about which regions of the genome are important in prostate cancer."

The current sub-study included 193 patients with metastatic castration-resistant prostate cancer. They were randomly chosen to receive either chemotherapy or ARPi, which was compared to a control group where the doctor decided on the best treatment. The ARPi group responded the longest to treatment (a median of 11.1 months compared with 6.9 for chemotherapy and 7.4 for the control group). Survival for the ARPi group was also significantly longer -- a median of 38.7 months compared with 21.7 months and 21.8 months respectively.

The effectiveness of ARPi varied depending on the patient's genetic profile. For example, there was no significant difference between the treatments in the short term in patients whose tumours had mutations in the p53 gene, which occurs in around 45 per cent of men with metastatic prostate cancer. However, data from the study suggest that this group may also have better survival if they receive ARPi rather than chemotherapy.

"Our study shows that it is possible to ensure that each patient receives the best treatment given the genetic profile of the tumour," says Henrik Gronberg, Professor of Cancer Epidemiology, MEB, Karolinska Institutet. "Everyone talks about precision medicine, but studies like ProBio are needed to understand how biomarkers can help patients."

ProBio involves researchers and doctors at 31 hospitals, ten of which are in Sweden and the rest in Belgium, Norway and Switzerland. The study is funded by ALF, the Swedish Cancer Society, the Swedish Research Council, and the pharmaceutical companies AstraZeneca and Janssen.

Several of the authors are shareholders or board members or have listed that they have received fees from various pharmaceutical companies. Johan Lindberg is listed as an inventor on a Swedish patent application for a method used in the study, which is intended to be made freely available under a GPL 3.0 licence. See the scientific article for a complete list of conflicts of interest.
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Scientists discover new code governing gene activity | ScienceDaily
A newly discovered code within DNA -- coined "spatial grammar" -- holds a key to understanding how gene activity is encoded in the human genome.


						
This breakthrough finding, identified by researchers at Washington State University and the University of California, San Diego and published in Nature, revealed a long-postulated hidden spatial grammar embedded in DNA. The research could reshape scientists' understanding of gene regulation and how genetic variations may influence gene expression in development or disease.

Transcription factors, the proteins that control which genes in one's genome are turned on or off, play a crucial role in this code. Long thought of as either activators or repressors of gene activity, this research shows the function of transcription factors is far more complex.

"Contrary to what you will find in textbooks, transcription factors that act as true activators or repressors are surprisingly rare," said WSU assistant professor Sascha Duttke, who led much of the research at WSU's School of Molecular Biosciences in the College of Veterinary Medicine.

Rather, the scientists found that most activators can also function as repressors.

"If you remove an activator, your hypothesis is you lose activation," said Bayley McDonald, a WSU graduate student who was part of the research team. "But that was true in only 50% to 60% of the cases, so we knew something was off."

Looking closer, researchers found the function of many transcription factors was highly position dependent.




They discovered that the spacing between transcription factors and their position relative to where a gene's transcription began determined the level of gene activity. For example, transcription factors might activate gene expression when positioned upstream or ahead of where a gene's transcription begins but inhibit its activity when located downstream, or after a gene's transcription start site.

"It is the spacing, or 'ambience,' that determines if a given transcription factor acts as an activator or repressor," Duttke said. "It just goes to show that similar to learning a new language, to learn how gene expression patterns are encoded in our genome, we need to understand both its words and the grammar."

By integrating this newly discovered 'spatial grammar,' Christopher Benner, associate professor at UC San Diego, anticipates scientists can gain a deeper understanding of how mutations or genetic variations can affect gene expression and contribute to disease.

"The potential applications are vast," Benner said. "At the very least, it will change the way scientists study gene expression."
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Type 2 diabetes increased by almost 20% over a decade in U.S., study finds | ScienceDaily
Type 2 diabetes increased by almost 20% between 2012 and 2022, according to a new study from the University of Georgia.


						
The researchers found an increase in diabetes among all sociodemographic groups. But non-Hispanic Black people were particularly hard hit by the disease, with just under 16% of Black study participants reporting being diagnosed with Type 2 diabetes.

More than one in five individuals aged 65 or older had the condition. The same age group was more than 10 times as likely to be diagnosed with diabetes than people in the 18-to-24-year age bracket. People between the ages of 45 and 64 were over five times as likely to receive the diagnosis.

The study also found that individuals with lower incomes had a significantly higher prevalence of diabetes than their higher income counterparts. People with high incomes were 41% less likely to be diagnosed with the disease. And individuals with a college education were 24% less likely to be given a diabetes diagnosis.

"Diabetes is increasing day by day in the U.S., and it will increase even more in the coming years," said Sulakshan Neupane, lead author of the study and a doctoral student in UGA's College of Agricultural and Environmental Sciences. "Diabetes costs around $412 billion, including medical costs and indirect costs like loss of productivity. That's a huge amount, and it's only going to increase as more people are diagnosed with the disease."

South, Midwest particularly vulnerable to diabetes

The researchers used data from the nationally representative Behavioral Risk Factor Surveillance System, an ongoing health survey of more than 400,000 people.




They relied on the same dataset for a paper published by the American Journal of Preventive Medicine in April, which emphasized the economic burden of Type 2 diabetes and the increased prevalence of the condition over the same study period as the current paper.

In addition to other risk factors, the researchers found regional differences in diabetes prevalence as well.

The South and Midwest, in particular, experienced large jumps in the number of individuals with Type 2 diabetes, with Arkansas, Kentucky and Nebraska reporting the highest increases between 2012 and 2022.

Ten states saw increases of 25% or more over the decade-long study period: Arkansas, Kentucky, Nebraska, Texas, Alabama, Minnesota, Illinois, West Virginia, Delaware and Massachusetts.

"In these areas, people are at higher risk of developing diabetes, so policymakers and public health officials need to focus on these regions," Neupane said.

Overweight, obese individuals more likely to have diabetes

Overweight and obese participants were also more likely to report being diagnosed with Type 2 diabetes. About one in five obese individuals reported having the disease in 2022 while one in 10 overweight participants reported having the condition.




Physical activity seemed to guard against diabetes to an extent, with physically active individuals facing a prevalence of under 10% while inactive people experienced a rate at closer to 19%.

"Identifying these risk factors and acting to mitigate them is key," Neupane said. "Be more active. Pay more attention to your physical health. Some risk factors like age and race cannot be modified, but you can do something to lower risk of diabetes, like, healthy eating, maintaining an active lifestyle and losing weight."

Published in Diabetes, Obesity and Metabolism, the study was co-authored by Wojciech Florkowski, of UGA's Department of Agricultural and Applied Economics; Uttam Dhakal and Chandra Dhakal, of CDC Atlanta.
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Growth from adversity: How older adults bounced back from the COVID-19 pandemic | ScienceDaily
During a pandemic, attention is usually focused on the immediate challenges, such as managing the disease, ensuring safety and coping with disruptions in daily routines. Adversity, while difficult, can sometimes lead to positive effects.


						
For older adults living in retirement communities, there has been limited research on how the COVID-19 pandemic and its regulatory measures affected them. Additionally, there is scant research on any potential positive effects for this population.

Now, a new study of 98 older adults (median age 86 years) living in a continuing care retirement community in South Florida during COVID-19 reveals how this population not only bounced back from adversity, but also grew stronger from challenging experiences.

Researchers from Florida Atlantic University's Christine E. Lynn College of Nursing explored both the challenges and growth experienced by the study participants as framed by "post-traumatic growth" theory, published in the Journal of Gerontological Nursing.

"Post-traumatic growth theory is a concept from psychology describing the positive change that can occur as a result of struggling with highly challenging life circumstances," said Lenny Chiang-Hanisko, Ph.D., senior author and an associate professor, FAU Christine E. Lynn College of Nursing. "While trauma and adversity, like a pandemic, can lead to distress and difficulties, this concept suggests that some individuals experience significant personal growth following these experiences."

Although the pandemic was a time of great stress and fear, the study results reveal that it also was a time of growth for many of the participants. With their usual routines disrupted, such as going for a walk with friends or sharing conversation during dinner, some discovered new interests and hobbies, such as gardening and painting. Others explored new ways to stay active, such as virtual yoga classes, online gaming and dancing. With more time at home, they found joy in exploring their creative side.

"Post-traumatic growth can lead to new possibilities, reevaluation of life goals, and pursuit of new opportunities," said Chiang-Hanisko. "It also can result in stronger connections and relationships; increased resilience and confidence; deeper spiritual beliefs aligned with life purpose; and a greater appreciation for life, with a shift in priorities toward living fully."

Findings show participants also deepened their relationships with family and friends, using video calls to stay connected despite social distancing. They drew on their life experience, including past hardships like recessions and wars, to cope with the pandemic. This period fostered reflection and spiritual growth, as many explored their beliefs and found solace in online religious services and a slower pace of life. The inability to see loved ones in person highlighted the value of these connections and led to greater appreciation for life's simple pleasures. Daily gratitude helped them focus on the positives and navigate the challenges.




"Living through these experiences helped our study participants use their inner strength and muster the ability to adapt and bounce back in the face of the health challenge of COVID," said Patricia Liehr, Ph.D., co-author and interim dean, FAU Christine E. Lynn College of Nursing. "Many of them indicated that with age comes the ability to see the bigger picture. Using this perspective helped them remind themselves that difficult times are usually temporary and that it is possible to find joy and meaning even during hardship."

Despite barriers, study participants incorporated technology-related competencies, thereby affirming their potential to be open to new ways of accomplishing daily routines.

"Given what we learned from our study, there is enhanced awareness of a need for policy changes to ensure that everyone, regardless of age, has access to and training for internet and digital services that are user-friendly," said Chiang-Hanisko.

Findings also show that participants faced challenges such as social isolation, managing pandemic restrictions and issues such as loneliness. Dining room restrictions were a major frustration as they limited social interactions. Despite these issues, 86% of participants' medical conditions did not worsen, and all were vaccinated. Most (86%) supported the community's pandemic precautions. However, 51% reported psychosocial challenges, including anxiety (32%) and depression (31%).

Additionally, 26% knew residents who died from COVID-19, attributing deaths to factors like loss of will to live (35%) and social isolation (30%). Notably, 29% missed seeing their health care provider, while 59% used telehealth, and there was an increase in antidepressant and sleeping pill use.

For the study, researchers developed a survey questionnaire, which included open-ended questions such as "What was the single most difficult or serious effect for you during the COVID-19 pandemic?" "What did you do to manage the most troublesome effect?" "What is the single most important thing you have learned about yourself during the COVID-19 pandemic?"

"Post-pandemic questions still remain, including the potential for new forms of living arrangements in preparation for the next pandemic, as current facilities are vulnerable to a forthcoming crisis," said Chiang-Hanisko. "The COVID-19 pandemic has highlighted the need for flexible, safe and socially engaging living arrangements for older adults that contribute to ongoing personal growth."

Study co-author is the late Elizabeth Force, Ph.D., a medical researcher who valued the importance of nursing research focused on preventing disease, relieving suffering and improving health.
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      Top stories featured on ScienceDaily's Space & Time, Matter & Energy, and Computers & Math sections.


      
        Extraterrestrial chemistry with earthbound possibilities
        Who are we? Why are we here? We are stardust, the result of chemistry occurring throughout vast clouds of interstellar gas and dust. To better understand how that chemistry could create prebiotic molecules, researchers investigated the role of low-energy electrons created as cosmic radiation traverses through ice particles. Their findings may also inform medical and environmental applications on our home planet.

      

      
        Freeze-frame: World's fastest microscope that can see electrons in motion
        A team of researchers has developed the first transmission electron microscope which operates at the temporal resolution of a single attosecond, allowing for the first still-image of an electron in motion.

      

      
        Using AI to link heat waves to global warming
        Researchers used machine learning to determine how much global warming has influenced extreme weather events in the U.S. and elsewhere in recent years. Their approach could change how scientists study and predict the impact of climate change on extreme weather.

      

      
        Chalk-based coating creates a cooling fabric
        In the scorching heat of summer, anyone who spends time outside could benefit from a cooling fabric. While there are some textiles that reflect the sun's rays or wick heat away, current options require boutique fibers or complex manufacturing processes. But now, demonstrations of a durable chalk-based coating show it can cool the air underneath treated fabric by up to 8 degrees Fahrenheit.

      

      
        Quality control: Neatly arranging crystal growth to make fine thin films
        Researchers have succeeded in forming metal-organic framework thin films on a substrate while controlling the growth direction of crystals so that they are arranged neatly without gaps. The resulting thin films of unprecedented high quality can be expected for use as optical sensors, optical elements, and transparent gas adsorption sheets.

      

      
        Eco-friendly cooling device with record-breaking efficiency
        Researchers have developed an eco-friendly refrigeration device with record-breaking cooling performance in the world, setting to transform industries reliant on cooling and reduce global energy use. With a boost in efficiency of over 48%, the new elastocaloric cooling technology opens a promising avenue for accelerating the commercialization of this disruptive technology and addressing the environmental challenges associated with traditional cooling systems.

      

      
        New theory could improve the design and operation of wind farms
        A new model accurately represents the airflow around rotors, even under extreme conditions. The first comprehensive model of rotor aerodynamics could improve the way turbine blades and wind farms are designed and how wind turbines are controlled.

      

      
        More academic freedom leads to more innovation
        The innovative strength of a society depends on the level of academic freedom. An international team has now demonstrated this relationship. The researchers analyzed patent applications and patent citations in a sample from around 160 countries over the 1900--2015 period in relation to indicators used in the Academic Freedom Index. In view of the global decline in academic freedom over the past 10 years, the researchers predict a loss in innovative output.

      

      
        Dormant capacity reserve in lithium-ion batteries detected
        Lithium iron phosphate is one of the most important materials for batteries in electric cars, stationary energy storage systems and tools. It has a long service life, is comparatively inexpensive and does not tend to spontaneously combust. Energy density is also making progress. However, experts are still puzzled as to why lithium iron phosphate batteries undercut their theoretical electricity storage capacity by up to 25 per cent in practice.

      

      
        Beetle that pushes dung with the help of 100 billion stars unlocks the key to better navigation systems in drones and satellites
        An insect species that evolved 130 million years ago is the inspiration for a new research study to improve navigation systems in drones, robots, and orbiting satellites.

      

      
        Quenching the intense heat of a fusion plasma may require a well-placed liquid metal evaporator
        New fusion simulations of the inside of a tokamak reveal the ideal spot for a 'cave' with flowing liquid lithium is near the bottom by the center stack, as the evaporating metal particles should land in just the right spot to dissipate excess heat from the plasma.

      

      
        AI approach to drought zoning
        A recent study shows that climate change may cause many areas in Canada to experience significant droughts by the end of the century. In response, the researchers have introduced an advanced AI-based method to map drought-prone regions.

      

      
        Unlocking the last lanthanide
        A team of scientists was recently able to observe how promethium forms chemical bonds when placed in an aqueous solution.

      

      
        Engineered Bacteria make thermally stable plastics similar to polystyrene and PET
        Bioengineers around the world have been working to create plastic-producing microbes that could replace the petroleum-based plastics industry. Now, researchers have overcome a major hurdle: getting bacteria to produce polymers that contain ring-like structures, which make the plastics more rigid and thermally stable. Because these molecules are usually toxic to microorganisms, the researchers had to construct a novel metabolic pathway that would enable the E. coli bacteria to both produce and tol...

      

      
        New heaviest exotic antimatter nucleus
        Scientists studying the tracks of particles streaming from six billion collisions of atomic nuclei at the Relativistic Heavy Ion Collider (RHIC) -- an 'atom smasher' that recreates the conditions of the early universe -- have discovered a new kind of antimatter nucleus, the heaviest ever detected. Composed of four antimatter particles -- an antiproton, two antineutrons, and one antihyperon -- these exotic antinuclei are known as antihyperhydrogen-4.

      

      
        Hydropower generation projected to rise, but climate change brings uncertain future
        Although climate change may bring increased precipitation to many parts of the United States, some areas may face drier conditions and lower streamflow, resulting in decreased hydropower generation.

      

      
        Biophysics: From filament pick-up sticks to active foams
        Physicists have developed a new model that describes how filaments assemble into active foams.

      

      
        Sharing risk to avoid power outages in an era of extreme weather
        Heat waves, droughts, and fires place growing stress on the West's electric grid. New research suggests that more integrated management of electricity resources across the region could significantly reduce the risk of power outages and accelerate the transition to clean energy.

      

      
        Researchers use AI tools to uncover connections between radiotherapy for lung cancer and heart complications
        Researchers have used artificial intelligence tools to accelerate the understanding of the risk of specific cardiac arrhythmias when various parts of the heart are exposed to different thresholds of radiation as part of a treatment plan for lung cancer.

      

      
        Researchers teaching artificial intelligence about frustration in protein folding
        Scientists have found a new way to predict how proteins change their shape when they function, which is important for understanding how they work in living systems. While recent artificial intelligence (AI) technology has made it possible to predict what proteins look like in their resting state, figuring out how they move is still challenging because there is not enough direct data from experiments on protein motions to train the neural networks.

      

      
        New view of North Star reveals spotted surface
        High-resolution images show large spots on the surface of Polaris.

      

      
        Explanation found for X-ray radiation from black holes
        Researchers have succeeded in something that has been pursued since the 1970s: explaining the X-ray radiation from the black hole surroundings. The radiation originates from the combined effect of the chaotic movements of magnetic fields and turbulent plasma gas.

      

      
        'Molecular compass' points way to reduction of animal testing
        Machine learning models have become increasingly popular for risk assessment of chemical compounds. However, they are often considered 'black boxes' due to their lack of transparency. To increase confidence in these models, researchers proposed carefully identifying the areas of chemical space where these models are weak. They developed an innovative software tool for this purpose, and the results of this research approach have just been published.

      

      
        A new reaction to enhance aromatic ketone use in chemical synthesis
        Researchers develop a one pot process to transform aromatic ketones to esters, offering advancements in pharmaceutical synthesis and materials science.

      

      
        Investigating the interplay of folding and aggregation in supramolecular polymer systems
        Scientists have developed photoresponsive supramolecular polymers that can undergo both intrachain folding and interchain aggregation.

      

      
        Adaptive 3D printing system to pick and place bugs and other organisms
        A new adaptive 3D printing system can identify the positions of randomly distributed organisms and safely move them to specific locations for assembly.

      

      
        Scientists harness quantum microprocessor chips for revolutionary molecular spectroscopy simulation
        Engineering researchers have successfully developed a quantum microprocessor chip for molecular spectroscopy simulation of actual large-structured and complex molecules.

      

      
        Analyzing 'Finnegans Wake' for novel spacing between punctuation marks
        James Joyce's tome 'Finnegans Wake' famously breaks the rules of normal prose through its unusual, dreamlike stream of consciousness, and new work in chaos theory takes a closer look at how Joyce's challenging novel stands out mathematically. Researchers compared the distribution of punctuation marks in various experimental novels to determine the underlying order of 'Finnegans Wake' and by statistically analyzing the texts, researchers found the tome exhibits an unusual but statistically identif...

      

      
        Spectacular increase in the deuterium/hydrogen ratio in Venus' atmosphere
        Our understanding of Venus' water history and the potential that it was once habitable in the past is being challenged by recent observations.

      

      
        Development of a model capable of predicting the cycle lives of high-energy-density lithium-metal batteries
        Scientists have developed a model capable of predicting the cycle lives of high-energy-density lithium-metal batteries by applying machine learning methods to battery performance data. The model proved able to accurately estimate batteries' longevity by analyzing their charge, discharge and voltage relaxation process data without relying on any assumption about specific battery degradation mechanisms. The technique is expected to be useful in improving the safety and reliability of devices powere...

      

      
        Using AI to find the polymers of the future
        Finding the next groundbreaking polymer is always a challenge, but now researchers are using artificial intelligence (AI) to shape and transform the future of the field.

      

      
        Peering into the mind of artificial intelligence to make better antibiotics
        Artificial intelligence (AI) has exploded in popularity as of late. But just like a human, it's hard to read an AI model's mind. Explainable AI (XAI) could help us do just that by providing justification for a model's decisions. And now, researchers are using XAI to scrutinize predictive AI models more closely, which could help make better antibiotics.

      

      
        Evidence stacks up for poisonous books containing toxic dyes
        Some of the attractive hues of brightly colored, cloth-bound books from the Victorian era come from dyes that could pose a health risk to readers, collectors or librarians. The latest research on these 'poison books' used three techniques -- including one that hasn't previously been applied to books -- to assess dangerous dyes in a university collection and found some volumes had levels that might be unsafe.

      

      
        Expanding a child's heart implant with light
        Children born with certain heart defects undergo a series of invasive surgeries early in life. The first surgery includes implantation of a shunt to improve blood flow. However, as children grow, the shunt must be replaced to accommodate their changing bodies. Now, researchers report designing a shunt that expands when activated by light. This device could reduce the number of open-chest surgeries these children receive.

      

      
        Key biofuel-producing microalga believed to be a single species is actually three
        When a global pandemic forced previous a graduate student out of the lab and onto the computer, he found a world of difference hidden in the long-studied species of Botryoccocus braunii -- and discovered that it isn't one species at all, but three.

      

      
        Wearable, stretchable sensor for quick, continuous, and non-invasive detection of solid-state skin biomarkers
        Detecting diseases early requires the rapid, continuous and convenient monitoring of vital biomarkers. Researchers have now developed a novel sensor that enables the continuous, and real-time detection of solid-state epidermal biomarkers, a new category of health indicators. The team's wearable, stretchable, hydrogel-based sensor overcomes the limitations of current methods that rely on biofluid samples, such as blood, urine and sweat. This makes it a promising alternative for wearable, continuou...

      

      
        Urban street networks, building density shape severity of floods
        The design of streets and layout of buildings have an impact on a city's resilience in the face of increasingly severe floods brought on by climate change. Researchers look at buildings and other urban structures as physicists consider elements in complex material systems. With this insight, the researchers have developed a new approach to urban flood modelling and found their results helpful in analyzing city-to-city variations in flood risk globally.

      

      
        Swiping through online videos increases boredom
        Swiping through online videos to relieve boredom may actually make people more bored and less satisfied or engaged with the content, according to new research.

      

      
        Generative artificial intelligence can not yet reliably read and extract information from clinical notes in medical records
        A new study found that using ChatGPT-4 to read medical notes from Emergency Department admissions to determine whether injured scooter and bicycle riders were wearing a helmet finds that AI can't yet do this reliably.

      

      
        Morphable materials: Researchers coax nanoparticles to reconfigure themselves
        A view into how nanoscale building blocks can rearrange into different organized structures on command is now possible with an approach that combines an electron microscope, a small sample holder with microscopic channels, and computer simulations, according to a new study.

      

      
        Taming Parkinson's disease with intelligent brain pacemakers
        Two new studies are pointing the way toward round-the-clock personalized care for people with Parkinson's disease through an implanted device that can treat movement problems during the day and insomnia at night.

      

      
        AI model aids early detection of autism
        A new machine learning model can predict autism in young children from relatively limited information. The model can facilitate early detection of autism, which is important to provide the right support.

      

      
        New twist on synthesis technique promises sustainable manufacturing
        Researchers developed a new method known as flash-within-flash Joule heating (FWF) that could transform the synthesis of high-quality solid-state materials, offering a cleaner, faster and more sustainable manufacturing process.

      

      
        Scientists discover phenomenon impacting Earth's radiation belts
        Two scientists discovered a new type of 'whistler,' an electromagnetic wave that carries a substantial amount of lightning energy to the Earth's magnetosphere.

      

      
        Researchers develop new chemical method to enhance drug discovery
        Researchers developed a novel reagent that enhances the precision of drug synthesis. This innovative method introduces a new sulfur fluoride exchange (SuFEx) reagent that allows for highly controlled production of crucial sulfur-based molecules, including sulfinamides, sulfonimidamides and sulfoximines.

      

      
        Tracking down the asteroid that sealed the fate of the dinosaurs
        The asteroid that led to the extinction of the dinosaurs 66 million years ago probably came from the outer solar system.

      

      
        Right on schedule: Physicists use modeling to forecast a black hole's feeding patterns with precision
        The dramatic dimming of a light source ~ 870 million light years away from Earth confirms the accuracy of a detailed model.

      

      
        Detecting machine-generated text: An arms race with the advancements of large language models
        Today, many commercial tools claim to be highly successful at detecting machine-generated text, with up to 99% accuracy, but are these claims too good to be true? RAID, the Robust AI Detection benchmark, which shows that most detectors are easily fooled, setting a new bar for AI detection to clear.

      

      
        Revolutionizing thermoelectric technology: Hourglass-shaped materials achieve a 360% efficiency boost
        A groundbreaking technology has been unveiled that improves the efficiency of thermoelectric materials, which are key in converting waste heat into electricity, by altering their geometry to resemble an hourglass. Unlike previous research that solely depended on the material properties of thermoelectric substances, this new approach is expected to have widespread applications in thermoelectric power generation.

      

      
        Exploring options for the sustainable management of phosphorus
        A new study assessed the feasibility of recovering phosphorus from municipal wastewater as an alternative sustainable source of this non-renewable mineral.
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Extraterrestrial chemistry with earthbound possibilities | ScienceDaily
Who are we? Why are we here? As the Crosby, Stills, Nash & Young song suggests, we are stardust, the result of chemistry occurring throughout vast clouds of interstellar gas and dust. To better understand how that chemistry could create prebiotic molecules -- the seeds of life on Earth and possibly elsewhere -- researchers investigated the role of low-energy electrons created as cosmic radiation traverses through ice particles. Their findings may also inform medical and environmental applications on our home planet.


						
Undergraduate student Kennedy Barnes will present the team's results at the fall meeting of the American Chemical Society (ACS).

"The first detection of molecules in space was made by Wellesley College alum Annie Jump Cannon more than a hundred years ago," says Barnes, who, with fellow undergraduate Rong Wu, led this study at Wellesley, mentored by chemistry professor Christopher Arumainayagam and physics professor James Battat. Since Cannon's discovery, scientists have been interested in finding out how extraterrestrial molecules form. "Our goal is to explore the relative importance of low-energy electrons versus photons in instigating the chemical reactions responsible for the extraterrestrial synthesis of these prebiotic molecules," Barnes explains.

The few studies that previously probed this question suggested that both electrons and photons can catalyze the same reactions. Studies by Barnes and colleagues, however, hint that the prebiotic molecule yield from low-energy electrons and photons could be significantly different in space. "Our calculations suggest that the number of cosmic-ray-induced electrons within cosmic ice could be much greater than the number of photons striking the ice," Barnes explains. "Therefore, electrons likely play a more significant role than photons in the extraterrestrial synthesis of prebiotic molecules."

Aside from cosmic ice, her research into low-energy electrons and radiation chemistry also has potential applications on Earth. Barnes and colleagues recently studied the radiolysis of water, finding evidence of electron-stimulated release of hydrogen peroxide and hydroperoxyl radicals, which destroy stratospheric ozone and act as damaging reactive oxygen species in cells.

"A lot of our water radiolysis research findings could be used in medical applications and medical simulations," Barnes shares, offering the example of using high-energy radiation to treat cancer. "I once had a biochemistry professor say that humans are basically bags of water. So, other scientists are investigating how low-energy electrons produced in water affect our DNA molecules."

She also says the team's findings are applicable to environmental remediation efforts where wastewater is being treated with high-energy radiation, which produces large numbers of low-energy electrons that are assumed to be responsible for the destruction of hazardous chemicals.




Back to space chemistry, in attempting to better understand prebiotic molecule synthesis, the researchers didn't limit their efforts to mathematical modeling; they also tested their hypothesis by mimicking the conditions of space in the lab. They use an ultrahigh-vacuum chamber containing an ultrapure copper substrate that they can cool to ultralow temperatures, along with an electron gun that produces low-energy electrons and a laser-driven plasma lamp that produces low-energy photons. The scientists then bombard nanoscale ice films with electrons or photons to see what molecules are produced.

"Although we have previously focused on how this research is applicable to interstellar submicron ice particles, it is also relevant to cosmic ice on a much larger scale, like that of Jupiter's moon Europa, which has a 20-mile-thick ice shell," says Barnes.

Thus, she suggests their research will help astronomers understand data from space exploration missions such as NASA's James Webb Space Telescope as well as the Europa Clipper, initially expected to launch in October 2024. Barnes hopes that their findings will inspire other researchers to incorporate low-energy electrons into their astrochemistry models that simulate what happens within cosmic ices.

Barnes and colleagues are also varying the molecular composition of ice films and exploring atom addition reactions to see if low-energy electrons can produce other prebiotic chemistries. This work is being performed in collaboration with researchers at the Laboratory for the Study of Radiation and Matter in Astrophysics and Atmospheres in France.

"There's a lot that we're on the cusp of learning, which I think is really exciting and interesting," says Barnes, touting what she describes as a new Space Age.

The research was funded by the U.S. National Science Foundation, Arnold and Mabel Beckman Foundation, Wellesley College Faculty Awards, Brachman Hoffman grants, and the Nancy Harrison Kolodny '64 Professorship.
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Freeze-frame: World's fastest microscope that can see electrons in motion | ScienceDaily
Imagine owning a camera so powerful it can take freeze-frame photographs of a moving electron -- an object traveling so fast it could circle the Earth many times in a matter of a second. Researchers at the University of Arizona have developed the world's fastest electron microscope that can do just that.


						
They believe their work will lead to groundbreaking advancements in physics, chemistry, bioengineering, materials sciences and more.

"When you get the latest version of a smartphone, it comes with a better camera," said Mohammed Hassan, associate professor of physics and optical sciences. "This transmission electron microscope is like a very powerful camera in the latest version of smart phones; it allows us to take pictures of things we were not able to see before -- like electrons. With this microscope, we hope the scientific community can understand the quantum physics behind how an electron behaves and how an electron moves."

Hassan led a team of researchers in the departments of physics and optical sciences that published the research article "Attosecond electron microscopy and diffraction" in the Science Advances journal. Hassan worked alongside Nikolay Golubev, assistant professor of physics; Dandan Hui, co-lead author and former research associate in optics and physics who now works at the Xi'an Institute of Optics and Precision Mechanics, Chinese Academy of Sciences; Husain Alqattan, co-lead author, U of A alumnus and assistant professor of physics at Kuwait University; and Mohamed Sennary, a graduate student studying optics and physics.

A transmission electron microscope is a tool used by scientists and researchers to magnify objects up to millions of times their actual size in order to see details too small for a traditional light microscope to detect. Instead of using visible light, a transmission electron microscope directs beams of electrons through whatever sample is being studied. The interaction between the electrons and the sample is captured by lenses and detected by a camera sensor in order to generate detailed images of the sample.

Ultrafast electron microscopes using these principles were first developed in the 2000's and use a laser to generate pulsed beams of electrons. This technique greatly increases a microscope's temporal resolution -- its ability to measure and observe changes in a sample over time. In these ultrafast microscopes, instead of relying on the speed of a camera's shutter to dictate image quality, the resolution of a transmission electron microscope is determined by the duration of electron pulses.

The faster the pulse, the better the image.




Ultrafast electron microscopes previously operated by emitting a train of electron pulses at speeds of a few attoseconds. An attosecond is one quintillionth of a second. Pulses at these speeds create a series of images, like frames in a movie -- but scientists were still missing the reactions and changes in an electron that takes place in between those frames as it evolves in real time. In order to see an electron frozen in place, U of A researchers, for the first time, generated a single attosecond electron pulse, which is as fast as electrons moves, thereby enhancing the microscope's temporal resolution, like a high-speed camera capturing movements that would otherwise be invisible.

Hassan and his colleagues based their work on the Nobel Prize-winning accomplishments of Pierre Agostini, Ferenc Krausz and Anne L'Huilliere, who won the Novel Prize in Physics in 2023 after generating the first extreme ultraviolet radiation pulse so short it could be measured in attoseconds.

Using that work as a steppingstone, U of A researchers developed a microscope in which a powerful laser is split and converted into two parts -- a very fast electron pulse and two ultra-short light pulses. The first light pulse, known as the pump pulse, feeds energy into a sample and causes electrons to move or undergo other rapid changes. The second light pulse, also called the "optical gating pulse" acts like a gate by creating a brief window of time in which the gated, single attosecond electron pulse is generated. The speed of the gating pulse therefore dictates the resolution of the image. By carefully synchronizing the two pulses, researchers control when the electron pulses probe the sample to observe ultrafast processes at the atomic level.

"The improvement of the temporal resolution inside of electron microscopes has been long anticipated and the focus of many research groups -- because we all want to see the electron motion," Hassan said. "These movements happen in attoseconds. But now, for the first time, we are able to attain attosecond temporal resolution with our electron transmission microscope -- and we coined it 'attomicroscopy.' For the first time, we can see pieces of the electron in motion."
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Using AI to link heat waves to global warming | ScienceDaily
Researchers at Stanford and Colorado State University have developed a rapid, low-cost approach for studying how individual extreme weather events have been affected by global warming. Their method, detailed in a Aug. 21 study in Science Advances, uses machine learning to determine how much global warming has contributed to heat waves in the U.S. and elsewhere in recent years. The approach proved highly accurate and could change how scientists study and predict the impact of climate change on a range of extreme weather events. The results can also help to guide climate adaptation strategies and are relevant for lawsuits that seek to collect compensation for damages caused by climate change.


						
"We've seen the impacts that extreme weather events can have on human health, infrastructure, and ecosystems," said study lead author Jared Trok, a PhD student in Earth system science at the Stanford Doerr School of Sustainability. "To design effective solutions, we need to better understand the extent to which global warming drives changes in these extreme events."

Trok and his co-authors trained AI models to predict daily maximum temperatures based on the regional weather conditions and the global mean temperature. For training the AI models, they used data from a large database of climate model simulations extending from 1850 to 2100. But once the AI models were trained and verified, the researchers used the actual weather conditions from specific real-world heat waves to predict how hot the heat waves would have been if the exact same weather conditions occurred but at different levels of global warming. They then compared these predictions at different global warming levels to estimate how climate change influenced the frequency and severity of historical weather events.

Case studies and beyond

The researchers first put their AI method to work analyzing the 2023 Texas heat wave, which contributed to a record number of heat-related deaths in the state that year. The team found that global warming made the historic heat wave 1.18 to 1.42 degrees Celsius (2.12 to 2.56 F) hotter than it would have been without climate change. The researchers also found that their new technique accurately predicted the magnitude of record-setting heat waves in other parts of the world, and that the results were consistent with previously published studies of those events.

Based on this, the researchers used the AI to predict how severe heat waves could become if the same weather patterns that caused previous record-breaking heat waves instead occurred under higher levels of global warming. They found that events equal to some of the worst heat waves in Europe, Russia, and India over the past 45 years could happen multiple times per decade if global temperatures reach 2.0 C above pre-industrial levels. Global warming is currently approaching 1.3 C above pre-industrial levels.

"Machine learning creates a powerful new bridge between the actual meteorological conditions that cause a specific extreme weather event and the climate models that enable us to run more generalized virtual experiments on the Earth system," said study senior author Noah Diffenbaugh, the Kara J Foundation Professor and professor of Earth system science in the Stanford Doerr School of Sustainability. "AI hasn't solved all the scientific challenges, but this new method is a really exciting advance that I think will get adopted for a lot of different applications."

The new AI method addresses some limitations of existing approaches -- includingthose previously developed at Stanford -- by using actual historical weather data when predicting the effect of global warming on extreme events. It does not require expensive new climate model simulations because the AI can be trained using existing simulations. Together, these innovations will enable accurate, low-cost analyses of extreme events in more parts of the world, which is crucial for developing effective climate adaptation strategies. It also opens up new possibilities for fast, real-time analysis of the contribution of global warming to extreme weather.

The team plans to apply their method to a wider range of extreme weather events and refine the AI networks to improve their predictions, including using new approaches to quantify the full range of uncertainty in the AI predictions.

"We've shown that machine learning is a powerful and efficient new tool for studying the impact of global warming on historical weather events," said Trok. "We hope that this study helps promote future research into using AI to improve our understanding of how human emissions influence extreme weather, helping us better prepare for future extreme events."
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Chalk-based coating creates a cooling fabric | ScienceDaily
In the scorching heat of summer, anyone who spends time outside -- athletes, landscapers, kids at the park or beachgoers -- could benefit from a cooling fabric. While there are some textiles that reflect the sun's rays or transfer heat away from the body, current options require boutique fibers or complex manufacturing processes. But now, researchers report a durable chalk-based coating that cools the air underneath treated fabric by up to 8 degrees Fahrenheit.


						
Evan D. Patamia, a graduate student at the University of Massachusetts Amherst, will present their team's results at the fall meeting of the American Chemical Society (ACS).

"If you walk out into the sunlight, you will get increasingly hot because your body and clothing are absorbing ultraviolet (UV) and near-infrared (near-IR) light from the sun," says Trisha L. Andrew, a chemist and materials scientist working with Patamia. "And as long as you're alive, your body is generating heat, which can be thought of as light, too."

To make people more comfortable outside, scientists have been developing textiles that simultaneously deflect the sun's rays and push out natural body heat -- a process known as radiative cooling. Some of those materials have light-refracting synthetic particles, such as titanium dioxide or aluminum oxide, embedded into spun fibers. Others use organic polymers, such as polyvinylidene difluoride, which require perfluoroalkyl and polyfluoroalkyl substances, known as PFAS or forever chemicals, in their production processes to create light-reflective textiles.

But scaling the manufacturing of these materials for commercialization isn't sustainable, according to Andrew. So, she posed the question to research team members Patamia and Megan K. Yee, "Can we develop a textile coating that does the same thing using natural or environmentally benign materials?"

Previously, Andrew and colleagues created a simple technique to apply durable polymer coatings on fabric called chemical vapor deposition (CVD). The method combines synthesis and deposition into the same step: grafting a thin polymer layer onto commercial textiles with fewer steps and less environmental impact than other ways to attach coatings.

So, inspired by the crushed limestone-based plasters used historically to keep houses cool in extremely sunny places, Patamia and Yee worked on innovating a process to integrate calcium carbonate -- the main component in limestone and chalk -- as well as bio-compatible barium sulfate onto the polymer applied by CVD. Small particles of calcium carbonate are good at reflecting visible and near-IR wavelengths, and barium sulfate particles reflect UV light.




Treating small squares of fabric, the researchers applied a 5-micrometer-thick poly(2-hydroxyethyl acrylate) layer and repeatedly dipped the polymer-treated squares into solutions containing calcium or barium ions and solutions containing carbonate or sulfate ions. With each dip, the crystals become larger and more uniform, and the fabric develops a chalky, matte finish. Patamia says that by changing the number of dipping cycles, the particles can be tuned to reach the ideal size distribution (between 1 and 10 micrometers in diameter) for reflecting both UV and near-IR light.

The researchers tested the cooling abilities of treated and untreated fabrics outside on a sunny day when the temperature measured more than 90 F. They observed air temperatures underneath the treated fabric that registered 8 F cooler than the ambient temperature in the middle of the afternoon. The difference was even greater, a maximum of 15 F, between treated and untreated fabric, which heated the air underneath the sample. "We see a true cooling effect," says Patamia. "What is underneath the sample feels colder than standing in the shade."

As a final evaluation of the mineral-polymer coating, Yee simulated the friction and impact of laundry detergent in a washing machine. She found that the coating didn't rub away and the material retained its cooling ability.

"So far in our processes, we've been limited by the size of our laboratory equipment," says Andrew. But she's part of a startup company that's scaling the CVD process for bolts of fabric, which are about 5 feet wide and 100 yards long. Andrew explains that this venture could provide a way to translate Patamia and Yee's innovations into pilot-scale production.

"What makes our technique unique is that we can do this on nearly any commercially available fabric and turn it into something that can keep people cool," concludes Patamia. "Without any power input, we're able to reduce how hot a person feels, which could be a valuable resource where people are struggling to stay cool in extremely hot environments."

The research was funded by the U.S. National Science Foundation. Trisha L. Andrew is involved in commercializing the polymer coating process. 
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Quality control: Neatly arranging crystal growth to make fine thin films | ScienceDaily
Table salt and refined sugar look white to our eyes, but that is only because their individual colorless crystals scatter visible light. This feature of crystals is not always desirable when it comes to materials for optical and electrical devices, however.


						
Metal-organic frameworks are one such material. Crystalline with micropores, thin films of these nanomaterials have been attracting attention as a next-generation material that could also have an impact on environmental issues such as hydrogen storage and carbon dioxide capture. An Osaka Metropolitan University, Graduate School of Engineering team has found a way to control the growth of crystals on such thin films so that light scattering is reduced significantly.

Associate Professor Kenji Okada and Professor Masahide Takahashi led the team in developing a technique for forming thin films on substrates by having the crystals grow in an orderly manner through the use of a modulator. A mixture of diluted acetic acid, the main acid of vinegar, and sodium acetate made up the modulator, which interacted with the copper-based medium to grow crystals in only one direction.

By arranging the crystals neatly without gaps, the team succeeded in fabricating a thin film of unprecedented high quality.

"The thin films fabricated in this research have numerous molecular-sized pores that allow light to pass through them well," Professor Okada explained. "They are expected to be used as optical sensors, optical elements, and transparent gas adsorption sheets that utilize the change in optical properties during molecular adsorption."
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Eco-friendly cooling device with record-breaking efficiency | ScienceDaily
Researchers at the School of Engineering of the Hong Kong University of Science and Technology (HKUST) have developed an eco-friendly refrigeration device with record-breaking cooling performance in the world, setting to transform industries reliant on cooling and reduce global energy use. With a boost in efficiency of over 48%, the new elastocaloric cooling technology opens a promising avenue for accelerating the commercialization of this disruptive technology and addressing the environmental challenges associated with traditional cooling systems.


						
Traditional vapor compression refrigeration technology relies on refrigerants of high global warming potential. Solid-state elastocaloric refrigeration based on latent heat in the cyclic phase transition of shape memory alloys (SMAs) provides an environmentally friendly alternative, with its characteristics of greenhouse gas-free, 100% recyclable and energy-efficient SMA refrigerants. But the relatively small temperature lift between 20 and 50 K, which is a critical performance indicator of the cooling device's ability to transfer heat from a low-temperature source to a high-temperature sink, has hindered the commercialization of this emerging technology.

To overcome the challenge, the research team led by Prof. SUN Qingping and Prof. YAO Shuhuai from the Department of Mechanical and Aerospace Engineering has developed a multi-material cascading elastocaloric cooling device made of nickel-titanium (NiTi) shape memory alloys and broke the world record in its cooling performance.

They selected three NiTi alloys with different phase transition temperatures to operate at the cold end, intermediate end, and hot end, respectively. By matching the working temperatures of each unit with the corresponding phase transition temperatures, the overall device's superelastic temperature window was expanded to over 100 K and each NiTi unit operated within its optimal temperature range, significantly enhancing the cooling efficiency. The built multi-material cascading elastocaloric cooling device achieved a temperature lift of 75 K on the water side, surpassing the previous world record of 50.6 K. Their research breakthrough, titled "A Multi-Material Cascade Elastocaloric Cooling Device for Large Temperature Lift," was recently published in Nature Energy, a top journal in the field.

Building on the success in developing elastocaloric cooling materials and architectures with many patents and papers published in leading journals, the research team plans to further develop high-performance shape memory alloys and devices for sub-zero elastocaloric cooling and high-temperature heat pumping applications. They will continue to optimize material properties and develop high-energy efficient refrigeration systems to drive the commercialization of this innovative technology.

Space cooling and heating account for 20% of the world's total electricity consumption and, according to industry estimates, are projected to become the second-largest source of global electricity demand by 2050.

"In the future, with the continuous advancement of materials science and mechanical engineering, we are confident that elastocaloric refrigeration can provide next-generation green and energy-efficient cooling and heating solutions to feed the huge worldwide refrigeration market, addressing the urgent task of decarbonization and global warming mitigation," Prof. Sun said.

The research work was conducted by Prof. Sun and Prof. Yao (both corresponding authors), Postdoctoral Research Associate and PhD graduate Dr. ZHOU Guoan (first author), PhD student LI Zexi, PhD graduates ZHU Yuxiang and HUA Peng, as well as a collaborator from Wuhan University.
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New theory could improve the design and operation of wind farms | ScienceDaily
The blades of propellers and wind turbines are designed based on aerodynamics principles that were first described mathematically more than a century ago. But engineers have long realized that these formulas don't work in every situation. To compensate, they have added ad hoc "correction factors" based on empirical observations.


						
Now, for the first time, engineers at MIT have developed a comprehensive, physics-based model that accurately represents the airflow around rotors even under extreme conditions, such as when the blades are operating at high forces and speeds, or are angled in certain directions. The model could improve the way rotors themselves are designed, but also the way wind farms are laid out and operated. The new findings are described in the journal Nature Communications, in an open-access paper by MIT postdoc Jaime Liew, doctoral student Kirby Heck, and Michael Howland, the Esther and Harold E. Edgerton Assistant Professor of Civil and Environmental Engineering.

"We've developed a new theory for the aerodynamics of rotors," Howland says. This theory can be used to determine the forces, flow velocities, and power of a rotor, whether that rotor is extracting energy from the airflow, as in a wind turbine, or applying energy to the flow, as in a ship or airplane propeller. "The theory works in both directions," he says.

Because the new understanding is a fundamental mathematical model, some of its implications could potentially be applied right away. For example, operators of wind farms must constantly adjust a variety of parameters, including the orientation of each turbine as well as its rotation speed and the angle of its blades, in order to maximize power output while maintaining safety margins. The new model can provide a simple, speedy way of optimizing those factors in real time.

"This is what we're so excited about, is that it has immediate and direct potential for impact across the value chain of wind power," Howland says.

Modeling the momentum

Known as momentum theory, the previous model of how rotors interact with their fluid environment -- air, water, or otherwise -- was initially developed late in the 19th century. With this theory, engineers can start with a given rotor design and configuration, and determine the maximum amount of power that can be derived from that rotor -- or, conversely, if it's a propeller, how much power is needed to generate a given amount of propulsive force.




Momentum theory equations "are the first thing you would read about in a wind energy textbook, and are the first thing that I talk about in my classes when I teach about wind power," Howland says. From that theory, physicist Albert Betz calculated in 1920 the maximum amount of energy that could theoretically be extracted from wind. Known as the Betz limit, this amount is 59.3 percent of the kinetic energy of the incoming wind.

But just a few years later, others found that the momentum theory broke down "in a pretty dramatic way" at higher forces that correspond to faster blade rotation speeds or different blade angles, Howland says. It fails to predict not only the amount, but even the direction of changes in thrust force at higher rotation speeds or different blade angles: Whereas the theory said the force should start going down above a certain rotation speed or blade angle, experiments show the opposite -- that the force continues to increase. "So, it's not just quantitatively wrong, it's qualitatively wrong," Howland says.

The theory also breaks down when there is any misalignment between the rotor and the airflow, which Howland says is "ubiquitous" on wind farms, where turbines are constantly adjusting to changes in wind directions. In fact, in an earlier paper in 2022, Howland and his team found that deliberately misaligning some turbines slightly relative to the incoming airflow within a wind farm significantly improves the overall power output of the wind farm by reducing wake disturbances to the downstream turbines.

In the past, when designing the profile of rotor blades, the layout of wind turbines in a farm, or the day-to-day operation of wind turbines, engineers have relied on ad hoc adjustments added to the original mathematical formulas, based on some wind tunnel tests and experience with operating wind farms, but with no theoretical underpinnings.

Instead, to arrive at the new model, the team analyzed the interaction of airflow and turbines using detailed computational modeling of the aerodynamics. They found that, for example, the original model had assumed that a drop in air pressure immediately behind the rotor would rapidly return to normal ambient pressure just a short way downstream. But it turns out, Howland says, that as the thrust force keeps increasing, "that assumption is increasingly inaccurate."

And the inaccuracy occurs very close to the point of the Betz limit that theoretically predicts the maximum performance of a turbine -- and therefore is just the desired operating regime for the turbines. "So, we have Betz's prediction of where we should operate turbines, and within 10 percent of that operational set point that we think maximizes power, the theory completely deteriorates and doesn't work," Howland says.




Through their modeling, the researchers also found a way to compensate for the original formula's reliance on a one-dimensional modeling that assumed the rotor was always precisely aligned with the airflow. To do so, they used fundamental equations that were developed to predict the lift of three-dimensional wings for aerospace applications.

The researchers derived their new model, which they call a unified momentum model, based on theoretical analysis, and then validated it using computational fluid dynamics modeling. In follow up work not yet published, they are doing further validation using wind tunnel and field tests.

Fundamental understanding

One interesting outcome of the new formula is that it changes the calculation of the Betz limit, showing that it's possible to extract a bit more power than the original formula predicted. Although it's not a significant change -- on the order of a few percent -- "it's interesting that now we have a new theory, and the Betz limit that's been the rule of thumb for a hundred years is actually modified because of the new theory," Howland says. "And that's immediately useful." The new model shows how to maximize power from turbines that are misaligned with the airflow, which the Betz limit cannot account for.

The aspects related to controlling both individual turbines and arrays of turbines can be implemented without requiring any modifications to existing hardware in place within wind farms. In fact, this has already happened, based on earlier work from Howland and his collaborators two years ago that dealt with the wake interactions between turbines in a wind farm, and was based on the existing, empirically based formulas.

"This breakthrough is a natural extension of our previous work on optimizing utility-scale wind farms," he says, because in doing that analysis, they saw the shortcomings of the existing methods for analyzing the forces at work and predicting power produced by wind turbines. "Existing modeling using empiricism just wasn't getting the job done," he says.

In a wind farm, individual turbines will sap some of the energy available to neighboring turbines, because of wake effects. Accurate wake modeling is important both for designing the layout of turbines in a wind farm, and also for the operation of that farm, determining moment to moment how to set the angles and speeds of each turbine in the array.

Until now, Howland says, even the operators of wind farms, the manufacturers, and the designers of the turbine blades had no way to predict how much the power output of a turbine would be affected by a given change such as its angle to the wind without using empirical corrections. "That's because there was no theory for it. So, that's what we worked on here. Our theory can directly tell you, without any empirical corrections, for the first time, how you should actually operate a wind turbine to maximize its power," he says.

Because the fluid flow regimes are similar, the model also applies to propellers, whether for aircraft or ships, and also for hydrokinetic turbines such as tidal or river turbines. Although they didn't focus on that aspect in this research, "it's in the theoretical modeling naturally," he says.

The new theory exists in the form of a set of mathematical formulas that a user could incorporate in their own software, or as an open-source software package that can be freely downloaded from GitHub. "It's an engineering model developed for fast-running tools for rapid prototyping and control and optimization," Howland says. "The goal of our modeling is to position the field of wind energy research to move more aggressively in the development of the wind capacity and reliability necessary to respond to climate change."

The work was supported by the National Science Foundation and Siemens Gamesa Renewable Energy.
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More academic freedom leads to more innovation | ScienceDaily
The innovative strength of a society depends on the level of academic freedom. An international team involving the Technical University of Munich (TUM) has now demonstrated this relationship for the first time. The researchers analyzed patent applications and patent citations in a sample from around 160 countries over the 1900-2015 period in relation to indicators used in the Academic Freedom Index. In view of the global decline in academic freedom over the past 10 years, the researchers predict a loss in innovative output.


						
In many countries scientists have experienced a loss of academic freedom in recent years. This trend has come in for criticism on the basis of fundamental principles. However, there has been no research to date on whether the degree of academic freedom also has an impact on a society's ability to produce innovations.

For the first time an international team of researchers has studied the relationship between academic freedom and innovation output. As indicators for the quantity and quality of innovations, the researchers used patent applications and citations. Their analysis covered the 1900-2015 period in 157 countries. The team analyzed two large and respected datasets and put the results into relation: the V-Dem Dataset (Varieties of Democracy) from the V-Dem Institute at the University of Gothenburg encompasses various democracy indicators, some of which date back to 1789. They include freedom of science, which the institute, together with FAU Erlangen-Nuremberg, has also presented in the Academic Freedom Index for several years. The team obtained data on numbers of patent applications and citations from the PATSTAT database from the European Patent Office.

"Alarming signs for many countries"

The study shows that more freedom for the work of scientists results in more innovations. When the degree of academic freedom improves, this is followed by increases in the numbers of patent applications and, subsequently, in the number of patent citations.

However, the situation for academic freedom declined on a global scale during the period 2011-2021 for the first time in the last 100 years. This also applies to the group of 25 countries with the strongest science base. For that decade, the research team used the results of the study to calculate the impact of the decline. "We predict a global decline of 4-6% in innovative capability. In the leading countries, the figure is as high as 5-8%," says study author Paul Momtaz, Professor of Entrepreneurial Finance at TUM.

"The results are an alarming sign for many countries. Those who restrict academic freedom also limit the ability to develop new technologies and processes and therefore hinder progress and prosperity," says Paul Momtaz. "We see this trend not only in dictatorships, but also increasingly in democratic states where populist parties have gained influence."

Numerous robustness checks confirm results




The researchers conducted several checks to confirm the robustness of the link between academic freedom and innovative output. For example they checked whether the correlation actually results from academic freedom in particular or from general freedom in a society. They also ruled out reverse causality, in other words the possibility of countries allowing more academic freedom when innovative output is too low. The results of the study were also confirmed when narrowing the perspective to countries with very high or very low numbers of patent applications, when only the post-1980 period was considered or when limiting the analysis to specific aspects of academic freedom.

Further information:

Scientists from the Technical University of Munich, Indiana University, the University of Luxembourg, the Polytechnic University of Milan and the University of Bergamo were involved in the study.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/08/240821124350.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Dormant capacity reserve in lithium-ion batteries detected | ScienceDaily
Batteries undercut their theoretical capacity in practice, sometimes significantly. In a lithium iron phosphate cathode, researchers at TU Graz have now been able to observe exactly where the capacity loss occurs.


						
Lithium iron phosphate is one of the most important materials for batteries in electric cars, stationary energy storage systems and tools. It has a long service life, is comparatively inexpensive and does not tend to spontaneously combust. Energy density is also making progress. However, experts are still puzzled as to why lithium iron phosphate batteries undercut their theoretical electricity storage capacity by up to 25 per cent in practice. In order to utilise this dormant capacity reserve, it would be crucial to know exactly where and how lithium ions are stored in and released from the battery material during the charging and discharging cycles. Researchers at Graz University of Technology (TU Graz) have now taken a significant step in this direction. Using transmission electron microscopes, they were able to systematically track the lithium ions as they travelled through the battery material, map their arrangement in the crystal lattice of an iron phosphate cathode with unprecedented resolution and precisely quantify their distribution in the crystal.

Key clue for increasing the capacity of batteries further

"Our investigations have shown that even when the test battery cells are fully charged, lithium ions remain in the crystal lattice of the cathode instead of migrating to the anode. These immobile ions incur a cost in capacity," says Daniel Knez from the Institute of Electron Microscopy and Nanoanalysis at TU Graz. The immobile lithium ions are unevenly distributed in the cathode. The researchers have succeeded in precisely determining these areas of different levels of lithium enrichment and separating them from each other down to a few nanometres. Distortions and deformations were found in the crystal lattice of the cathode in the transition areas. "These details provide important information on physical effects that have so far counteracted battery efficiency and which we can take into account in the further development of the materials," says Ilie Hanzu from the Institute of Chemistry and Technology of Materials, who was closely involved in the study.

Methods also transferable to other battery materials

For their investigations, the researchers prepared material samples from the electrodes of charged and discharged batteries and analysed them under the atomic-resolution ASTEM microscope at TU Graz. They combined electron energy loss spectroscopy with electron diffraction measurements and atomic-level imaging. "By combining different examination methods, we were able to determine where the lithium is positioned in the crystal channels and how it gets there," explains Nikola Simi? from the Institute of Electron Microscopy and Nanoanalysis and first author of the paper on the results, which the research team recently published in the journal Advanced Energy Materials. "The methods we have developed and the knowledge we have gained about ion diffusion can be transferred to other battery materials with only minor adjustments in order to characterise them even more precisely and develop them further."
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Beetle that pushes dung with the help of 100 billion stars unlocks the key to better navigation systems in drones and satellites | ScienceDaily
An insect species that evolved 130 million years ago is the inspiration for a new research study to improve navigation systems in drones, robots, and orbiting satellites.


						
The dung beetle is the first known species to use the Milky Way at night to navigate, focusing on the constellation of stars as a reference point to roll balls of dung in a straight line away from their competitors.

Swedish researchers made this discovery in 2013 and a decade later, Australian engineers are modelling the same technique used by the dung beetle to develop an AI sensor that can accurately measure the orientation of the Milky Way in low light.

University of South Australia remote sensing engineer Professor Javaan Chahl and his team of PhD students have used computer vision to demonstrate that the large stripe of light that forms the Milky Way is not affected by motion blur, unlike individual stars.

"Nocturnal dung beetles move their head and body extensively when rolling balls of manure across a field, needing a fixed orientation point in the night sky to help them steer in a straight line," Prof Chahl says. "Their tiny compound eyes make it difficult to distinguish individual stars, particularly while in motion, whereas the Milky Way is highly visible."

In a series of experiments using a camera mounted to the roof of a vehicle, the UniSA researchers captured images of the Milky Way while the vehicle was both stationery and moving. Using information from those images they have developed a computer vision system that reliably measures the orientation of the Milky Way, which is the first step towards building a navigation system.

Their findings have been published in the journal Biomimetics.

Lead author UniSA PhD candidate Yiting Tao says the orientation sensor could be a backup method to stabilise satellites and help drones and robots to navigate in low light, even when there is a lot of blur caused by movement and vibration.




"For the next step I want to put the algorithm on a drone and allow it to control the aircraft in flight during the night," Tao says.

The sun helps many insects to navigate during the day, including wasps, dragonflies, honeybees, and desert ants. At night, the moon also provides a reference point for nocturnal insects, but it is not always visible, hence why dung beetles and some moths use the Milky Way for orientation.

Prof Chahl says insect vision has long inspired engineers where navigation systems are concerned.

"Insects have been solving navigational problems for millions of years, including those that even the most advanced machines struggle with. And they've done it in a tiny little package. Their brains consist of tens of thousands of neurons compared to billions of neurons in humans, yet they still manage to find solutions from the natural world."
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Quenching the intense heat of a fusion plasma may require a well-placed liquid metal evaporator | ScienceDaily
Inside the next generation of fusion vessels known as spherical tokamaks, scientists at the U.S. Department of Energy's Princeton Plasma Physics Laboratory (PPPL) envisioned a hot region with flowing liquid metal that is reminiscent of a subterranean cave. Researchers say evaporating liquid metal could protect the inside of the tokamak from the intense heat of the plasma. It's an idea that dates back several decades and is tied to one of the Lab's strengths: working with liquid metals.


						
"PPPL's expertise in using liquid metals, particularly liquid lithium, for enhanced fusion performance is helping refine ideas about how it can best be deployed inside a tokamak," said Rajesh Maingi, PPPL's head of tokamak experimental science and co-author of a new paper in Nuclear Fusion detailing the lithium vapor cave.

Recently, researchers have been running computer simulations to find the best place for a lithium vapor "cave" inside the fusion vessel. To achieve commercial fusion, every part of the doughnut-shaped tokamak needs to be precisely placed. The idea behind a lithium vapor cave is to keep the lithium in the boundary layer away from the hot, fusing core plasma but near the excess heat. An evaporator -- a heated surface to boil off lithium atoms -- sets the lithium vapor particles off on the ideal course to where the bulk of the excess heat tends to accumulate. The scientists considered three choices in terms of cave placement. The lithium vapor cave could be located at the bottom of the tokamak near the center stack, in an area known as the private flux region; it could be in the outer edge, which is known as the common flux region; or the lithium vapor could come from both regions.

Now, results from multiple computer simulations have determined the best location for the lithium vapor cave is near the bottom of the tokamak by the center stack. The new simulations reflect additional information: They are the first to consider collisions between neutral particles, which have neither a net positive or negative charge.

"The lithium evaporator really does not work unless it is placed in the private flux region," said Eric Emdee, an associate research physicist at PPPL and lead author of the new paper. When the lithium is evaporated in the private flux region, the particles become positively charged ions in a region with a lot of excess heat, protecting the nearby walls. Once the lithium particles are ionized, they obey the same magnetic fields as the plasma, spreading and dissipating the heat so it strikes a larger area of the tokamak and reduces the risk of components melting.

The private flux region is also the ideal target for the evaporated lithium because it is separate from the core plasma, which needs to stay hot. "You don't want your core plasma to get dirty with lithium and cool, but you also want the lithium to do some heat mitigation before it leaves the cave," he said.

Holding the lithium: box versus cave

The researchers originally thought the lithium would be best housed in a "metal box" with an opening at the top. The plasma would flow into the gap so the lithium could dissipate the heat of the plasma before reaching the metal walls. Now, the researchers say a cave -- geometrically just the inner half of a box -- full of lithium vapor would be simpler than a box. The difference is more than just semantics: It impacts where the lithium travels and how effectively it dissipates heat.




"For years, we thought we needed a full, four-sided box, but now we know we can make something much simpler," said Emdee. Data from new simulations pointed them in a different direction when the research team realized they could contain the lithium just as well if they cut their box in half. "Now we call it the cave," Emdee said.

In the cave configuration, the device would have walls on the top, bottom and side closest to the center of the tokamak. This optimizes the path for the evaporating lithium, setting it on a better course for capturing the most heat from the private flux region while minimizing the complexity of the device.

Considering a capillary porous system to draw up the lithium

Yet another approach proposed by PPPL scientists in the new paper could achieve the same heat-quenching effect without drastically modifying the tokamak's wall shape. In this approach, liquid lithium flows quickly under a porous, plasma-facing wall. This wall would be located where the excess heat impacts the tokamak the most: at the divertor. The porous wall allows the lithium to penetrate the surface directly facing the plasma heating, so liquid lithium is delivered exactly where it is needed most: at the area of the highest heat intensity. This capillary porous system is explained in an earlier paper published in the journal Physics of Plasmas.

The lead author of that paper, PPPL Principal Engineering Analyst Andrei Khodak, said he prefers the idea of using a porous plasma-facing wall on its own, as tiles embedded in the tokamak. "The advantage of the porous plasma-facing wall is that you don't need to change the shape of the confinement vessel. You can just change the tile," Khodak said. Khodak was also a co-author on the new paper, along with former Lab Director Robert Goldston.

Having lithium evaporation on the divertor surface leads to strong coupling between the plasma edge and the plasma-facing component in terms of heat and mass transfer because the heating from plasma will lead to lithium evaporation, which will, in turn, change the plasma heat flux to the liquid lithium plasma-facing component. A new model, described in a paper by the same authors in IEEE Transactions on Plasma Science, accounts for this strong two-way coupling. PPPL scientists and engineers will continue to test and develop their ideas as part of their core mission of making fusion an important part of the power grid.

The DOE supported work on the new Nuclear Fusion paper under contract number DE-AC02-09CH11466. The Physics of Plasmas manuscript was based upon work supported by the DOE, Office of Science, Office of Fusion Energy Sciences and was authored by Princeton University under contract number DE-AC02-09CH11466.
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AI approach to drought zoning | ScienceDaily
How will climate change impact Canada, home to the largest number of lakes in the world?


						
A recent study by the University of Ottawa and Laval University shows that climate change may cause many areas in Canada to experience significant droughts by the end of the century. In response, the researchers have introduced an advanced AI-based method to map drought-prone regions nationwide.

The research was conducted by a dedicated team of highly qualified personnel (HQP) under the supervision of Associate Professor Hossein Bonakdari, from uOttawa's Department of Civil Engineering, in collaboration with Professor Silvio Gumiere from Laval University. The project is supported by funding from the Natural Sciences and Engineering Research Council of Canada (NSERC) through the Discovery Grant program and the Quebec government's Fonds de Recherche du Quebec -- Nature et Technologies.

"Drought is a significant threat to Canada, impacting agriculture, water resources and ecosystems," explains Professor Bonakdari, lead researcher on the project. "Our research provides a detailed analysis of historical drought patterns and projections for future drought trends, allowing for more informed decision-making in climate resilience planning."

The study offers a crucial and detailed understanding of how climate change will reshape Canada's environmental landscape, particularly with respect to precipitation patterns, temperature increases and drought frequency. The findings reveal that:
    	Northern (Nunavut, Northwest Territories, Yukon) and central regions (Saskatchewan, Alberta) are projected to face the most severe drought conditions.
    	Coastal and eastern provinces may experience less severe, but still significant, changes.
    	Under extreme climate scenarios, nearly half of Canada could be affected by severe drought by 2100.

This study uses deep-learning techniques and integrates data from the Canadian Drought Monitor (CDM) and ERA5-Land to analyze historical drought patterns and to project future trends up to 2100. According to Professor Bonakdari, "this innovative approach fills data gaps and enables robust projections under different climate change scenarios outlined by the sixth Intergovernmental Panel on Climate Change (IPCC) report. The ability to accurately forecast drought areas in Canada using AI is a significant advancement in climate resilience planning."

Key messages for the public include:
    	Surprising fact: Drought in Canada isn't just a southern problem. Northern areas, like Nunavut, Northwest Territories, and Yukon, are expected to face severe drought conditions in the coming decades.
    	Myth debunked: Stable precipitation does not mean no drought. Even with stable precipitation, rising temperatures will exacerbate drought conditions across Canada.
    	Critical insight: The severity of future droughts and temperature increases will depend on current actions. Robust climate policies and adaptation strategies are urgently needed to mitigate these impacts.
    	Urgency in Northern regions: Northern regions, often overlooked in climate discussions, are among the most vulnerable. The projected temperature increases and intensified droughts in these areas highlight the need for targeted climate action.

This study, published in Climate Journal, offers useful insights for policymakers, resource managers and stakeholders throughout Canada. By recognizing differences in regional drought risks and the impact of rising temperatures, they can take proactive steps to safeguard Canadian communities and ecosystems amidst a changing climate.
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Unlocking the last lanthanide | ScienceDaily
Proving a hypothesis can be exciting, but witnessing something that has never been seen before elevates that discovery into an unforgettable experience. A team of scientists led by the U.S. Department of Energy's (DOE) Oak Ridge National Laboratory (ORNL) was recently able to share this rare feeling as they observed how the even rarer element promethium forms chemical bonds when placed in an aqueous solution. The team used the Beamline for Materials Measurement(BMM), a beamline funded and operated by National Institute of Standards and Technology, at the National Synchrotron Light Source II, a DOE Office of Science user facility at DOE's Brookhaven National Laboratory.


						
Despite its rarity, promethium has a few interesting applications, including manufacturing specialized glow-in-the-dark paint, radiation therapy, and long-lasting atomic batteries for pacemakers, spacecraft, and more. Because of its high instability, there is still a lot about this radioactive metal that remains unknown. Understanding its complex chemistry could pave the way for even more unique uses and fascinating follow-up studies.

Promethium is what is known as a "lanthanide" or "rare-earth metal." This metal is one of 15 elements that occupy the lower portion of the periodic table and carry the atomic numbers 57 through 71. While these metals look and feel fairly similar to each other, they all have unique magnetic and electronic properties. These unique properties may stem from a phenomenon referred to as "lanthanide contraction." The atomic and ionic radii of these elements are said to decrease despite the atomic number increasing, much like other groupings in the periodic table. As a result, the atoms become smaller as you move across the series. Scientists hadn't experimentally observed this in all lanthanides in solution until now. The results of this groundbreaking research were recently published in Nature.

Scarcity, timing, and tight logistics

At any given time, there is usually only a little over a pound of this element in its naturally occurring state on Earth. Promethium is radioactive, but it has an incredibly short half-life. This plays a large role in its scarcity. The longest half-life of a promethium isotope, promethium-145, is only 17.7 years. ORNL was able to create a sample of promethium-147, which has a half-life of 2.6 years, using a by product from the production of plutonium for space exploration. Once the clock starts ticking, the sample immediately starts to decay into the more stable element samarium.

"We had around 40 or 50% of the entire stock of purified promethium on the planet at the beamline to study," remarked Bruce Ravel, lead beamline scientist at BMM and co-author of this research. "A couple of weeks later, the promethium sample was no longer usable, mostly due to the water in the solution evaporating. Of course, the research was interesting, but the whole process to make it happen was interesting, too. There was so much logistical planning and coordination necessary to make this happen, and everyone involved worked really hard to get every piece of this experiment in place quickly and carefully."

The sample started at ORNL, where scientists extracted material from the waste stream of the High Flux Isotope Reactor and began to separate the promethium from the rest of the waste. Safely packaging the sample, driving it from Tennessee to New York, having it be accepted at NSLS-II, and then carrying out experiments to the beamline all took time, and time takes away precious promethium.




A series of exciting firsts

To study the chemical structure of promethium, the scientists had to first stabilize it in water. To do this, they used a water-soluble ligand called bispyrrolidine diglycolamide. Ligands are specialized molecules that bind to metal atoms. From there, the team took the sample to BMM to measure it using X-ray absorption spectroscopy (XAS), a well-established synchrotron technique that determines the structure and properties of atoms in a material by shining X-ray light on a sample and measuring how the components of that sample absorb the X-rays. Different atoms absorb X-rays at specific energies, which allows scientists to identify which elements are present and how they are arranged in the material.

"To the best of our knowledge, this was the first time that anyone, anywhere, at any synchrotron measured the element promethium with XAS," remarked Ravel. "We are the first people ever to see a spectrum like that, which just by itself was really, really cool. I've been doing research using XAS for a long time, and I've never seen anything that no one else has ever seen before."

In this solution, the promethium ion formed bonds with nine neighboring oxygen atoms. After analyzing and measuring the complex, the team was able to plug this result into the remaining lanthanide series, observing that it fit in the pattern of contraction that was theorized.

Acquiring this missing piece allowed the team to then analyze the series as a whole, which had its own interesting pattern. The bond shortening was fairly accelerated at the start of the series, but for the heavier lanthanides after promethium, the bond lengths shortened more steadily. Uncovering the chemical properties of promethium on its own opens a new realm of research possibilities, but gaining a more complete understanding of lanthanides completes a puzzle that had been missing a piece for a quite some time.

"This was a situation where what we measured was in line with our expectations, which were informed by science and our knowledge of the lanthanide series," said Ravel. "But we measured something extremely difficult that had never been measured before. Having actual knowledge, rather than inference, is how one does good science. The importance of filling in this gap in our collective knowledge of how lanthanides work is very important. I've been a scientist for 30 years and have never run into the street and yelled, 'Eureka!' This was an accomplishment, but it wasn't a big surprise. The best part of science isn't when someone says, 'Eureka!' It's when someone says, 'Huh, that's weird.'"
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Engineered Bacteria make thermally stable plastics similar to polystyrene and PET | ScienceDaily
Bioengineers around the world have been working to create plastic-producing microbes that could replace the petroleum-based plastics industry. Now, researchers from Korea have overcome a major hurdle: getting bacteria to produce polymers that contain ring-like structures, which make the plastics more rigid and thermally stable. Because these molecules are usually toxic to microorganisms, the researchers had to construct a novel metabolic pathway that would enable the E. coli bacteria to both produce and tolerate the accumulation of the polymer and the building blocks it is composed of. The resulting polymer is biodegradable and has physical properties that could lend it to biomedical applications such as drug delivery, though more research is needed. The results are presented August 21 in the Cell Press journal Trends in Biotechnology.


						
"I think biomanufacturing will be a key to the success of mitigating climate change and the global plastic crisis," says senior author Sang Yup Lee, a chemical and biomolecular engineer at the Korea Advanced Institute of Science and Technology. "We need to collaborate internationally to promote bio-based manufacturing so that we can ensure a better environment for our future."

Most plastics that are used for packaging and industrial purposes contain ring-like "aromatic" structures -- for example, PET and polystyrene. Previous studies have managed to create microbes that can produce polymers made up of alternating aromatic and aliphatic (non-ring-like) monomers, but this is the first time that microbes have produced polymers made up entirely of monomers with aromatic sidechains.

To do this, the researchers first constructed a novel metabolic pathway by recombining enzymes from other microorganisms that enabled the bacteria to produce an aromatic monomer called phenyllactate. Then, they used computer-simulations to engineer a polymerase enzyme that could efficiently assemble these phenyllactate building blocks into a polymer.

"This enzyme can synthesize the polymer more efficiently than any of the enzymes available in nature," says Lee.

After optimizing the bacteria's metabolic pathway and the polymerase enzyme, the researchers grew the microbes in 6.6 L (1.7 gallon) fermentation vats. The final strain was capable of producing 12.3 g/L of the polymer (poly(D phenyllactate)). To commercialize the product, the researchers want to increase the yield to at least 100 g/L.

"Based on its properties, we think that this polymer should be suitable for drug delivery in particular," says Lee. "It's not quite as strong as a PET, mainly because of the lower molecular weight."

In future, the researchers plan to develop additional types of aromatic monomers and polymers with various chemical and physical properties -- for example, polymers with the higher molecular weights required for industrial applications. They're also working to further optimize their method so that it can be scaled up.

"If we put more effort into increasing the yield, then this method might be able to be commercialized at a larger scale," says Lee. "We're working to improve the efficiency of our production process as well as the recovery process, so that we can economically purify the polymers we produce."

This research was supported by the National Research Foundation, the Korean Ministry of Science, and ICT.
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New heaviest exotic antimatter nucleus | ScienceDaily
Scientists studying the tracks of particles streaming from six billion collisions of atomic nuclei at the Relativistic Heavy Ion Collider (RHIC) -- an "atom smasher" that recreates the conditions of the early universe -- have discovered a new kind of antimatter nucleus, the heaviest ever detected. Composed of four antimatter particles -- an antiproton, two antineutrons, and one antihyperon -- these exotic antinuclei are known as antihyperhydrogen-4.


						
Members of RHIC's STAR Collaboration made the discovery by using their house-sized particle detector to analyze details of the collision debris. They report their results in the journal Nature and explain how they've already used these exotic antiparticles to look for differences between matter and antimatter.

"Our physics knowledge about matter and antimatter is that, except for having opposite electric charges, antimatter has the same properties as matter -- same mass, same lifetime before decaying, and same interactions," said STAR collaborator Junlin Wu, a graduate student at the Joint Department for Nuclear Physics, Lanzhou University and Institute of Modern Physics, China. But the reality is that our universe is made of matter rather than antimatter, even though both are believed to have been created in equal amounts at the time of the Big Bang some 14 billion years ago.

"Why our universe is dominated by matter is still a question, and we don't know the full answer," Wu said.

RHIC, a U.S. Department of Energy (DOE) Office of Science user facility for nuclear physics research at DOE's Brookhaven National Laboratory, is a good place to study antimatter. Its collisions of heavy ions -- atomic nuclei that have been stripped of their electrons and accelerated close to the speed of light -- melt the boundaries of the ions' individual protons and neutrons. The energy deposited in the resulting soup of free quarks and gluons, visible matter's most fundamental building blocks, generates thousands of new particles. And like the early universe, RHIC makes matter and antimatter in nearly equal amounts. Comparing characteristics of matter and antimatter particles generated in these particle smashups might offer clues to some asymmetry that tipped the balance to favor the existence of matter in today's world.

Detecting heavy antimatter

"To study the matter-antimatter asymmetry, the first step is to discover new antimatter particles," said STAR physicist Hao Qiu, Wu's advisor at IMP. "That's the basic logic behind this study."

STAR physicists had previously observed nuclei made of antimatter created in RHIC collisions. In 2010, they detected the antihypertriton. This was the first instance of an antimatter nucleus containing a hyperon, which is a particle containing at least one "strange" quark rather than just the lighter "up" and "down" quarks that make up ordinary protons and neutrons. Then, just a year later, STAR physicists toppled that heavyweight antimatter record by detecting the antimatter equivalent of the helium nucleus: antihelium-4.




A more recent analysis suggested that antihyperhydrogen-4 might also be within reach. But detecting this unstable antihypernucleus -- where the addition of an antihyperon (specifically an antilambda particle) in place of one of the protons in antihelium would edge out the heavyweight record holder once again -- would be a rare event. It would require all four components -- one antiproton, two antineutrons, and one antilambda -- to be emitted from the quark-gluon soup generated in RHIC collisions in just the right place, headed in the same direction, and at the right time to clump together into a temporarily bound state.

"It is only by chance that you have these four constituent particles emerge from the RHIC collisions close enough together that they can combine to form this antihypernucleus," said Brookhaven Lab physicist Lijuan Ruan, one of two co-spokespersons for the STAR Collaboration.

Needle in a "pi" stack

To find antihyperhydrogen-4, the STAR physicists looked at the tracks of the particles this unstable antihypernucleus decays into. One of those decay products is the previously detected antihelium-4 nucleus; the other is a simple positively charged particle called a pion (pi+).

"Since antihelium-4 was already discovered in STAR, we used the same method used previously to pick up those events and then reconstructed them with pi+ tracks to find these particles," Wu said.

By reconstruct, he means retracing the trajectories of the antihelium-4 and pi+ particles to see if they emerged from a single point. But RHIC smashups produce a lot of pions. And to find the rare antihypernuclei, the scientists were sifting through billions of collision events! Each antihelium-4 emerging from a collision could be paired with hundreds or even 1,000 pi+ particles.




"The key was to find the ones where the two particle tracks have a crossing point, or decay vertex, with particular characteristics," Ruan said. That is, the decay vertex has to be far enough from the collision point that the two particles could have originated from the decay of an antihypernucleus formed just after the collision from particles initially generated in the fireball.

The STAR team worked hard to rule out the background of all the other potential decay pair partners. In the end, their analysis turned up 22 candidate events with an estimated background count of 6.4.

"That means around six of the ones that look like decays from antihyperhydrogen-4 may just be random noise," said Emilie Duckworth, a doctoral student at Kent State University whose role was to ensure that the computer code used to sift through all those events and pick out the signals was written properly.

Subtracting that background from 22 gives the physicists confidence they've detected about 16 actual antihyperhydrogen-4 nuclei.

Matter-antimatter comparison

The result was significant enough for the STAR team to do some direct matter-antimatter comparisons.

They compared the lifetime of antihyperhydrogen-4 with that of hyperhydrogen-4, which is made of the ordinary-matter varieties of the same building blocks. They also compared lifetimes for another matter-antimatter pair: the antihypertriton and the hypertriton.

Neither showed a significant difference, which did not surprise the scientists.

The experiments, they explained, were a test of a particularly strong form of symmetry. Physicists generally agree that a violation of this symmetry would be extremely rare and will not hold the answer to the matter-antimatter imbalance in the universe.

"If we were to see a violation of [this particular] symmetry, basically we'd have to throw a lot of what we know about physics out the window," Duckworth said.

So, in this case, it was sort of comforting that the symmetry still works. The team agreed the results further confirmed that physicists' models are correct and are "a great step forward in the experimental research on antimatter."

The next step will be to measure the mass difference between the particles and antiparticles, which Duckworth, who was selected in 2022 to receive funding from the DOE Office of Science Graduate Student Research program, is pursuing.

This work was supported by the DOE Office of Science, the U.S. National Science Foundation, and a range of international agencies and organizations listed in the scientific paper. The researchers made use of computing resources in the Scientific Data and Computing Center at Brookhaven Lab, the National Energy Research Scientific Computing Center (NERSC) at DOE's Lawrence Berkeley National Laboratory, and the Open Science Grid consortium. NERSC is another DOE Office of Science user facility.
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Hydropower generation projected to rise, but climate change brings uncertain future | ScienceDaily
In a new study assessing how climate change might alter hydropower generation across the continental United States, researchers show that except for some parts of the Southwest, hydropower generation is expected to rise in the future.


						
The analysis also shows that in the Pacific Northwest in the future, less water will be stored in the mountains as snowpack in the winter as warmer temperatures bring more rain. This seasonal shift will challenge water managers and grid operators to rebalance how and when to use dams to produce electricity.

"We know the climate is changing and we know that'll affect how much water will be available to produce hydropower," said Daniel Broman, a hydro-climatologist at the Department of Energy's Pacific Northwest National Laboratory and lead author on the new paper. "Our research provides a consistent look across the country, so even if water and energy planners are only looking ahead regionally, our data can provide a broader outlook."

The new study published on August 8 in Environmental Research Letters.

How climate change affects hydropower

Water flows through 2,250 hydropower facilities across the United States, contributing 6% of the country's electricity. Hydropower dominates in the Pacific Northwest, providing 60% of energy in the region. Dam operations don't just consider power, they also consider flood control, transportation routes and water for irrigation and support fisheries and natural ecosystems. So, understanding how water availability will change in the future is important for water managers when planning for their various resource needs.

To support this planning, DOE periodically releases a report known as the 9505 Assessment (referring to Section 9505 of the SECURE Water Act). The report provides a detailed assessment of climate change's effects on hydropower facilities. The third of these reports was delivered to Congress in December of 2023.




But that report only includes 132 facilities, all federally owned. The power they generate makes up 46% of the nation's hydropower capacity, said study coauthor Nathalie Voisin, chief scientist for water-energy dynamics at PNNL and a lead researcher on the project. To better understand how climate change may affect hydropower generation across the entire continental United States, the researchers added streamflow and hydropower generation data from an additional 1,412 non-federal facilities.

The researchers teamed up with colleagues at DOE's Oak Ridge National Laboratory, who have developed models that show how climate change might alter the timing and volume of water flow in streams and rivers over the next few decades. The PNNL team then ran that water flow data through models that captured the multiple uses of water and calculated hydropower generation for two time periods: a near-term period spanning 2020-2039 and a midterm period spanning 2040-2059.

The team found that hydropower production generally increases about 5% in the near term and 10% in the midterm across the continental United States. This could be because climate models generally show an increase in precipitation as Earth warms.

Only one part of the country saw an average decrease in hydropower generation: in some parts of the Southwest, which is already facing drought, the models project a slight decrease in hydropower production between 3-6% in the near term.

Broman stressed that because the future of climate change is uncertain, the range of possible outcomes for hydropower generation is large. For example, between 2020-2039, hydropower generation could change between -5-21% while in later years it could change -4-28%.

Seasonal changes could also have big implications for how water is managed across the country, Broman said.




Hydropower changes by season

In the winter, the team found that hydropower generation may rise 12% in the near term and 18% in the midterm across the United States. Similarly, increased rainfall during the fall may lead to a near-term 5-20% rise in hydropower production in the Southeast, as well as smaller increases in the Northeast and Midwest.

But some of the biggest hydropower generation changes may occur in the summer, especially in the West. In the summer, hydropower generation may decrease 1-5% in the western region of the country, while higher precipitation may increase hydropower generation in the eastern areas by 1-5%, both in the near-term.

Historically, mountain snowpack in the West has stored water until the late spring and summer. When the snow melts, that water generates more electricity. Now, due to increased temperatures, less snow accumulates on mountains and melts earlier in the year. The early snowmelt and shift toward rain in the winter means hydropower generates more electricity during the winter and less in the following spring and summer.

"Snow is storage. If the snow melts earlier, it changes the timing and volume of water availability," Voisin said. "And because temperatures are rising overall, the hydropower availability and energy demand might not be in sync."

The future of hydropower

Voisin stressed that even if hydropower generation declines in certain seasons, it still offers a reliable source of energy for the power grid. Like a coal or gas plant, hydropower can be dispatched as needed and provide stability to the grid as a whole -- highlighting its flexibility as a renewable energy source.

Broman and Voisin hope that power system operators and water managers can use the new consistent multiscale assessment and the accompanying data to inform water-energy tradeoffs discussions, such as hydropower flexibility needs amid other societal benefits of water uses.

With climate change bringing an uncertain future, historical records don't necessarily reflect what the next few decades may bring, Broman said. What's more, "utilities may be thinking about hydropower generation under climate change for their own region, but the electricity grid is bigger than that."

This work was supported by the DOE Office of Energy Efficiency & Renewable Energy's Water Power Technologies Office as a part of the SECURE Water Act Section 9505 Assessment.
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Biophysics: From filament pick-up sticks to active foams | ScienceDaily
LMU physicists have developed a new model that describes how filaments assemble into active foams.


						
Many fundamental processes of life, and their synthetic counterparts in nanotechnology, are based on the autonomous assembly of individual particles into complex patterns. LMU physicist Professor Erwin Frey investigates the fundamental principles of this self-organization. With his team, he has now developed a theoretical model which explains the formation of patterns such as active foams from a mixture of protein filaments and molecular motors. The researchers have reported on their findings in the journal Physical Review X.

Protein filaments, like microtubules, and molecular motors are fundamental components of the cytoskeleton in many types of cells. An important example of the construction and rebuilding of cellular structures through the interplay of filaments and motors is the mitotic spindle, which is responsible for correct cell division. Research conducted by a team at the University of California, Santa Barbara, using a simplified model system, has shown that diverse structures can emerge from the dynamic interplay between microtubules and molecular motors. These include aster-like micelles and a novel phase termed active foam. The basic building blocks of this foam are microtubule bilayers in which the filaments point in opposite directions. These bilayers then combine to form a network that undergoes sustained rearrangements.

"The active foam occurs when the number of microtubules is increased," says Filippo De Luca, lead author of the study. "Our motivation was to understand the physical mechanism behind it." With his team, the theoretical physicist Frey developed a mathematical model that can explain the pattern formation: "Using numerical simulations, we managed to reproduce the patterns observed in experiments as well as the transition from micelles to active foam controlled by the microtubule density," explains Frey.

Ordered foam

The interaction between motors and microtubules is decisive for pattern formation. Without these motors, microtubules would be akin to a disorganized pile of pick-up sticks, lacking the organized structure necessary for complex cellular patterns. The motors connect microtubules in pairs and move along the filaments, aligning them in a parallel fashion. "They join them together sort of like a zip fastener as they proceed along the filaments," says Frey. In the process, the two filaments can be slid past each other and repeatedly rearranged -- an important quality for the formation of the foams.

The transition from micelles to foams depends on the number of motors and microtubules. When the number of components is low, the particles have a lot of freedom of movement, allowing individual micelles to form. "But if the number of components increases, band-like layers emerge and then even more complex structures like foams," explains Frey. "These foams have an ordered structure with a mixture of pentagons, hexagons, and heptagons and resemble honeycombs." Unlike honeycombs, however, active foams rearrange themselves repeatedly.

The theoretical model applies generally to all types of filaments and motors and opens up a new perspective on active matter. According to the authors, it could also help advance bionanotechnological applications in the future.
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Sharing risk to avoid power outages in an era of extreme weather | ScienceDaily
This summer's Western heat waves raise the specter of recent years' rotating power outages and record-breaking electricity demand in the region. If utilities across the area expanded current schemes to share electricity, they could cut outage risks by as much as 40%, according to new research by the Climate and Energy Policy Program at the Stanford Woods Institute for the Environment. The study highlights how such a change could also help ensure public opinion and policy remain favorable for renewable energy growth. It comes amid debate over initiatives like the West-Wide Governance Pathways Initiative, an effort led by Western regulators to create a multi-state grid operations and planning organization.


						
"Extreme weather events disregard state and electric utilities' boundaries, and so will the solution needed to mitigate the impact," said study co-author Mareldi Ahumada-Paras, a postdoctoral scholar in energy science and engineering in the Stanford Doerr School of Sustainability."Greater regional cooperation can benefit reliability under wide-spread stress conditions."

The new abnormal

Across the West, electricity providers are struggling with three new realities. Demand and resource availability are becoming harder to predict because of factors ranging from more frequent and widespread weather extremes to the proliferation of rooftop solar installations to more frequent and widespread weather extremes. Rapid growth of renewable energy, such as wind and solar, along with energy storage options requires new operating and planning strategies for meeting demand. On top of these trends, a patchwork of state and federal clean energy goals creates different incentives that influence utilities' operation and planning differently.

"New grid management approaches can capitalize on the opportunities created by our rapidly changing electricity system and address increasing stress from extreme heat, drought, and other climate-related events," said study co-author Michael Mastrandrea, research director of the Climate and Energy Policy Program.

The study focuses on the power grid that stretches from the West Coast to the Great Plains and from western Canada to Baja California. In recent years, extreme heat events and severe droughts have put major demand stresses on the grid and reduced hydropower availability.

The researchers used power system optimization models to simulate grid operations under stress conditions based on those experienced during a 2022 California heat wave that saw record-breaking energy demand. Their simulations demonstrated that expanding the area of cooperation could reduce the risk of power outages by as much as 40%, reduce the amount of unserved energy -- when electricity demand exceeds supply -- by more than half, and increase reliability.




Policy and public opinion

The researchers refer to these estimates as "illustrative and directional" because incomplete information makes it hard to precisely simulate how those responsible for ensuring power system reliability within specific service territories will respond to stress conditions. Still, the results highlight how expanded cooperation among utilities can improve responses to local shortages and excesses, offer greater flexibility in managing unexpected disruptions and balancing supply and demand, and ensure reliable electricity supply during extreme weather events.

Expanded cooperation among utilities could also maximize the value of the region's growing renewable energy portfolio, according to the researchers. Renewable power generation, such as wind and solar, can be variable since the wind doesn't always blow and the sun only shines so many hours per day. Expanding cooperation across a larger geographic area can ensure that renewable power generation is used (or stored for later) when it is available. Critics of these sources are also likely to blame them for major power outages, according to the researchers, feeding a narrative that could sour public opinion and lead to policies slowing the adoption or expansion of clean energy.

"Our work shows how greater cooperation isn't just about dollars and cents for utilities and their customers," said study co-author Michael Wara, director of the Climate and Energy Policy Program at the Stanford Woods Institute for the Environment. "It's about keeping the lights on as we confront the challenge of the energy transition and the growing impacts of climate change."

Wara and Mastrandrea are also senior director for policy and director for policy, respectively, in the Stanford Doerr School of Sustainability's Sustainability Accelerator.
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Researchers use AI tools to uncover connections between radiotherapy for lung cancer and heart complications | ScienceDaily
Researchers from Brigham and Women's Hospital, a founding member of the Mass General Brigham healthcare system, have used artificial intelligence tools to accelerate the understanding of the risk of specific cardiac arrhythmias when various parts of the heart are exposed to different thresholds of radiation as part of a treatment plan for lung cancer. Their results are published in JACC: CardioOncology.


						
"Radiation exposure to the heart during lung cancer treatment can have very serious and immediate effects on a patient's cardiovascular health," said corresponding author Raymond Mak, MD, of the Department of Radiation Oncology at Brigham and Women's Hospital. "We are hoping to inform not only oncologists and cardiologists, but also patients receiving radiation treatment, about the risks to the heart when treating lung cancer tumors with radiation."

The emergence of artificial intelligence tools in health care has been groundbreaking and has the potential to positively reshape the continuum of care, including informing treatment plans for patients with cancer. Mass General Brigham, as one of the nation's top integrated academic health systems and largest innovation enterprises, is leading the way in conducting rigorous research on new and emerging technologies to inform the responsible incorporation of AI into care delivery.

For patients receiving radiation therapy to treat non-small cell lung cancer (NSCLC), arrhythmias or irregular rhythms of the heart can be common. Because of the close proximity of the heart to the lungs and with NSCLC tumors being near or around the heart, the heart can receive collateral damage from radiation dose spillage meant to target the cancer tumors. Prior studies have found that this type of exposure to the heart is associated with general cardiac issues. However, this nuanced study demonstrated that the risk for different types of arrhythmias can vary significantly based on the pathophysiology and cardiac structures that are exposed to different levels of radiation.

In order to classify the types of arrhythmias that are associated with cardiac substructures receiving radiation, researchers conducted a retrospective analysis on 748 patients in Massachusetts, who were treated with radiation for locally advanced NSCLC. The arrhythmia subtypes cataloged included atrial fibrillation, atrial flutter, other supraventricular tachycardia, bradyarrhythmia, and ventricular tachyarrhythmia or asystole.

The team's statistical analyses indicated that about one out of every six patients experienced at least one grade 3 arrhythmia with a median time of 2.0 years until the first arrhythmia. Grade 3 classifications are considered serious events that likely need intervention or require hospitalization. They also found that almost one-third of patients who experienced arrhythmias also suffered from major adverse cardiac events.

The arrhythmia classes outlined in the study did not entirely encompass the range of heart rhythm issues that are possible, but the authors note that these observations still create a better understanding of the possible pathophysiology pathways and potential avenues for minimizing cardiac toxicity after receiving radiation treatment. Their work also offers a predictive model for dose exposure and the type of expected arrhythmia.

For the future, the researchers believe that radiation oncologists should collaborate with cardiology experts to better understand the mechanisms of heart injuries and their connection to radiation treatment. In addition, they should take advantage of modern radiation treatment to actively sculpt radiation exposure away from the specific cardiac regions that are at high risk for causing arrhythmias. According to Mak, this study, alongside previous research, will help with surveillance, screening, and informing radiation oncologists on which parts of the heart to limit radiation exposure to, and in turn, mitigate complications.

"An interesting part of what we did was leverage artificial intelligence algorithms to segment structures like the pulmonary vein and parts of the conduction system to measure the radiation dose exposure in over 700 patients. This saved us many months of manual work," said Mak. "So, not only does this work have potential clinical impact, but it also opens the door for using AI in radiation oncology research to streamline discovery and create larger datasets."
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Researchers teaching artificial intelligence about frustration in protein folding | ScienceDaily
Scientists have found a new way to predict how proteins change their shape when they function, which is important for understanding how they work in living systems. While recent artificial intelligence (AI) technology has made it possible to predict what proteins look like in their resting state, figuring out how they move is still challenging because there is not enough direct data from experiments on protein motions to train the neural networks.


						
In a new study published in the Proceedings of the National Academy of Sciences  on Aug.20, Rice University's Peter Wolynes and his colleagues in China combined information about protein energy landscapes with deep-learning techniques to predict these movements.

Their method improves AlphaFold2 (AF2), a tool that predicts static protein structures by teaching it to focus on "energetic frustration." Proteins have evolved to minimize energetic conflicts between their parts, so they can be funneled toward their static structure. Where conflicts persist, there is said to be frustration.

"Starting from predicted static ground-state structures, the new method generates alternative structures and pathways for protein motions by first finding and then progressively enhancing the energetic frustration features in the input multiple sequence alignment sequences that encode the protein's evolutionary development," said Wolynes, the D.R. Bullard-Welch Foundation Professor of Science and study co-author.

The researchers tested their method on the protein adenylate kinase and found that its predicted movements matched experimental data. They also successfully predicted the functional movements of other proteins that change shape significantly.

"Predicting the three-dimensional structures and motions of proteins is integral to understanding their functions and designing new drugs," Wolynes said.

The study also examined how AF2 works, showing that combining physical knowledge of the energy landscape with AI not only helps predict how proteins move but also explains why the AI overpredicts structural integrity, leading only to the most stable structures.




The energy landscape theory, which Wolynes and his collaborators have worked with over the decades, is a key part of this method, but recent AI codes were trained to predict only the most stable protein structures and ignore the different shapes proteins might take when they function.

The energy landscape theory suggests that while evolution has sculpted the protein's energy landscape where they can fold into their optimal structures, deviations from a perfectly funneled landscape that otherwise guides the folding, called local frustration, are essential for protein functional movements.

By pinpointing these frustrated regions, the researchers taught the AI to ignore those regions in guiding its predictions, thereby allowing the code to predict alternative protein structures and functional movements accurately.

Using a frustration analysis tool developed within the energy landscape framework, researchers identified frustrated and therefore flexible regions in proteins.

Then by manipulating the evolutionary information in the aligned protein family sequences used by AlphaFold and in accordance with the frustration scores, the researchers taught the AI to recognize these frustrated regions, enabling accurate predictions of alternative structures and pathways between them, said Wolynes.

"This research underscores the significance of not forgetting or abandoning physics-based methods in the post-AlphaFold era, where the emphasis has been on agnostic learning from experimental data without any theoretical input," Wolynes said. "Integrating AI with biophysical insights will significantly impact future practical applications, including drug design, enzyme engineering and understanding disease mechanisms."

Other authors include Xingyue Guana, Wei Wanga, and Wenfei Lia at the Department of Physics at Nanjing University; Qian-Yuan Tang at the Department of Physics at Hong Kong Baptist University; Weitong Ren at the Wenzhou Key Laboratory of Biophysics at the University of Chinese Academy of Sciences; and Mingchen Chen at the Changping Laboratory in Beijing.

The work was supported by the National Natural Science Foundation of China; Wenzhou Institute, University of Chinese Academy of Sciences; Hong Kong Research Grant Council; and the U.S. National Science Foundation-funded Center for Theoretical Biological Physics at Rice.
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New view of North Star reveals spotted surface | ScienceDaily
Researchers using Georgia State University's Center for High Angular Resolution Astronomy (CHARA) Array have identified new details about the size and appearance of the North Star, also known as Polaris. The new research is published in The Astrophysical Journal.


						
Earth's North Pole points to a direction in space marked by the North Star. Polaris is both a navigation aid and a remarkable star in its own right. It is the brightest member of a triple-star system and is a pulsating variable star. Polaris gets brighter and fainter periodically as the star's diameter grows and shrinks over a four-day cycle.

Polaris is a kind of star known as a Cepheid variable. Astronomers use these stars as "standard candles" because their true brightness depends on their period of pulsation: Brighter stars pulsate slower than fainter stars. How bright a star appears in the sky depends on the star's true brightness and the distance to the star. Because we know the true brightness of a Cepheid based on its pulsational period, astronomers can use them to measure the distances to their host galaxies and to infer the expansion rate of the universe.

A team of astronomers led by Nancy Evans at the Center for Astrophysics | Harvard & Smithsonian observed Polaris using the CHARA optical interferometric array of six telescopes at Mount Wilson, Calif. The goal of the investigation was to map the orbit of the close, faint companion that orbits Polaris every 30 years.

"The small separation and large contrast in brightness between the two stars makes it extremely challenging to resolve the binary system during their closest approach," Evans said.

The CHARA Array combines the light of six telescopes that are spread across the mountaintop at the historic Mount Wilson Observatory. By combining the light, the CHARA Array acted like a 330-meter telescope to detect the faint companion as it passed close to Polaris. The observations of Polaris were recorded using the MIRC-X camera which was built by astronomers at the University of Michigan and Exeter University in the U.K. The MIRC-X camera has the remarkable ability to capture details of stellar surfaces.

The team successfully tracked the orbit of the close companion and measured changes in the size of the Cepheid as it pulsated. The orbital motion showed that Polaris has a mass five times larger than that of the Sun. The images of Polaris showed that it has a diameter 46 times the size of the Sun.




The biggest surprise was the appearance of Polaris in close-up images. The CHARA observations provided the first glimpse of what the surface of a Cepheid variable looks like.

CHARA Array false-color image of Polaris from April 2021 that reveals large bright and dark spots on the surface. Polaris appears about 600,000 times smaller than the Full Moon in the sky.

"The CHARA images revealed large bright and dark spots on the surface of Polaris that changed over time," said Gail Schaefer, director of the CHARA Array. The presence of spots and the rotation of the star might be linked to a 120-day variation in measured velocity.

"We plan to continue imaging Polaris in the future," said John Monnier, an astronomy professor at the University of Michigan. "We hope to better understand the mechanism that generates the spots on the surface of Polaris."

The new observations of Polaris were made and recorded as part of the open access program at the CHARA Array, where astronomers from around the world can apply for time through the National Optical-Infrared Astronomy Research Laboratory (NOIRLab).

The CHARA Array is located at the Mount Wilson Observatory in the San Gabriel Mountains of southern California. The six telescopes of the CHARA Array are arranged along three arms. The light from each telescope is transported through vacuum pipes to the central beam combining lab. All the beams converge on the MIRC-X camera in the lab.

The CHARA Array open access program is funded by the National Science Foundation (grant AST-2034336). Institutional support for the CHARA Array is provided by Georgia State's College of Arts & Sciences and the Office of the Vice President for Research and Economic Development.
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Explanation found for X-ray radiation from black holes | ScienceDaily
Researchers at the University of Helsinki have succeeded in something that has been pursued since the 1970s: explaining the X-ray radiation from the black hole surroundings. The radiation originates from the combined effect of the chaotic movements of magnetic fields and turbulent plasma gas.


						
Using detailed supercomputer simulations, researchers at the University of Helsinki modeled the interactions between radiation, plasma, and magnetic fields around black holes. It was found that the chaotic movements, or turbulence, caused by the magnetic fields heat the local plasma and make it radiate.

Focus on the X-ray radiation from accretion disks

A black hole is created when a large star collapses into such a dense concentration of mass that its gravity prevents even light from escaping its sphere of influence. This is why, instead of direct observation, black holes can only be observed through their indirect effects on the environment.

Most of the observed black holes have a companion star, with which they form a binary star system. In the binary system, the two objects orbit each other, and the matter of the companion star slowly spirals into the black hole. This slowly flowing stream of gas often forms an accretion disk around the black hole, a bright, observable source of X-rays.

Since the 1970s, attempts have been made to model the radiation from the accretion flows around the black holes. At the time, X-rays were already thought to be generated through the interaction of the local gas and magnetic fields, similar to how the Sun's surroundings are heated by its magnetic activity via solar flares.

"The flares in the accretion disks of black holes are like extreme versions of solar flares," says Associate Professor Joonas Nattila. Nattila heads the Computational Plasma Astrophysics research group at the University of Helsinki, which specializes in modeling precisely this kind of extreme plasma.




Radiation-plasma interaction

The simulations demonstrated that the turbulence around the black holes is so strong that even quantum effects become important for the plasma dynamics.

In the modeled mixture of electron-positron plasma and photons, the local X-ray radiation can turn into electrons and positrons, which can then annihilate back into radiation, as they come in contact.

Nattila describes how electrons and positrons, antiparticles to one another, usually do not occur in the same place. However, the extremely energetic surroundings of black holes make even this possible. In general, radiation does not interact with plasma either. However, photons are so energetic around black holes that their interactions are important to plasma, too.

"In everyday life, such quantum phenomena where matter suddenly appears in place of extremely bright light are, of course, not seen, but near black holes, they become crucial," Nattila says.

"It took us years to investigate and add to the simulations all quantum phenomena occurring in nature, but ultimately, it was worth it," he adds.




An accurate picture of the origins of radiation

The study demonstrated that turbulent plasma naturally produces the kind of X-ray radiation observed from the accretion disks. The simulation also made it possible, for the first time, to see that the plasma around black holes can be in two distinct equilibrium states, depending on the external radiation field. In one state, the plasma is transparent and cold, while in the other, it is opaque and hot.

"The X-ray observations of black hole accretion disks show exactly the same kind of variation between the so-called soft and hard states," Nattila points out.

The study was published in the journal Nature Communications. The simulation used in the study is the first plasma physics model to include all the important quantum interactions between radiation and plasma. The study is part of a project headed by Nattila and funded with a EU2.2 million Starting Grant from the European Research Council, which aims to understand interactions between plasma and radiation.
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'Molecular compass' points way to reduction of animal testing | ScienceDaily
In recent years, machine learning models have become increasingly popular for risk assessment of chemical compounds. However, they are often considered 'black boxes' due to their lack of transparency, leading to scepticism among toxicologists and regulatory authorities. To increase confidence in these models, researchers at the University of Vienna proposed to carefully identify the areas of chemical space where these models are weak. They developed an innovative software tool ('MolCompass') for this purpose and the results of this research approach have just been published in the Journal of Cheminformatics.


						
Over the years, new pharmaceuticals and cosmetics have been tested on animals. These tests are expensive, raise ethical concerns, and often fail to accurately predict human reactions. Recently, the European Union supported the RISK-HUNT3R project to develop the next generation of non-animal risk assessment methods. The University of Vienna is a member of the project consortium. Computational methods now allow the toxicological and environmental risks of new chemicals to be assessed entirely by computer, without the need to synthesize the chemical compounds. But one question remains: How confident are these computer models?

It's all about reliable prediction

To address this issue, Sergey Sosnin, a senior scientist of the Pharmacoinformatics Research Group at the University of Vienna, focused on binary classification. In this context, a machine learning model provides a probability score from 0% to 100%, indicating whether a chemical compound is active or not (e.g., toxic or non-toxic, bioaccumulative or non-bioaccumulative, a binder or non-binder to a specific human protein). This probability reflects the confidence of the model in its prediction. Ideally, the model should be confident only in its correct predictions. If the model is uncertain, giving a confidence score around 51%, these predictions can be disregarded in favor of alternative methods. A challenge arises, however, when the model is fully confident in incorrect predictions.

"This is the real nightmare scenario for a computational toxicologist," says Sergey Sosnin. "If a model predicts that a compound is non-toxic with 99% confidence, but the compound is actually toxic, there is no way to know that something was wrong." The only solution is to identify areas of 'chemical space' -- encompassing possible classes of organic compounds -- where the model has 'blind spots' in advance and avoid them. To do this, a researcher evaluating the model must check the predicted results for thousands of chemical compounds one by one -- a tedious and error-prone task.

Overcoming this significant hurdle

"To assist these researchers," Sosnin continues, "we developed interactive graphical tools that display chemical compounds onto a 2D plane, like geographical maps. Using colors, we highlight the compounds that were predicted incorrectly with high confidence, allowing users to identify them as clusters of red dots. The map is interactive, enabling users to investigate the chemical space and explore regions of concern."

The methodology was proven using an estrogen receptor binding model. After visual analysis of the chemical space, it became clear that the model works well for e.g. steroids and polychlorinated biphenyls, but fails completely for small non-cyclic compounds and should not be used for them.

The software developed in this project is freely available to the community on GitHub. Sergey Sosnin hopes that MolCompass will lead chemists and toxicologists to a better understanding of the limitations of computational models. This study is a step toward a future where animal testing is no longer necessary and the only workplace for a toxicologist is a computer desk.
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A new reaction to enhance aromatic ketone use in chemical synthesis | ScienceDaily
Aromatic ketones have traditionally been underutilized in cross-coupling reactions due to the difficulty in breaking their tough C-C bonds. Researchers have now introduced a novel method that overcomes this challenge by transforming aromatic ketones into aromatic esters through a sequential Claisen and retro-Claisen process. This one-pot approach allows these esters to react efficiently with various nucleophiles, significantly broadening the applications of aromatic ketones in synthesizing valuable aromatic compounds.


						
Aromatic ketones have long been valuable intermediates in chemical synthesis, particularly in cross-coupling reactions where different chemical entities are combined to form new compounds. For instance, a process called deacylative cross-coupling removes the acyl group from the aromatic ketone, allowing it to bond with other chemicals and produce a wide variety of useful compounds. These reactions are crucial for producing a wide array of aromatic compounds used in various industries like agrochemicals.

However, the utility of aromatic ketones has been limited due to the difficulty in breaking their strong carbon-carbon bonds. These robust bonds are challenging to cleave, often requiring specific conditions or catalysts. Traditional methods for overcoming this challenge have involved complex and costly procedures, which include the use of directing groups and large amounts of transition metals. These limitations can complicate the process and increase overall costs, hindering the broader application of aromatic ketones in various industrial and synthetic contexts.

To address traditional challenges in using aromatic ketones, a team of researchers led by Professor Junichiro Yamaguchi from the Faculty of Science and Engineering, School of Advanced Science and Engineering at Waseda University has developed a groundbreaking one-pot method that optimizes the conversion of aromatic ketones into aromatic esters. The research, published in Chem on 12 September 2024, highlights its potential for broader use in synthetic chemistry.

This new approach significantly simplifies the reaction process by integrating a Claisen reaction and a retro-Claisen reaction into a single step. The Claisen reaction combines two molecules to form a larger intermediate compound, while the retro-Claisen reaction modifies this intermediate to produce the desired ester. By combining these steps into a one-pot process, the researchers have managed to simplify the synthesis, reduce reaction times, and minimize the need for additional purification steps. "This advancement enhances the versatility and utility of aromatic ketones, facilitating their use in pharmaceutical synthesis and materials science," remarks Dr. Yamaguchi.

The flexibility of the new reaction method allows it to work with a wide variety of reactants, including alcohols, phenols, amines, and thiols. This technique is particularly notable because it enables seven different types of chemical transformations turning compounds into thioethers, aryl groups, hydrogen, a-aryls, methylphosphonyl groups, amines, and ethers. This broad range of capabilities makes the method highly adaptable and useful for various chemical processes, improving how aromatic ketones can be used across different industries.

Furthermore, the catalyst system employed in this reaction has shown notable stability and reusability, making the process scalable for industrial applications. "This reaction represents the first successful example of directly catalyzing aromatic ketones without the use of directing groups, setting the stage for future advancements in synthetic chemistry," explains Dr. Yamaguchi.

This groundbreaking approach represents a significant leap forward in synthetic chemistry, offering a more streamlined, cost-effective, and multifaceted method for utilizing aromatic ketones. As the method continues to be explored and refined, it promises to play a crucial role in advancing the field of synthetic chemistry and beyond.
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Investigating the interplay of folding and aggregation in supramolecular polymer systems | ScienceDaily
The material properties of polymers are determined by the competition between polymer chain folding and aggregation. For the first time, researchers from Japan developed folded supramolecular polymers that can spontaneously undergo interchain aggregation. Using atomic force microscopy, they revealed that this interchain aggregation proceeded through the unfolding of the main chains. They also demonstrated that the photoisomerization of an azobenzene unit led to the unfolding of the polymer, thus accelerating the process of interchain aggregation.


						
In polymers, the competition between the folding and aggregation of chains, both at an individual level and between chains, can determine the mechanical, thermal, and conductive properties of such materials. Understanding the interplay of folding and aggregation presents a significant opportunity for the development and discovery of polymeric materials with tailored properties and functionalities.

This also holds true for non-covalent counterparts of conventional covalent polymers, i.e., supramolecular polymers (SPs). SPs are expected to have practical applications as novel stimuli-responsive polymer materials. Most SPs have a monotonous one-dimensional linear structure that tends to cause interchain aggregation, but there are very few reports of SPs that can form various higher-order structures through main chain folding. The development of an SP that exhibits both intrachain folding and interchain aggregation would provide a new guideline for creating novel SP materials whose properties can be controlled by higher-order structures.

A recent study published in the Journal of the American Chemical Society on July 25, 2024, reported a new folded SP that spontaneously undergoes interchain aggregation and converts into crystalline aggregates. With the help of atomic force microscopy (AFM), the research team has demonstrated the relationship between unfolding and aggregation. The study was led by Professor Shiki Yagai from Chiba University, with Kenta Tamaki, a doctoral course student at the Graduate School of Science and Engineering at Chiba University, as the first author.

"Originally, we found a monomer structure that polymerized in a spiral shape. This time, we partially changed the structure of the unit that drives the polymerization of the monomer to investigate the monomer-polymer relationship. To our surprise, we observed a phenomenon where the spiral spontaneously unfolds, and the different chains bundle together. We then incorporated a photo-switchable molecule so that this 'spontaneous' phenomenon could occur at 'arbitrary timing' through light, which provides the background for our research," says Prof. Yagai, speaking of the inspiration behind this study.

To design the new system, the team opted for twistable biphenyl and photoresponsive azobenzene units as a core, which self-assembled into the desired SPs. The SPs initially formed in a folded state slowly underwent rearrangement in internal molecular order over half a day and aggregated to a crystalline state. The inclusion of azobenzene units in the SPs led to photoinduced unfolding, which significantly accelerated the process by loosening the intrachain stabilization between folded loops.

The researchers observed that when the folded SP solution was left to stand at 20oC for several days, the polymers spontaneously underwent structural transition and precipitated. When the precipitate was visualized using AFM, they observed a unique intermediate state that appeared to be a coalescence of curved chains en route to the unified straight fibril structures. This intriguing image reminded the researchers of the interchain aggregation often observed in biological systems when proteins misfold, leading to amyloid fibril formation.

Furthermore, the team revealed the reason behind this structural transformation. This included intrachain molecular ordering due to conformational changes in the biphenyl unit and interchain ordering from the alignment of the aliphatic tails covering the exterior of the main chains. This mechanism is similar to the crystallization of conventional covalent polymers. The team corroborated this mechanism using the photoisomerization of the azobenzene unit. When they irradiated UV light to the folded SP solution to induce conformational changes in the azobenzene units, the unfolding of the main chain immediately occurred, and interchain aggregation was significantly accelerated.

Overall, this study opens unforeseen perspectives on the folding and aggregation phenomenon. The mesoscale SPs formed via self-assembly of a large number of molecules can serve as a useful model system to examine the dynamics between individual main chains at a molecular level. This, in turn, opens up new avenues for innovation in trans-scale materials science.

"These phenomena have traditionally been investigated using spectroscopic or macroscopic observations, reflecting the averaged behavior of the whole system. Therefore, the construction of more observable mesoscale models is expected to contribute significantly to the advancement of materials science. We are hopeful that these insights can encourage the development of meso-scale molecular assemblies with meaningful higher-order structures," concluded Prof. Yagai.
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Adaptive 3D printing system to pick and place bugs and other organisms | ScienceDaily
A first-of-its-kind adaptive 3D printing system developed by University of Minnesota Twin Cities researchers can identify the positions of randomly distributed organisms and safely move them to specific locations for assembly. This autonomous technology will save researchers time and money in bioimaging, cybernetics, cryopreservation, and devices that integrate living organisms.


						
The research is published in Advanced Science, a peer-reviewed scientific journal. The researchers have a patent pending on the technology. 

The system can track, collect, and accurately position bugs and other organisms, whether they are stationary, in droplets, or in motion. The pick-and-place method guided by real-time visual and spatial data adapts and can ensure precise placement of the organisms. 

"The printer itself can act like a human would, with the printer acting as hands, the machine vision system as eyes, and the computer as the brain," said Guebum Han, a former University of Minnesota mechanical engineering postdoctoral researcher and first author on the paper. "The printer can adapt in real-time to moving or still organisms and assemble them in a certain array or pattern."

Typically, this process has been done manually and takes extensive training, which can lead to inconsistencies in organism-based applications. With this new type of system, the amount of time decreases for researchers and allows for more consistent outcomes.

This technology could increase the number of organisms processed for cryopreservation, sort live organisms from deceased ones, place organisms on curved surfaces, and integrate organisms with materials and devices in customizable shapes. It also could lay the groundwork for creating complex arrangements of organisms, such as superorganism hierarchies--organized structures found in insect colonies like ants and bees. In addition, the research could lead to advances in autonomous biomanufacturing by making it possible to evaluate and assemble organisms.

For example, this system was used to improve cryopreservation methods for zebrafish embryos, which was previously done through manual manipulation. With this new technology, the researchers were able to show that the process could be completed 12 times faster compared to the manual process. Another example showcases how its adaptive strategy tracked, picked up and placed randomly moving beetles, and integrated them with functional devices.

In the future, the researchers hope to continue to advance this technology and combine it with robotics to make it portable for field research. This could allow researchers to collect organisms or samples in areas that would normally be inaccessible.

In addition to Han, the University of Minnesota Department of Mechanical Engineering team included graduate research assistants Kieran Smith and Daniel Wai Hou Ng, Assistant Professor JiYong Lee, Professor John Bischof, Professor Michael McAlpine, and former postdoctoral researchers Kanav Khosla and Xia Ouyang. In addition, the work was in collaboration with the Engineering Research Center (ERC) for Advanced Technologies for the Preservation of Biological Systems (ATP-Bio).

This work was funded by the National Science Foundation, the National Institutes of Health, and Regenerative Medicine Minnesota. 
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Scientists harness quantum microprocessor chips for revolutionary molecular spectroscopy simulation | ScienceDaily
Quantum simulation enables scientists to simulate and study complex systems that are challenging or even impossible using classical computers across various fields, including financial modelling, cybersecurity, pharmaceutical discoveries, AI and machine learning. For instance, exploring molecular vibronic spectra is critical in understanding the molecular properties in molecular design and analysis. However, it remains a long-standing computationally difficult problem that cannot be efficiently solved using traditional super-computers. Researchers are diligently working on quantum computers and algorithms to simulate molecular vibronic spectra. However, they are limited to simple molecule structures, as they struggle with low accuracy and inherent noise.


						
Engineering researchers at The Hong Kong Polytechnic University (PolyU) have successfully developed a quantum microprocessor chip for molecular spectroscopy simulation of actual large-structured and complex molecules, a world-first achievement. Capturing these quantum effects accurately requires meticulously developed simulations that account for quantum superposition and entanglement, which are computationally intensive to model classically. The research is published in Nature Communications, in a paper titled "Large-scale photonic network with squeezed vacuum states for molecular vibronic spectroscopy." This cutting-edge technology paves the way to solving complicated quantum chemistry problems, including quantum computational applications which are beyond the capabilities of classical computers.

The research team is led by Professor LIU Ai-Qun, a Chair Professor of Quantum Engineering and Science and Director of the Institute for Quantum Technology (IQT), a Global STEM Scholar and Fellow of Singapore Academy Engineering, together with the main project driver, Dr ZHU Hui Hui, Postdoctoral Research Fellow of the Department of Electrical and Electronic Engineering and the first author of the research paper. Other collaborators are from Nanyang Technological University, City University of Hong Kong, Beijing Institute of Technology, Southern University of Science and Technology, the Institute of Microelectronics and Chalmers University of Technology in Sweden.

Dr Zhu's team have experimentally demonstrated a large-scale quantum microprocessor chip and introduced a nontrivial theoretical model employing a linear photonic network and squeezed vacuum quantum light sources to simulate molecular vibronic spectra. The 16-qubit quantum microprocessor chip is fabricated and integrated into a single chip. A complete system has been developed, including the hardware integration of optical-electrical-thermal packaging for the quantum photonic microprocessor chip and electrical control module, software development for device drivers, user interface and underlying quantum algorithms which are fully programmable. The quantum computer system developed provides a fundamental building block for further applications.

The quantum microprocessor can be applied to solving complex tasks, such as simulating large protein structures or optimising molecular reactions with significantly improved speed and accuracy. Dr Zhu said, "Our approach could yield an early class of practical molecular simulations that operate beyond classical limits and hold promise for achieving quantum speed-ups in relevant quantum chemistry applications."

Quantum technologies are crucial in scientific fields, including material science, chemistry and condensed matter physics. As an attractive hardware platform, the quantum microprocessor chips present a promising technological alternative for quantum information processing.

The research findings and the resulting integrated quantum microprocessor chip developed open significant new avenues for numerous practical applications. These applications include solving molecular docking problems and leveraging quantum machine learning techniques like graph classification. Professor Liu said, "Our research is inspired by the potential real-world impact of quantum simulation technologies. In the next phase of our work, we aim to scale up the microprocessor and tackle more intricate applications that could benefit society and industry."

The team has introduced a groundbreaking development in quantum technology, which can be considered "a game changer." They have successfully tackled the highly challenging task of molecular spectroscope simulation using a quantum computing microprocessor. Their research marks a significant advancement in quantum technology and its potential quantum computing applications.
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Analyzing 'Finnegans Wake' for novel spacing between punctuation marks | ScienceDaily
tatistical analysis of classic literature has shown that the way punctuation breaks up text obeys certain universal mathematical relationships. James Joyce's tome "Finnegans Wake," however, famously breaks the rules of normal prose through its unusual, dreamlike stream of consciousness. New work in chaos theory, published in the journal Chaos, from AIP Publishing, takes a closer look at how Joyce's challenging novel stands out, mathematically.


						
Researchers have compared the distribution of punctuation marks in various experimental novels to determine the underlying order of "Finnegans Wake." By statistically analyzing the texts, Stanisz et al. found the tome exhibits an unusual but statistically identifiable structure.

"'Finnegans Wake' exhibits the type of narrative that makes it possible to continue longer strings of words without the need for punctuation breaks," said author Stanislaw Drozdz. "This may indicate that this type of narrative is less taxing on the human perceptual and respiratory systems or, equivalently, that it resonates better with them."

As word sequences run longer without punctuation marks, the higher the probability that a punctuation mark appears next. Such a relationship is called a Weibull distribution. Weibull distributions apply to anything from human diseases to "The Gates of Paradise," a Polish novel written almost entirely in a single sentence spanning nearly 40,000 words.

Enter "Finnegans Wake," which weaves together puns, phrases, and portmanteaus from up to 70 languages into a dreamlike stream of consciousness. The book typifies Joyce's later works, some of the only known examples to appear to not adhere to the Weibull distribution in punctuation.

The team broke down 10 experimental novels by word counts between punctuation marks. These sets of numbers were compiled into a singularity spectrum for each book that described how orderly sentences of different lengths are proportioned. "Finnegans Wake" has a notoriously broad range of sentence lengths, making for a wide spectrum.

While most punctuation distributions skew toward shorter word sequences, the wide singularity spectrum in "Finnegans Wake" was perfectly symmetrical, meaning sentence length variability follows an orderly curve.

This level of symmetry is a rare feat in the real world, implying a well-organized, complex hierarchical structure that aligns perfectly with a phenomenon known as multifractality, systems represented by fractals within fractals.

"'Finnegans Wake' appears to have the unique property that the probability of interrupting a sequence of words with a punctuation character decreases with the length of the sequence," Drozdz said. "This makes the narrative more flexible to create perfect, long-range correlated cascading patterns that better reflect the functioning of nature."

Drozdz hopes the work helps large language models better capture long-range correlations in text. The team next looks to apply their work in this domain.
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Spectacular increase in the deuterium/hydrogen ratio in Venus' atmosphere | ScienceDaily
Thanks to observations by the Solar Occultation in the Infrared (SOIR) instrument on the Venus Express space probe of the European Space Agency (ESA), researchers have discovered an unexpected increase in the abundances of two water molecule variants -- H2O and HDO -- and their ratio HDO/H2O in Venus' mesosphere. This phenomenon challenges our understanding of Venus' water history and the potential that it was once habitable in the past.


						
Currently, Venus is a dry, hostile planet. Venus has pressures nearly 100 times higher than Earth and temperatures around 460degC. Its atmosphere, covered by thick clouds of sulphuric acid and water droplets, is extremely dry. Most water is found below and within these cloud layers. However, Venus may have once supported just as much water as Earth.

"Venus is often called Earth's twin due to its similar size," remarks Hiroki Karyu, a researcher at Tohoku University, "Despite the similarities between the two planets, it has evolved differently. Unlike Earth, Venus has extreme surface conditions."

Investigating the abundances of H2O and its deuterated counterpart HDO (isotopologues) reveals insights into Venus' water history. It is generally accepted that Venus and Earth initially had a similar HDO/H2O ratio. However, the ratio observed in Venus' bulk atmosphere (below 70 km) is 120 times higher, indicating significant deuterium enrichment over time. This enrichment is primarily due to solar radiation breaking down water isotopologues in the upper atmosphere, producing hydrogen (H) and deuterium (D) atoms. Since H atoms escape into space more readily due to their lower mass, the HDO/H2O ratio gradually increases.

To figure out how much H and D are escaping into space, it is crucial to measure the water isotopologue amounts at heights where sunlight can break them down, which occurs above the clouds at altitudes larger than ~70 km. The study found two surprising results: the concentrations of H2O and HDO increase with altitude between 70 and 110 km, and the HDO/H2O ratio rises significantly by an order of magnitude over this range, reaching levels over 1500 times higher than in Earth's oceans.

A proposed mechanism to explain these findings involves the behaviour of hydrated sulphuric acid (H2SO4) aerosols. These aerosols form just above the clouds, where temperatures drop below the sulphurated water dew point, leading to the formation of deuterium-enriched aerosols. These particles rise to higher altitudes, where increased temperatures cause them to evaporate, releasing more significant fraction of HDO compared to H2O. The vapour then is transported downwards, restarting the cycle.

The study emphasizes two key points. First, variations in altitude play a crucial role in locating the D and H reservoirs. Second, the increased HDO/H2O ratio ultimately increases deuterium release, impacting long-term evolution of the D/H ratio. These findings encourage the incorporation of altitude-dependent processes into models to make accurate predictions about D/H evolution. Understanding the evolution of Venus' habitability and water history will help us understand the factors that make a planet become inhabitable, so that we know how to avoid letting the Earth follow in its' twin's footsteps.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/08/240820124237.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Development of a model capable of predicting the cycle lives of high-energy-density lithium-metal batteries | ScienceDaily
NIMS and SoftBank Corp. have jointly developed a model capable of predicting the cycle lives of high-energy-density lithium-metal batteries by applying machine learning methods to battery performance data. The model proved able to accurately estimate batteries' longevity by analyzing their charge, discharge and voltage relaxation process data without relying on any assumption about specific battery degradation mechanisms. The technique is expected to be useful in improving the safety and reliability of devices powered by lithium-metal batteries.


						
Lithium-metal batteries have the potential to achieve energy densities per unit mass higher than those of the lithium-ion batteries currently in use. For this reason, expectations are high for their use in a wide range of technologies, including drones, electric vehicles and household electricity storage systems. In 2018, NIMS and SoftBank established the NIMS-SoftBank Advanced Technologies Development Center. Together they have since carried out research on high-energy-density rechargeable batteries for use in various systems, such as mobile phone base stations, the Internet of Things (IoT) and high altitude platform stations (HAPS). 

A lithium-metal battery with an energy density higher than 300 Wh/kg and a life of more than 200 charge/discharge cycles has previously been reported. Putting high-performance lithium-metal batteries like this into practical use while ensuring their safety will require the development of techniques capable of accurately estimating the cycle lives of these batteries. However, degradation mechanisms are more complex in lithium-metal batteries than in conventional lithium-ion batteries and are not yet fully understood, making the development of models capable of predicting the cycle lives of lithium-metal batteries a great challenge.

This research team fabricated a large number of high-energy-density lithium-metal battery cells -- each composed of a lithium-metal anode and a nickel-rich cathode -- using advanced battery fabrication techniques the team had previously developed. The team then evaluated the charge/discharge performance of these cells. Finally, the team constructed a model able to predict the cycle lives of lithium-metal batteries by applying machine learning methods to the charge/discharge data. The model proved able to make accurate predictions by analyzing charge, discharge and voltage relaxation process data without relying on any assumption about specific battery degradation mechanisms.

The team intends to further improve the cycle life prediction accuracy of the model and expedite efforts to put high-energy-density lithium-metal batteries into practical use by leveraging the model in the development of new lithium-metal anode materials.
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Using AI to find the polymers of the future | ScienceDaily
Nylon, Teflon, Kevlar. These are just a few familiar polymers -- large-molecule chemical compounds -- that have changed the world. From Teflon-coated frying pans to 3D printing, polymers are vital to creating the systems that make the world function better.


						
Finding the next groundbreaking polymer is always a challenge, but now Georgia Tech researchers are using artificial intelligence (AI) to shape and transform the future of the field. Rampi Ramprasad's group develops and adapts AI algorithms to accelerate materials discovery.

This summer, two papers published in the Nature family of journals highlight the significant advancements and success stories emerging from years of AI-driven polymer informatics research. The first, featured in Nature Reviews Materials, showcases recent breakthroughs in polymer design across critical and contemporary application domains: energy storage, filtration technologies, and recyclable plastics. The second, published in Nature Communications, focuses on the use of AI algorithms to discover a subclass of polymers for electrostatic energy storage, with the designed materials undergoing successful laboratory synthesis and testing.

"In the early days of AI in materials science, propelled by the White House's Materials Genome Initiative over a decade ago, research in this field was largely curiosity-driven," said Ramprasad, a professor in the School of Materials Science and Engineering. "Only in recent years have we begun to see tangible, real-world success stories in AI-driven accelerated polymer discovery. These successes are now inspiring significant transformations in the industrial materials R&D landscape. That's what makes this review so significant and timely."

AI Opportunities

Ramprasad's team has developed groundbreaking algorithms that can instantly predict polymer properties and formulations before they are physically created. The process begins by defining application-specific target property or performance criteria. Machine learning (ML) models train on existing material-property data to predict these desired outcomes. Additionally, the team can generate new polymers, whose properties are forecasted with ML models. The top candidates that meet the target property criteria are then selected for real-world validation through laboratory synthesis and testing. The results from these new experiments are integrated with the original data, further refining the predictive models in a continuous, iterative process.

While AI can accelerate the discovery of new polymers, it also presents unique challenges. The accuracy of AI predictions depends on the availability of rich, diverse, extensive initial data sets, making quality data paramount. Additionally, designing algorithms capable of generating chemically realistic and synthesizable polymers is a complex task.




The real challenge begins after the algorithms make their predictions: proving that the designed materials can be made in the lab and function as expected and then demonstrating their scalability beyond the lab for real-world use. Ramprasad's group designs these materials, while their fabrication, processing, and testing are carried out by collaborators at various institutions, including Georgia Tech. Professor Ryan Lively from the School of Chemical and Biomolecular Engineering frequently collaborates with Ramprasad's group and is a co-author of the paper published in Nature Reviews Materials.

"In our day-to-day research, we extensively use the machine learning models Rampi's team has developed," Lively said. "These tools accelerate our work and allow us to rapidly explore new ideas. This embodies the promise of ML and AI because we can make model-guided decisions before we commit time and resources to explore the concepts in the laboratory."

Using AI, Ramprasad's team and their collaborators have made significant advancements in diverse fields, including energy storage, filtration technologies, additive manufacturing, and recyclable materials.

Polymer Progress

One notable success, described in the Nature Communications paper, involves the design of new polymers for capacitors, which store electrostatic energy. These devices are vital components in electric and hybrid vehicles, among other applications. Ramprasad's group worked with researchers from the University of Connecticut.

Current capacitor polymers offer either high energy density or thermal stability, but not both. By leveraging AI tools, the researchers determined that insulating materials made from polynorbornene and polyimide polymers can simultaneously achieve high energy density and high thermal stability. The polymers can be further enhanced to function in demanding environments, such as aerospace applications, while maintaining environmental sustainability.




"The new class of polymers with high energy density and high thermal stability is one of the most concrete examples of how AI can guide materials discovery," said Ramprasad. "It is also the result of years of multidisciplinary collaborative work with Greg Sotzing and Yang Cao at the University of Connecticut and sustained sponsorship by the Office of Naval Research."

Industry Potential

The potential for real-world translation of AI-assisted materials development is underscored by industry participation in the Nature Reviews Materials article. Co-authors of this paper also include scientists from Toyota Research Institute and General Electric. To further accelerate the adoption of AI-driven materials development in industry, Ramprasad co-founded Matmerize Inc., a software startup company recently spun out of Georgia Tech. Their cloud-based polymer informatics software is already being used by companies across various sectors, including energy, electronics, consumer products, chemical processing, and sustainable materials.

"Matmerize has transformed our research into a robust, versatile, and industry-ready solution, enabling users to design materials virtually with enhanced efficiency and reduced cost," Ramprasad said. "What began as a curiosity has gained significant momentum, and we are entering an exciting new era of materials by design."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/08/240819185140.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Peering into the mind of artificial intelligence to make better antibiotics | ScienceDaily
Artificial intelligence (AI) has exploded in popularity. It powers models that help us drive vehicles, proofread emails and even design new molecules for medications. But just like a human, it's hard to read AI's mind. Explainable AI (XAI), a subset of the technology, could help us do just that by justifying a model's decisions. And now, researchers are using XAI to not only scrutinize predictive AI models more closely, but also to peer deeper into the field of chemistry.


						
The researchers will present their results at the fall meeting of the American Chemical Society (ACS).

AI's vast number of uses has made it almost ubiquitous in today's technological landscape. However, many AI models are black boxes, meaning it's not clear exactly what steps are taken to produce a result. And when that result is something like a potential drug molecule, not understanding the steps might stir up skepticism with scientists and the public alike. "As scientists, we like justification," explains Rebecca Davis, a chemistry professor at the University of Manitoba. "If we can come up with models that help provide some insight into how AI makes its decisions, it could potentially make scientists more comfortable with these methodologies."

One way to provide that justification is with XAI. These machine learning algorithms can help us see behind the scenes of AI decision making. Though XAI can be applied in a variety of contexts, Davis' research focuses on applying it to AI models for drug discovery, such as those used to predict new antibiotic candidates. Considering that thousands of candidate molecules can be screened and rejected to approve just one new drug -- and antibiotic resistance is a continuous threat to the efficacy of existing drugs -- accurate and efficient prediction models are critical. "I want to use XAI to better understand what information we need to teach computers chemistry," says Hunter Sturm, a graduate student in chemistry in Davis' lab who's presenting the work at the meeting.

The researchers started their work by feeding databases of known drug molecules into an AI model that would predict whether a compound would have a biological effect. Then, they used an XAI model developed by collaborator Pascal Friederich at Germany's Karlsruhe Institute of Technology to examine the specific parts of the drug molecules that led to the model's prediction. This helped explain why a particular molecule had activity or not, according to the model, and that helped Davis and Sturm understand what an AI model might deem important and how it creates categories once it has examined many different compounds.

The researchers realized that XAI can see things that humans might have missed; it can consider far more variables and data points at once than a human brain. For example, when screening a set of penicillin molecules, the XAI found something interesting. "Many chemists think of penicillin's core as the critical site for antibiotic activity," says Davis. "But that's not what the XAI saw." Instead, it identified structures attached to that core as the critical factor in its classification, not the core itself. "This might be why some penicillin derivatives with that core show poor biological activity," explains Davis.

In addition to identifying important molecular structures, the researchers hope to use XAI to improve predictive AI models. "XAI shows us what computer algorithms define as important for antibiotic activity," explains Sturm. "We can then use this information to train an AI model on what it's supposed to be looking for," Davis adds.




Next, the team will partner with a microbiology lab to synthesize and test some of the compounds the improved AI models predict would work as antibiotics. Ultimately, they hope XAI will help chemists create better, or perhaps entirely different, antibiotic compounds, which could help stem the tide of antibiotic-resistant pathogens.

"AI causes a lot of distrust and uncertainty in people. But if we can ask AI to explain what it's doing, there's a greater likelihood that this technology will be accepted," says Davis.

Sturm adds that he thinks AI applications in chemistry and drug discovery represent the future of the field. "Someone needs to lay the foundation. That's what I hope I'm doing."

The research was funded by the University of Manitoba, the Canadian Institutes of Health Research and the Digital Research Alliance of Canada. 
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Evidence stacks up for poisonous books containing toxic dyes | ScienceDaily
If you come across brightly colored, cloth-bound books from the Victorian era, you might want to handle them gently, or even steer clear altogether. Some of their attractive hues come from dyes that could pose a health risk to readers, collectors or librarians. The latest research on these poisonous books used three techniques -- including one that hasn't previously been applied to books -- to assess dangerous dyes in a university collection and found some volumes may be unsafe to handle.


						
The researchers will present their results at the fall meeting of the American Chemical Society (ACS).

"These old books with toxic dyes may be in universities, public libraries and private collections," says Abigail Hoermann, an undergraduate studying chemistry at Lipscomb University. Users can be put at risk if pigments from the cloth covers rub onto their hands or become airborne and are inhaled. "So, we want to find a way to make it easy for everyone to be able to find what their exposure is to these books, and how to safely store them." Hoermann, recent graduate Jafer Aljorani, and undergraduate Leila Ais have been conducting the study with Joseph Weinstein-Webb, an assistant chemistry professor at Lipscomb.

The study began after Lipscomb librarians Jan Cohu and Michaela Rutledge approached the university's chemistry department to test brilliantly colored 19th- and early-20th-century fabric-covered books from the school's Beaman Library. Weinstein-Webb was intrigued to hear about how the Winterthur Museum, Garden & Library had previously examined its own 19th-century books for the presence of an arsenic compound known as copper acetoarsenite. This emerald-green pigment was used in Victorian era wallpaper, garments and -- as Winterthur found out -- in cloth book covers. This discovery led to the launch of the Poison Book Project, a crowdsourced research effort that uses X-ray fluorescence (XRF), Raman spectroscopy and other techniques to reveal toxic pigments in books around the world. Weinstein-Webb and the Lipscomb students he recruited launched their own investigation in 2022.

For the Lipscomb book project, the team used three spectroscopic techniques:
    	XRF to qualitatively check whether arsenic or other heavy metals were present in any of the book covers.
    	Inductively coupled plasma optical emission spectroscopy (ICP-OES) to determine the concentration of those metals.
    	X-ray diffraction (XRD) to identify the pigment molecules that contain those metals.

Although XRD has been previously used to examine paintings and wallpaper, this is the first time it has been used to check for poison in books, Ais says. The XRD testing is being done in collaboration with Janet Macdonald at Vanderbilt University.

Recently, the researchers used XRF data to show that lead and chromium were present in some of the Lipscomb books. To quantify the amounts, they snipped samples roughly the size of a small paperclip from the cloth covers and then dissolved them in nitric acid. Their analysis by ICP-OES showed that lead and chromium were both present at high levels in some samples. Subsequent XRD testing indicated that in some instances these heavy metals were in the form of lead(II) chromate, one of the compounds that contributes to the chrome yellow pigment favored by Vincent van Gogh in his sunflower paintings.




However, there was far more lead than chromium in the book covers, which is somewhat mystifying, since lead(II) chromate contains equal amounts of lead and chromium. The researchers speculate that the dyes used to color the books contain other lead-based pigments that lack chromium, such as lead(II) oxide or lead(II) sulfide. The team is working to identify those other compounds in the yellow pigments.

Weinstein-Webb and the students also wanted to find out whether the levels of heavy metals in the Lipscomb books could be harmful for librarians who might handle them. For some of the book covers, the researchers discovered metal concentrations above acceptable limits for chronic exposure, according to standards set by the Centers for Disease Control and Prevention (CDC). In the dissolved sample from the most contaminated cover, the lead concentration was more than twice the CDC limit, and the chromium concentration was almost six times the limit. Chronic exposure to inhaled lead or chromium could lead to health effects such as cancer, lung damage or fertility issues.

"I find it fascinating to know what previous generations thought was safe, and then we learn, oh, actually, that might not have been a great idea to use these brilliant dyes," Weinstein-Webb says.

The findings led the Lipscomb library to seal colorful 19th-century books that have not yet been tested in plastic zip-close bags for handling and storage. Meanwhile, books confirmed to contain dangerous dyes have also been sealed in bags and removed from public circulation.

Once the researchers have done some more testing, they plan to contribute their results to the Poison Book Project and to help spread awareness on safe handling, conservation and storage of these books among librarians and collectors.

They also hope others will follow their lead and begin using XRD, because it doesn't require investigators to cut samples from books. "Moving forward," says Hoermann, "we want libraries to be able to test their collections without destroying them."

The research was supported by funds from Lipscomb University's chemistry department. 
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Expanding a child's heart implant with light | ScienceDaily
Children born with defects that impair the heart's lower chambers undergo a series of invasive surgeries early in life. The first surgery includes implantation of a plastic tube called a shunt to improve blood flow. However, as children grow, the shunt is often replaced to accommodate their changing bodies. Now, researchers have designed a shunt that expands when activated by light. If developed successfully, this device could reduce the number of open-chest surgeries these children receive.


						
The researchers will present their results at the fall meeting of the American Chemical Society (ACS).

"After the surgeon first puts in the tube, these children often have to go through an additional two or three, maybe even four, surgeries just to implant a slightly larger tube," says Christopher Rodell, who is presenting the research. "Our goal is to expand the inside of the tube with a light-emitting catheter that we insert inside the shunt, completely eliminating the need for additional surgeries." Rodell is an assistant professor of biomedical engineering at Drexel University.

These congenital heart defects affect the organ's lower chambers, known as ventricles, resulting in restricted blood flow to the lungs and other parts of the body. Without surgery, babies with these disorders cannot survive. Often born undersized, these infants can grow rapidly after their first shunt implantation surgery. To accommodate their growth, surgeons often perform yet another open-chest surgery. Each time this procedure is performed, it creates a risk to the child. In a study of 360 patients who underwent the initial heart reconstruction procedure, 41 needed additional surgeries to implant a larger shunt and seven died as a result.

Previously, Rodell's colleagues at Drexel, Amy Throckmorton and Kara Spiller, built an expandable prototype to potentially replace the most commonly used type of shunt. They did so by coating the interior of the tube with a hydrogel that contains a network of water-surrounded polymers attached to each other by bonds called crosslinks. The formation of new crosslinks forces water out of the hydrogel and pulls the polymers together, contracting the hydrogel and widening the inside of the shunt. In the initial design, the new crosslinks formed automatically, without an external trigger.

Rodell joined Throckmorton and Spiller to help them reengineer the shunt so the materials would be safe for clinical use and so it could be adjusted to meet the needs of individual children. He accomplished this by developing new polymers for a hydrogel that would form new crosslinks and increase the shunt's inner diameter in response to a trigger. To initiate crosslinking on demand, Rodell decided to use blue light because this wavelength carries enough energy to initiate the reaction but is safe for living tissue.

"Light has always been one of my favorite triggers, because you can control when and where you apply it," Rodell says.




For the new device, Rodell and his team led by graduate student Akari Seiner are using a fiber-optic catheter, essentially a long, thin tube with a light-emitting tip. To activate the light-sensitive hydrogel inside the shunt, they intend for surgeons to insert the catheter into an artery near the armpit then maneuver it into position, eliminating the need to open the baby's chest.

In lab experiments, they found they could expand the shunt incrementally, with the amount of expansion varying according to the length of light exposure -- results indicating that once implanted, adjustments to the shunt could be customized to each child. They found they could dilate the shunt by as much as 40%, expanding its diameter from 3.5 millimeters to 5 millimeters -- nearly the size of the largest shunt implanted in children. They also assessed how blood cells and blood vessels might respond to the modified shunt. They found no evidence that the implanted tube caused the formation of blood clots, an inflammatory response or other reactions that could pose potential health problems.

Next, the team plans to test full-length shunt prototypes in an artificial set-up mimicking the human circulatory system. If these experiments are successful, the researchers intend to move on to experiments in animal models. This technology could be useful beyond single-ventricle heart disorders, according to Rodell. Surgeons could, for example, use similar tubes to replace blood vessels in children injured in a car accident.

"In these procedures, you run into the same problem: Children aren't just tiny adults; they continue to grow," Rodell says. "That's something we need to account for in biomaterials, how that graft will behave over time."

The research was funded by The Hartwell Foundation.
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Key biofuel-producing microalga believed to be a single species is actually three | ScienceDaily
When a global pandemic forced previous graduate student Devon Boland, Ph.D., out of the lab and onto the computer, he found a world of difference hidden in the long-studied species of Botryoccocus braunii -- and discovered that it isn't one species at all, but three.


						
Botryococcus braunii was first discovered in the mid-1800s. Technically a plant, it undergoes photosynthesis and, most interestingly to researchers, produces high amounts of hydrocarbons that can be used as a renewable source of fuel.

It was previously believed to be a single species with three races: A, B and L, which each produce slightly different types of oils. But after uncovering a dramatic 20-30% genetic difference between each race, a team of Texas A&M AgriLife researchers proposed a new classification -- and completed any biologist's dream of naming species.

"As a graduate student, you read papers that all say the same thing, that this is a single species with three chemical races, and you internalize it," said Boland, first author of the study showing the genomic comparisons. "You start to think that must be right. No one has found otherwise, and all those scientists have had much longer careers than me -- I'm just a kid.

"But I ended up getting to propose names for a species that were accepted for publication, which is something I never thought would happen."

Half necessity, half circumstance

Before coming to Texas A&M, Boland spent his undergraduate research working on "bread and butter" biochemistry research in areas like protein engineering. His graduate thesis was meant to center around the production process Botryococcus braunii uses to synthesize its unique hydrocarbons.




But when the COVID-19 pandemic hit, Boland was worried about losing time on his thesis and the possibility of it delaying his graduation.

In response, Tim Devarenne, Ph.D., associate head of undergraduate programs and associate professor in the Department of Biochemistry and Biophysics at the Texas A&M College of Agriculture and Life Sciences, suggested that Boland take the opportunity to dive into genetic data and bioinformatics.

"Having the genome of your organism of interest mapped out is always ideal in research because it allows you to more easily find genes and work to determine their functions," Devarenne said.

Another previous graduate student in the lab, Daniel Browne, had performed some sequencing and assembled the B race's genome. During one of Devarenne and Boland's weekly meetings, Devarenne proposed they try to do the same thing with the A and L race.

"It had a double benefit," Boland said. "We were able to do something that hadn't been done before, plus it could help us to better understand the hydrocarbon biosynthesis."

Though the races are practically indistinguishable under the microscope, Boland said there had been some debate on whether these were different species. They were interested to know whether a genomic study could shine light on the question.




Along with Devarenne, Boland and Browne, the research team included Ivette Cornejo Corona, Ph.D., postdoctoral researcher in Devarenne's lab; John Mullet, Ph.D., another researcher and professor in the Department of Biochemistry and Biophysics; Rebecca Murphy, Ph.D., a former graduate student in Mullet's lab; and a longtime collaborator on Botryococcus studies, Shigeru Okada, Ph.D., a professor at the University of Tokyo in Japan.

Tim Devarenne, Ph.D., studies the biofuel properties of a common green microalga called Botryococcus braunii in his lab in the Department of Biochemistry and Biophysics. (Tim Devarenne, Kathleen Phillips/Texas A&M AgriLife)

Genetic analysis

Even though Botryococcus is commonly studied for its hydrocarbon production, sequencing its genome has proven difficult.

Devon Boland, Ph.D., a previous graduate researcher in Tim Devarenne's lab, first discovered his love for bioinformatics when the COVID-19 pandemic forced him out of the lab. He uses bioinformatics everyday now in his role at the Texas A&M Institute for Genome Sciences and Society. (Texas A&M Foundation)

Boland, now an assistant research scientist at the Texas A&M Institute for Genome Sciences and Society, said the thick, oily medium the cells live in makes extracting and isolating the DNA a challenge.

Nonetheless, the team was determined to analyze the genomes to see the similarity between the genes and proteins involved in each race's biofuel production processes.

But after piecing together the genomes and using the supercomputers at the Texas A&M High Performance Research Computing Center to run genomic comparisons, Boland said it became clear these organisms were not the same species.

"It was like everywhere we looked, things were different," he said.

In the end, the researchers said around one in every five genes were unique to each of the Botryococcus races. To put that 20% difference in perspective, the genetic difference between humans and chimpanzees, our closest evolutionary relative, is less than 2%.

After some further validations, Boland and Devarenne set out to reclassify the Botryococcus races. Boland said the team spent months workshopping different names.

They kept race B with its original name of Botryococcus braunii to preserve its history and renamed race A to Botryococcus alkenealis and race L to Botryococcus lycopadienor, which signify the type of hydrocarbons each produces.

What makes a species

In the recent past, biologists have given more weight to genes and genomes when it comes to classifying organisms.

But even with all the evidence for these Botryococcus algae to be considered separate species, Devarenne said what really makes a species is the general acceptance by the scientific community.

After publishing their peer-reviewed study in PLOS One, Devarenne shared the team's findings with over 100 other researchers who study the organisms in their own labs.

"How we define separate species might not change much with how these organisms are used in research," he said. "But it's important for the scientific understanding, how we think about the ways these organisms are related to each other and to all other species."

Boland said he and Devarenne published in an open-access journal so that other scientists could build off their work. The complete genomes of the species are also available on the National Center for Biotechnology Information website.

"It was important to us that the information was publicly available when it was ready to publish," he said. "Science is community driven. The ultimate goal is always to further our collective knowledge, and I think that's what we accomplished here."
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Wearable, stretchable sensor for quick, continuous, and non-invasive detection of solid-state skin biomarkers | ScienceDaily
Detecting diseases early requires the rapid, continuous and convenient monitoring of vital biomarkers. Researchers from the National University of Singapore (NUS) and the Agency for Science, Technology and Research (A*STAR) have developed a novel sensor that enables the continuous, and real-time detection of solid-state epidermal biomarkers (SEB), a new category of health indicators.


						
Jointly led by Assistant Professor Liu Yuxin from the NUS Institute for Health Innovation & Technology as well as N.1 Institute for Health and the Department of Biomedical Engineering under the NUS College of Design and Engineering, and Dr Yang Le, Principal Scientist and Head of the Sensors and Flexible Electronics Department of A*STAR's Institute of Materials Research and Engineering (A*STAR's IMRE), the research team's innovation offers a non-invasive method to monitor health by detecting biomarkers such as cholesterol and lactate -- directly on the skin.

The team's wearable, stretchable, hydrogel-based sensor overcomes the limitations of current methods that rely on biofluid samples, such as blood, urine and sweat. This makes it a promising alternative for wearable, continuous, and real-time health monitoring, facilitating the early detection of conditions such as cardiovascular diseases and stroke. It can also efficiently monitor athletes' lactate levels, an indication of exhaustion and tissue hypoxia, which affect their performance. This development is especially pertinent to areas including chronic disease management, population-wide screening, remote patient monitoring and sport physiology.

The team's findings were published in the journal Nature Materials on 12 June 2024. A*STAR's Institute of High Performance Computing and Institute of Molecular and Cell Biology, as well as Nanyang Technological University, Singapore also contributed to the research.

Innovating to overcome existing challenges

Monitoring biomarkers -- chemicals found in blood or other body fluids that capture what is happening in a cell or an organism at a given moment -- traditionally involves analysing biofluids such as blood, urine and sweat. While effective, these methods come with challenges. Blood tests are invasive and inconvenient, while urine analyses can be cumbersome and lack real-time capability. Probing biomarkers from sweat, though non-invasive, is limited by the difficulty of inducing sweat in inactive individuals and the discomfort of using sweat-inducing drugs. All these pose barriers to the early diagnosis and treatment of diseases.

SEBs offer a compelling alternative. These biomarkers, which include cholesterol and lactate, are found in the stratum corneum, the outermost layer of the skin, and have shown strong correlations with diseases such as cardiovascular disease and diabetes. However, detecting these biomarkers directly has been difficult. For instance, traditional solid electrodes lack the necessary charge transport pathways to enable electrochemical sensing of SEBs.




The NUS and A*STAR research team has overcome this challenge with their novel sensor design. When the device is worn on the skin, SEBs dissolve into the ionic conductive hydrogel (ICH) layer, diffuse through the hydrogel matrix, and undergo electrochemical reactions catalysed by enzymes at the junction between the ICH and electronically conductive hydrogel (ECH) layer. Relevant physiological data is then transmitted wirelessly to an external user interface via a flexible printed circuit board, providing continuous monitoring capabilities. The sensor is produced using a scalable and cost-effective manufacturing process called screen printing.

"Our novel hydrogel sensor technology is key to enabling the non-invasive detection of solid-state biomarkers on skin. The ionic conductive hydrogel layer that solvates the biomarkers and the electronically conductive hydrogel layer facilitates electron transport. This bilayer enables the sequential solvation, diffusion and electrochemical reaction of the biomarkers. Another highlight is the sensor's sensitivity with biomarkers being detected precisely even in low amounts," said Asst Prof Liu.

"This wearable sensor is the first-in-the-world that can monitor biomarkers on dry or non-sweaty skin. The sensor's novel bilayer hydrogel electrode interacts with and detects biomarkers on our skin, allowing them to become a new class of health indicators. The stretchable design enhances comfort and accuracy as well, by adapting to our skin's natural elasticity. This innovation can change the way we approach health and lifestyle monitoring, particularly for those living with chronic conditions requiring constant health monitoring," said Dr Yang.

Reliable, sensitive and user-friendly

Unlike traditional sensors that require biofluid samples, this sensor can continuously and non-invasively monitor SEBs directly on the skin, making it valuable for remote patient monitoring and population-wide health screening.

In clinical studies, the sensor demonstrated strong correlations between the biomarkers detected on the skin and those found in blood samples. This validates the sensor's accuracy and reliability, suggesting it could be an alternative to blood tests for monitoring chronic diseases such as diabetes, hyperlipoproteinemia and cardiovascular conditions.




The sensor's sensitivity is another advantage, as it can detect solid-state lactate and cholesterol at very low levels. This level of sensitivity approaches that of mass spectrometry, which ensures precise monitoring of these biomarkers.

Additionally, the sensor's design reduces motion artefacts, which occur when the user's movements affect the placement of the sensor or its contact pressure to the skin, by three times compared to conventional counterparts. This new finding was successfully modelled mathematically. By minimising disruptions caused by movement, the bilayer hydrogel ensures consistent and reliable readings, while the stretchable, skin-like nature of the device enhances user comfort.

"One of the possible applications of this technology is to replace the pregnancy diabetic test, commonly known as the glucose tolerance test. Rather than subject pregnant women to multiple blood draws, our sensor could be used to track real-time sugar levels conveniently in patients' home, with a similar level of accuracy as traditional tests. This also can be applied to diabetes in general, replacing the need for regular finger-prick test," Asst Prof Liu explained.

"Another potential application is to use the sensor in the daily monitoring of heart health, as cardiovascular disease accounts for almost one-third of deaths in Singapore. The research team has embarked on a research programme to work closely with cardiologists in establishing clinical correlation between biomarkers -- lactate, cholesterol, and glucose -- with heart health," said Dr Yang.

Rolling out next-gen sensors

The NUS and A*STAR researchers plan to enhance the sensor's performance by increasing its working time and sensitivity. Further, they aim to integrate additional solid-state analytes, broadening the sensor's applicability to other biomarkers. The researchers are also collaborating with hospitals to provide additional clinical validation and bring the technology to patients, particularly for continuous glucose monitoring, as well as quantitative assessment of dynamic resilience.
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Urban street networks, building density shape severity of floods | ScienceDaily
Cities around the globe are experiencing increased flooding due to the compounding effects of stronger storms in a warming climate and urban growth. New research from the University of California, Irvine suggests that urban form, specifically the building density and street network of a neighborhood, is also affecting the intensity of flooding.


						
For a paper published today in Nature Communications, researchers in UC Irvine's Department of Civil and Environmental Engineering turned to statistical mechanics to generate a new formula allowing urban planners to more easily assess flood risks presented by land development changes.

Co-author Mohammad Javad Abdolhosseini Qomi, UC Irvine associate professor of civil and environmental engineering who holds a joint appointment in UC Irvine's Department of Materials Science and Engineering, said that he and his colleagues were inspired by how physicists study intricate systems such as disordered porous solids, glasses and complex fluids to develop universal theories that can explain city-to-city variations in flood hazards.

"Application of statistical mechanics has yielded an analytical model that can project neighborhood-scale flood hazards anywhere in the world," Qomi said. "We can probe differences between cities experiencing flood hazards. The platform has been demonstrated to show links between flood losses, urban form and observed rainfall extremes."

Lead author Sarah Balaian, a UC Irvine Ph.D. candidate in civil and environmental engineering, said that we can expect the future to be marked by more severe weather events and that concentrated masses of people, many of whom lack the means of protection or escape, will be heavily affected by urban flooding.

"Furthermore, detailed modeling worldwide is presently impossible for many cities because of inadequate data, so our team was motivated to develop a new way of looking at flood risk based on the form of the built urban environment," she said.

Co-author Brett Sanders, UC Irvine Chancellor's Professor of civil and environmental engineering and professor of urban planning and public policy, said that the new formula was made possible by thousands of flood simulations across many different urban forms -- simulations grounded in physical laws of motion.

"We created a physics-based dataset of flood depth and velocity for types of city layouts seen globally and then used data analysis techniques to derive a relatively simple formula that can be used for planning and vulnerability assessments globally," Sanders said. "The equation can also be taught in our classes so that the next generation of civil engineers is able to anticipate the potential impacts of land development on flood hazards."

This project received financial support from UC Irvine's Henry Samueli School of Engineering, the National Science Foundation and the U.S. Department of Education.
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Swiping through online videos increases boredom | ScienceDaily
Swiping through online videos to relieve boredom may actually make people more bored and less satisfied or engaged with the content, according to research published by the American Psychological Association.


						
The study included seven experiments with a total of more than 1,200 participants from the United States or college students at the University of Toronto. In two baseline experiments, participants switched from one online video to the next when they were bored, and they predicted they would feel less bored by switching videos instead of watching them in their entirety.

However, the study found that digital switching -- watching short snippets of videos or fast forwarding through them -- actually made people more bored, said lead study author Katy Tam, PhD, a postdoctoral researcher at the University of Toronto. The research was published online in the Journal of Experimental Psychology: General.

"If people want a more enjoyable experience when watching videos, they can try to stay focused on the content and minimize digital switching," Tam said. "Just like paying for a more immersive experience in a movie theater, more enjoyment comes from immersing oneself in online videos rather than swiping through them."

In one experiment with two segments, all the participants watched a 10-minute YouTube video without having the option to fast forward. In another segment, they could freely switch through seven five-minute videos within 10 minutes. Participants reported feeling less bored when they watched the single video and found the viewing experience to be more satisfying, engaging and meaningful than when they switched through different videos.

There were similar findings for another experiment where participants watched a 10-minute video in one segment but could fast forward or rewind through a 50-minute video for 10 minutes in another segment.

"Digital switching may make the content of online videos seem meaningless because people don't have time to engage with or understand the content," Tam said.

Watching short videos on YouTube, TikTok, Facebook or other online media platforms is a common pastime as people spend more time on their smartphones. Many people will go to great lengths to avoid the restless or empty feelings that are often triggered by boredom. To avoid boredom, previous research has found people may harm others for pleasure, shop impulsively, give themselves electric shocks, endorse extreme political orientations, or engage in counterproductive work behaviors.

This study didn't examine whether short attention spans contributed to any increases in boredom or digital switching. Because the participants in several experiments were Canadian college students, the findings may differ by age or experience with digital media and may not be representative of the U.S. population.

Even though many people are quick to grab their smartphones while waiting in line or riding in an elevator, previous research has found that smartphone use increases boredom and undermines enjoyment in social situations. Digital switching may be a related source of boredom, which could have negative mental health consequences. Chronic boredom is linked with depressive symptoms, anxiety, sadistic aggression and risk-taking, Tam noted.
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Generative artificial intelligence can not yet reliably read and extract information from clinical notes in medical records | ScienceDaily
It may someday be possible to use Large Language Models (LLM) to automatically read clinical notes in medical records and reliably and efficiently extract relevant information to support patient care or research. But recent research from Columbia University Mailman School of Public Health using ChatGPT-4 to read medical notes from Emergency Department admissions to determine whether injured scooter and bicycle riders were wearing a helmet finds that LLM can't yet do this reliably. The findings are published in JAMA Network Open.


						
In a study of 54,569 emergency department visits among patients injured while riding a bicycle, scooter or other micromobility conveyance from 2019 to 2022, the AI LLM had difficulty replicating results of a text string-search based approach for extracting helmet status from clinical notes. The LLM only performed well when the prompt included all of the text used in the text string search-based approach. The LLM also had difficulty replicating its work across trials on each of five successive days, it did better t replicating its hallucinations than its accurate work. It particularly struggled when phrases were negated, such as reading "w/o helmet" or "unhelmeted" and reporting that the patient wore a helmet.

Large amounts of medically relevant data are included in electronic medical records in the form of written clinical notes, a type of unstructured data. Efficient ways to read and extract information from these notes would be extremely useful for research. Currently information from these clinical notes can be extracted using simple string-matching text search approaches or through more sophisticated artificial intelligence (AI)-based approaches such as natural language processing. The hope was that new LLM, such as ChatGPT-4, could extract information faster and more reliably.

"While we see potential efficiency gains in using the generative AI LLM for information extraction tasks, issues of reliability and hallucinations currently limit its utility," said Andrew Rundle, DrPH, professor of Epidemiology at Columbia Mailman School and senior author. "When we used highly detailed prompts that included all of the text strings related to helmets, on some days ChatGPT-4 could extract accurate data from the clinical notes. But the time required to define and test all of the text that had to be included in the prompt and ChatGPT-4's inability to replicate its work, day after day, indicates to us that ChatGPT-4 was not yet up to this task."

Using publicly available 2019 to 2022 data from the U.S. Consumer Product Safety Commission's National Electronic Injury Surveillance System, a sample of 96 U.S. hospitals, Rundle and colleagues analyzed emergency department records of patients injured in e-bike, bicycle, hoverboard, and powered scooter accidents. They compared the results of ChatGPT-4's analyses of the records to data generated using more traditional text-string-based searches, and for 400 records, they compared ChatGPT's analyses to their own reading of the clinical notes in the records.

This research builds on their work studying how to prevent injuries among micromobility users (i.e. bicyclists, e-bike riders, scooter riders). "Helmet use is a key factor in injury severity, yet in most emergency department medical records and incident reports information on helmet use is buried in the clinical notes written by the physician or EMS respondent. There is a significant research need to be able to reliably and efficiently access this information." said Kathryn Burford, the lead author on the paper and a post-doctoral fellow in the Department of Epidemiology at the Mailman School.

"Our study examined the potential of an LLM for extracting information from clinical notes, a rich source of information for health professionals and researchers," said Rundle. "But at the time we used ChatGPT-4 it could not reliably provide us with data."
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Morphable materials: Researchers coax nanoparticles to reconfigure themselves | ScienceDaily
A view into how nanoscale building blocks can rearrange into different organized structures on command is now possible with an approach that combines an electron microscope, a small sample holder with microscopic channels, and computer simulations, according to a new study by researchers at the University of Michigan and Indiana University.


						
The approach could eventually enable smart materials and coatings that can switch between different optical, mechanical and electronic properties.

"One of my favorite examples of this phenomenon in nature is in chameleons," said Tobias Dwyer, U-M doctoral student in chemical engineering and co-first author of the study published in Nature Chemical Engineering. "Chameleons change color by altering the spacing between nanocrystals in their skin. The dream is to design a dynamic and multifunctional system that can be as good as some of the examples that we see in biology."

The imaging technique lets researchers watch how nanoparticles react to changes in their environment in real time, offering an unprecedented window into their assembly behavior.

In the study, the Indiana team first suspended nanoparticles, a class of materials smaller than the average bacteria cell, in tiny channels of liquid on a microfluidic flow cell. This type of device allowed the researchers to flush different kinds of fluid into the cell on the fly while they viewed the mixture under their electron microscope. The researchers learned that the instrument gave the nanoparticles -- which normally are attracted to each other -- just enough electrostatic repulsion to push them apart and allow them to assemble into ordered arrangements.

The nanoparticles, which are cubes made of gold, either perfectly aligned their faces in a tidy cluster or formed a more messy arrangement. The final arrangement of the material depended on the properties of the liquid the blocks were suspended in, and flushing new liquids into the flow cell caused the nanoblocks to switch between the two arrangements.

The experiment was a proof of concept for how to steer nanoparticles into desired structures. Nanoparticles are too small to manually manipulate, but the approach could help engineers learn to reconfigure other nanoparticles by changing their environment.




"You might have been able to move the particles into new liquids before, but you wouldn't have been able to watch how they respond to their new environment in real-time," said Xingchen Ye, IU associate professor of chemistry who developed the experimental technique and is the study's lead corresponding author.

"We can use this tool to image many types of nanoscale objects, like chains of molecules, viruses, lipids and composite particles. Pharmaceutical companies could use this technique to learn how viruses interact with cells in different conditions, which could impact drug development."

An electron microscope isn't necessary to activate the particles in practical morphable materials, the researchers said. Changes in light and pH could also serve that purpose.

But to extend the technique to different kinds of nanoparticles, the researchers will need to know how to change their liquids and microscope settings to arrange the particles. Computer simulations run by the U-M team open the door to that future work by identifying the forces that caused the particles to interact and assemble.

"We think we now have a good enough understanding of all the physics at play to predict what would happen if we use particles of a different shape or material," said Tim Moore, U-M assistant research scientist of chemical engineering and co-first author of the study. He designed the computer simulations together with Dwyer and Sharon Glotzer, the Anthony C. Lembke Department Chair of Chemical Engineering at U-M and a corresponding author of the study.

"The combination of experiments and simulations is exciting because we now have a platform to design, predict, make and observe in real time new, morphable materials together with our IU partners," said Glotzer, who is also the John Werner Cahn Distinguished University Professor and Stuart W. Churchill Collegiate Professor of Chemical Engineering.

The research is funded by the National Science Foundation.
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Taming Parkinson's disease with intelligent brain pacemakers | ScienceDaily
UCSF studies show personalized, self-adjusting, neuromodulation has the potential to enhance movement and sleep.


						
Two new studies from UC San Francisco are pointing the way toward round-the-clock personalized care for people with Parkinson's disease through an implanted device that can treat movement problems during the day and insomnia at night.

The approach, called adaptive deep brain stimulation, or aDBS, uses methods derived from AI to monitor a patient's brain activity for changes in symptoms.

When it spots them, it intervenes with precisely calibrated pulses of electricity. The therapy complements the medications that Parkinson's patients take to manage their symptoms, giving less stimulation when the drug is active, to ward off excess movements, and more stimulation as the drug wears off, to prevent stiffness.

It is the first time a so-called "closed loop" brain implant technology has been shown to work in Parkinson's patients as they go about their daily lives. The device picks up brain signals to create a continuous feedback mechanism that can curtail symptoms as they arise. Users can switch out of the adaptive mode or turn the treatment off entirely with a hand-held device.

For the first study, researchers conducted a clinical trial with four people to test how well the approach worked during the day, comparing it to an earlier brain implant DBS technology known as constant or cDBS.

To ensure the treatment provided the maximum relief to each participant, the researchers asked them to identify their most bothersome symptom. The new technology reduced those symptoms by 50%. Results appear August 19 in Nature Medicine.




"This is the future of deep brain stimulation for Parkinson's disease," said Philip Starr, MD, PhD, the Dolores Cakebread Professor of Neurological Surgery, co-director of the UCSF Movement Disorders and Neuromodulation Clinic and one of the senior authors of the study.

Starr has been laying the groundwork for this technology for more than a decade. In 2013, he developed a way to detect and then record the abnormal brain rhythms associated with Parkinson's. In 2021, his team identified specific patterns in those brain rhythms that correspond to motor symptoms.

"There's been a great deal of interest in improving DBS therapy by making it adaptive and self-regulating, but it's only been recently that the right tools and methods have been available to allow people to use this long-term in their homes," said Starr, who was recruited by UCSF in 1998 to start its DBS program.

Earlier this year, UCSF researchers led by Simon Little, MBBS, PhD, demonstrated in Nature Communications that adaptive DBS has the potential to alleviate the insomnia that plagues many patients with Parkinson's.

"The big shift we've made with adaptive DBS is that we're able to detect, in real time, where a patient is on the symptom spectrum and match it with the exact amount of stimulation they need," said Little, associate professor of neurology and a senior author of both studies. Both Little and Starr are members of the UCSF Weill Institute for Neurosciences.

Restoring movement

Parkinson's disease affects about 10 million people around the world. It arises from the loss of dopamine-producing neurons in deep regions of the brain that are responsible for controlling movement. The lack of those cells can also cause non-motor symptoms, affecting mood, motivation and sleep.




Treatment usually begins with levodopa, a drug that replaces the dopamine these cells are no longer able to make. However, excess dopamine in the brain as the drug takes effect can cause uncontrolled movements, called dyskinesia. As the medication wears off, tremor and stiffness set in again.

Some patients then opt to have a standard cDBS device implanted, which provides a constant level of electrical stimulation. Constant DBS may reduce the amount of medication needed and partially reduce swings in symptoms. But the device also can over- or undercompensate, causing symptoms to veer from one extreme to the other during the day.

Closing the loop

To develop a DBS system that could adapt to a person's changing dopamine levels, Starr and Little needed to make the DBS capable of recognizing the brain signals that accompany different symptoms.

Previous research had identified patterns of brain activity related to those symptoms in the subthalamic nucleus, or STN, the deep brain region that coordinates movement. This is the same area that cDBS stimulates, and Starr suspected that stimulation would mute the signals they needed to pick up.

So, he found alternative signals in a different region of the brain, called the motor cortex, that wouldn't be weakened by the DBS stimulation.

The next challenge was to work out how to develop a system that could use these dynamic signals to control DBS in an environment outside the lab.

Building on findings from adaptive DBS studies that he had run at Oxford University a decade earlier, Little worked with Starr and the team to develop an approach for detecting these highly variable signals across different medication and stimulation levels.

Over the course of many months, postdoctoral scholars Carina Oehrn, MD, PhD, Stephanie Cernera, PhD, and Lauren Hammer, MD, PhD, created a data analysis pipeline that could turn all of this into personalized algorithms to record, analyze and respond to the unique brain activity associated with each patient's symptom state.

John Ngai, PhD, who directs the Brain Research Through Advancing Innovative Neurotechnologies(r) initiative (The BRAIN Initiative(r)) at the National Institutes of Health, said the study promises a marked improvement over current Parkinson's treatment.

"This personalized, adaptive DBS embodies The BRAIN Initiative's core mission to revolutionize our understanding of the human brain," he said.

A better night's sleep

Continuous DBS is aimed at mitigating daytime movement symptoms and doesn't usually alleviate insomnia.

But in the last decade, there has been a growing recognition of the impact that insomnia, mood disorders and memory problems have on Parkinson's patients.

To help fill that gap, Little conducted a separate trial that included four patients with Parkinson's and one patient with dystonia, a related movement disorder. In their paper published in Nature Communications, first author Fahim Anjum, PhD, a postdoctoral scholar in the Department of Neurology at UCSF, demonstrated that the device could recognize brain activity associated with various states of sleep. He also showed it could recognize other patterns that indicate a person is likely to wake up in the middle of the night.

Little and Starr's research teams, including their graduate student Clay Smyth, have started testing new algorithms to help people sleep. Their first sleep aDBS study was published last year in Brain Stimulation.

Scientists are now developing similar closed-loop DBS treatments for a range of neurological disorders.

"We see that it has a profound impact on patients, with potential not just in Parkinson's but probably for psychiatric conditions like depression and obsessive-compulsive disorder as well," Starr said. "We're at the beginning of a new era of neurostimulation therapies."
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AI model aids early detection of autism | ScienceDaily
A new machine learning model can predict autism in young children from relatively limited information. This is shown in a new study from Karolinska Institutet published in JAMA Network Open. The model can facilitate early detection of autism, which is important to provide the right support.


						
"With an accuracy of almost 80 percent for children under the age of two, we hope that this will be a valuable tool for healthcare," says Kristiina Tammimies, Associate Professor at KIND, the Department of Women's and Children's Health, Karolinska Institutet and last author of the study.

The research team used a large US database (SPARK) with information on approximately 30,000 individuals with and without autism spectrum disorders.

By analyzing a combination of 28 different parameters, the researchers developed four distinct machine-learning models to identify patterns in the data. The parameters selected were information about children that can be obtained without extensive assessments and medical tests before 24 months of age. The best-performing model was named 'AutMedAI'.

Among about 12,000 individuals, the AutMedAI model was able to identify about 80% of children with autism. In specific combinations with other parameters, age of first smile, first short sentence and the presence of eating difficulties were strong predictors of autism.

"The results of the study are significant because they show that it is possible to identify individuals who are likely to have autism from relatively limited and readily available information," says study first author Shyam Rajagopalan, an affiliated researcher at the same department at Karolinska Institutet and currently assistant professor at the Institute of Bioinfomatics and Applied Technology,India.

Early diagnosis is critical, according to the researchers, to implement effective interventions that can help children with autism develop optimally.




"This can drastically change the conditions for early diagnosis and interventions, and ultimately improve the quality of life for many individuals and their families," says Shyam Rajagopalan.

In the study, the AI model showed good results in identifying children with more extensive difficulties in social communication and cognitive ability and having more general developmental delays.

The research team is now planning further improvements and validation of the model in clinical settings. Work is also underway to include genetic information in the model, which may lead to even more specific and accurate predictions.

"To ensure that the model is reliable enough to be implemented in clinical contexts, rigorous work and careful validation are required. I want to emphasize that our goal is for the model to become a valuable tool for health care, and it is not intended to replace a clinical assessment of autism," says Kristiina Tammimies.

The study was funded by the Swedish Foundation for Strategic Research, Hjarnfonden and Stratneuro.
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New twist on synthesis technique promises sustainable manufacturing | ScienceDaily
James Tour's lab at Rice University has developed a new method known as flash-within-flash Joule heating (FWF) that could transform the synthesis of high-quality solid-state materials, offering a cleaner, faster and more sustainable manufacturing process. The findings were published in  Nature Chemistry  on Aug. 8.


						
Traditionally, synthesizing solid-state materials has been a time-consuming and energy-intensive process, often accompanied by the production of harmful byproducts. But FWF enables gram-scale production of diverse compounds in seconds while reducing energy, water consumption and greenhouse gas emissions by more than 50%, setting a new standard for sustainable manufacturing.

The innovative research builds on Tour's 2020 development of waste disposal and upcycling applications using flash Joule heating, a technique that passes a current through a moderately resistive material to quickly heat it to over 3,000 degrees Celsius (over 5,000 degrees Fahrenheit) and transform it into other substances.

"The key is that formerly we were flashing carbon and a few other compounds that could be conductive," said Tour, the T.T. and W.F. Chao Professor of Chemistry and professor of materials science and nanoengineering. "Now we can flash synthesize the rest of the periodic table. It is a big advance."

FWF's success lies in its ability to overcome the conductivity limitations of conventional flash Joule heating methods. The team -- including Ph.D. student Chi Hun "Will" Choi and corresponding author Yimo Han , assistant professor of chemistry, materials science and nanoengineering -- incorporated an outer flash heating vessel filled with metallurgical coke and a semiclosed inner reactor containing the target reagents. FWF generates intense heat of about 2,000 degrees Celsius, which rapidly converts the reagents into high-quality materials through heat conduction.

This novel approach allows for the synthesis of more than 20 unique, phase-selective materials with high purity and consistency, according to the study. FWF's versatility and scalability is ideal for the production of next-generation semiconductor materials such as molybdenum diselenide (MoSe2), tungsten diselenide and alpha phase indium selenide, which are notoriously difficult to synthesize using conventional techniques.

"Unlike traditional methods, FWF does not require the addition of conductive agents, reducing the formation of impurities and byproducts," Choi said.

This advancement creates new opportunities in electronics, catalysis, energy and fundamental research. It also offers a sustainable solution for manufacturing a wide range of materials. Moreover, FWF has the potential to revolutionize industries such as aerospace, where materials like FWF-made MoSe2 demonstrate superior performance as solid-state lubricants.

"FWF represents a transformative shift in material synthesis," Han said. "By providing a scalable and sustainable method for producing high-quality solid-state materials, it addresses barriers in manufacturing while paving the way for a cleaner and more efficient future."
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Scientists discover phenomenon impacting Earth's radiation belts | ScienceDaily
Two University of Alaska Fairbanks scientists have discovered a new type of "whistler," an electromagnetic wave that carries a substantial amount of lightning energy to the Earth's magnetosphere.


						
The research is published in Science Advances.

Vikas Sonwalkar, a professor emeritus, and Amani Reddy, an assistant professor, discovered the new type of wave. The wave carries lightning energy, which enters the ionosphere at low latitudes, to the magnetosphere. The energy is reflected upward by the ionosphere's lower boundary, at about 55 miles altitude, in the opposite hemisphere.

It was previously believed, the authors write, that lightning energy entering the ionosphere at low latitudes remained trapped in the ionosphere and therefore was not reaching the radiation belts. The belts are two layers of charged particles surrounding the planet and held in place by Earth's magnetic field.

"We as a society are dependent on space technology," Sonwalkar said. "Modern communication and navigation systems, satellites, and spacecraft with astronauts aboard encounter harmful energetic particles of the radiation belts, which can damage electronics and cause cancer.

"Having a better understanding of radiation belts and the variety of electromagnetic waves, including those originating in terrestrial lightning, that impact them is vital for human operations in space," he said.

Sonwalkar and Reddy's discovery is a type of whistler wave they call a "specularly reflected whistler." Whistlers produce a whistling sound when played through a speaker.




Lightning energy entering the ionosphere at higher latitudes reaches the magnetosphere as a different type of whistler called a magnetospherically reflected whistler, which undergoes one or more reflections within the magnetosphere.

The ionosphere is a layer of Earth's upper atmosphere characterized by a high concentration of ions and free electrons. It is ionized by solar radiation and cosmic rays, making it conductive and crucial for radio communication because it reflects and modifies radio waves.

Earth's magnetosphere is a region of space surrounding the planet and created by Earth's magnetic field. It provides a protective barrier that prevents most of the solar wind's particles from reaching the atmosphere and harming life and technology.

Sonwalkar and Reddy's research shows that both types of whistlers -- specularly reflected whistlers and magnetospherically reflected whistlers -- coexist in the magnetosphere.

In their research, the authors used plasma wave data from NASA's Van Allen Probes, which launched in 2012 and operated until 2019, and lightning data from the World Wide Lightning Detection Network.

They developed a wave propagation model that, when considering specularly reflected whistlers, showed the doubling of lightning energy reaching the magnetosphere.




Review of plasma wave data from the Van Allen Probes showed that specularly reflected whistlers are a common magnetospheric phenomenon.

A majority of lightning occurs at the low latitudes, which are tropical and subtropical regions prone to thunderstorm development.

"This implies that specularly reflected whistlers probably carry a greater part of lightning energy to the magnetosphere relative to that carried by magnetospherically reflected whistlers," Sonwalkar said.

The impact of lightning-generated whistler waves on radiation belt physics and their use in remote sensing of magnetospheric plasma have been researched since the 1950s.
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Researchers develop new chemical method to enhance drug discovery | ScienceDaily
Moffitt Cancer Center researchers have developed a novel reagent that enhances the precision of drug synthesis. This innovative method, published in Nature Communications, introduces a new sulfur fluoride exchange (SuFEx) reagent that allows for highly controlled production of crucial sulfur-based molecules, including sulfinamides, sulfonimidamides and sulfoximines.


						
These compounds are essential in the pharmaceutical industry but have been challenging to synthesize with the required stereochemical accuracy. The innovative reagent t-BuSF uses strain-release reactivity to achieve a level of efficiency and selectivity previously unattainable, paving the way for more effective drug development and broader applications in medical research.

"Sulfur-based compounds, including those developed using the new methods, are known to have favorable physiochemical properties that make them ideal candidates for drug development," said Justin M. Lopchuk, Ph.D., lead author and associate member of the Drug Discovery Department at Moffitt. "The ability to synthesize these compounds rapidly and stereochemical control open new possibilities for designing targeted therapies that combat cancer cells more effectively while minimizing side effects."

By leveraging the unique properties of the t-BuSF reagent, researchers were able to explore previously inaccessible chemical space within the sulfur family, particularly in the S(IV) and S(VI) oxidation states. This advancement has resulted in the creation of over 70 new chemical compounds, many of which have immediate applications in medicinal chemistry and the development of new pharmaceutical agents.

Lopchuk adds that this research has already been used to significantly improve the scalable synthesis of DFV890, an investigational compound from Novartis currently in clinical trials at Moffitt and other locations for myeloid diseases.
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Tracking down the asteroid that sealed the fate of the dinosaurs | ScienceDaily
Geoscientists from the University of Cologne have led an international study to determine the origin of the huge piece of rock that hit the Earth around 66 million years ago and permanently changed the climate. The scientists analysed samples of the rock layer that marks the boundary between the Cretaceous and Paleogene periods. This period also saw the last major mass extinction event on Earth, in which around 70 percent of all animal species became extinct. The results of the study published in Science indicate that the asteroid formed outside Jupiter's orbit during the early development of our solar system.


						
According to a widely accepted theory, the mass extinction at the Cretaceous-Paleogene boundary was triggered by the impact of an asteroid at least 10 kilometres in diameter near Chicxulub on the Yucatan Peninsula in Mexico. On impact, the asteroid and large quantities of earth rock vaporized. Fine dust particles spread into the stratosphere and obscured the sun. This led to dramatic changes in the living conditions on the planet and brought photosynthetic activity to a halt for several years.

The dust particles released by the impact formed a layer of sediment around the entire globe. This is why the Cretaceous-Paleogene boundary can be identified and sampled in many places on Earth. It contains high concentrations of platinum-group metals, which come from the asteroid and are otherwise extremely rare in the rock that forms the Earth's crust.

By analysing the isotopic composition of the platinum metal ruthenium in the cleanroom laboratory of the University of Cologne's Institute of Geology and Mineralogy, the scientists discovered that the asteroid originally came from the outer solar system. "The asteroid's composition is consistent with that of carbonaceous asteroids that formed outside of Jupiter's orbit during the formation of the solar system," said Dr Mario Fischer-Godde, first author of the study.

The ruthenium isotope compositions were also determined for other craters and impact structures of different ages on Earth for comparison. This data shows that within the last 500 million years, almost exclusively fragments of S-type asteroids have hit the Earth. In contrast to the impact at the Cretaceous-Paleogene boundary, these asteroids originate from the inner solar system. Well over 80 percent of all asteroid fragments that hit the Earth in the form of meteorites come from the inner solar system. Professor Dr Carsten Munker, co-author of the study, added: "We found that the impact of an asteroid like the one at Chicxulub is a very rare and unique event in geological time. The fate of the dinosaurs and many other species was sealed by this projectile from the outer reaches of the solar system."
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Right on schedule: Physicists use modeling to forecast a black hole's feeding patterns with precision | ScienceDaily
The dramatic dimming of a light source ~ 860 million light-years away from Earth confirms the accuracy of a detailed model developed by a team of astrophysicists, including Syracuse University Professor Eric Coughlin.


						
Powerful telescopes like NASA's Hubble, James Webb, and Chandra X-ray Observatory provide scientists a window into deep space to probe the physics of black holes. While one might wonder how you can "see" a black hole, which famously absorbs all light, this is made possible by tidal disruption events (TDEs) -- where a star is destroyed by a supermassive black hole and can fuel a "luminous accretion flare." With luminosities thousands of billions of times brighter than the Sun, accretion events enable astrophysicists to study supermassive black holes (SMBHs) at cosmological distances.

TDEs occur when a star is violently ripped apart by a black hole's immense gravitational field. As the star is shredded, its remnants are transformed into a stream of debris that rains back down onto the black hole to form a very hot, very bright disk of material swirling around the black hole, called an accretion disc. Scientists can study these to make direct observations of TDEs, and compare those to theoretical models to relate observations to physical properties of disrupted stars and their disrupting black holes.

A team of physicists from Syracuse University, MIT and the Space Telescope Science Institute used detailed modeling to predict the brightening and dimming of AT2018fyk, which is a repeating partial TDE, meaning the high-density core of the star survived the gravitational interaction with the SMBH, allowing it to orbit the black hole and be shredded more than once. The model predicted that AT2018fyk would "dim" in August 2023, a forecast which was confirmed when the source went dark last summer, providing evidence that their model delivers a new way to probe the physics of black holes. Their results were published in The Astrophysical Journal Letters. 

A High Energy Source

Thanks to incredibly detailed extragalactic surveys, scientists are monitoring more coming and going light sources than ever before. Surveys pan entire hemispheres in search of sudden brightening or dimming of sources, which tells researchers that something has changed. Unlike the telescope in your living room that can only focus visible light, telescopes such as Chandra can detect light sources in what's referred to as the X-ray spectrum emitted from material that is millions of degrees in temperature.

Visible light and X-rays are both forms of electromagnetic radiation, but X-rays have shorter wavelengths and more energy. Similar to the way in which your stove becomes "red hot" after you turn it on, the gas comprising a disc "glows" at different temperatures, with the hottest material closest to the black hole. However, instead of radiating its energy at optical wavelengths visible to the eye, the hottest gas in an accretion disc emits in the X-ray spectrum. These are the same X-rays used by doctors to image your bones and that can pass through soft tissue, and because of this relative transparency, the detectors used by NASA X-ray telescopes are specifically designed to detect this high-energy radiation.'




A Repeat Performance

In January 2023, a team of physicists, including Eric Coughlin, a professor at Syracuse University's Department of Physics, Dheeraj R. "DJ" Pasham, a research scientist at MIT, and Thomas Wevers, a Fellow at the Space Telescope Science Institute, published a paper in The Astrophysical Journal Letters that proposed a detailed model for a repeating partial TDE. Their results were the first to map a star's surprising return orbit about a supermassive black hole -- revealing new information about one of the cosmos' most extreme environments.

The team based their study on a TDE known as AT2018fyk (AT stands for "Astrophysical Transient"), where a star was proposed to be captured by a SMBH through an exchange process known as "Hills capture." Originally part of a binary system (two stars that orbit one another under their mutual gravitational attraction), one of the stars was hypothesized to have been captured by the gravitational field of the black hole and the other (non-captured) star was ejected from the center of the galaxy at speeds comparable to ~ 1000 km/s.

Once bound to the SMBH, the star powering the emission from AT2018fyk has been repeatedly stripped of its outer envelope each time it passes through its point of closest approach with the black hole. The stripped outer layers of the star form the bright accretion disk, which researchers can study using X-Ray and Ultraviolet /Optical telescopes that observe light from distant galaxies.

While TDEs are usually "once-and-done" because the extreme gravitational field of the SMBH destroys the star, meaning that the SMBH fades back into darkness following the accretion flare, AT2018fyk offered the unique opportunity to probe a repeating partial TDE.

The research team has used a trio of telescopes to make the initial and follow-up detections: Swift and Chandra, both operated by NASA, and XMM-Newton, which is a European mission. First observed in 2018, AT2018fyk is ~ 870 million light years away, meaning that because of the time it takes light to travel, it happened in "real time" ~ 870 million years ago.




The team used detailed modeling to forecast that the light source would abruptly disappear around August 2023 and brighten again when the freshly stripped material accretes onto the black hole in 2025.

Model Validation

Confirming the accuracy of their model, the team reported an X-ray drop in flux over a span of two months, starting on August 14, 2023. This sudden change can be interpreted as the second emission shutoff.

"The observed emission shutoff shows that our model and assumptions are viable, and suggests that we are really seeing a star being slowly devoured by a distant and very massive black hole," says Coughlin. "In our paper last year, we used constraints from the initial outburst, dimming and rebrightening to predict that AT2018fyk should display a sudden and rapid dimming in August of 2023, if the star survived the second encounter that fueled the second brightening."

The fact that the system displayed this predicted shutoff therefore implies several distinctions about the star and the black hole:
    	the star survived its second encounter with the black hole;
    	the rate of return of stripped debris to the black hole is tightly coupled to the brightness of AT2018fyk;
    	and the orbital period of the star about the black hole is ~ 1300 days, or about 3.5 years.

The second cutoff implies that another rebrightening should happen between May and August of 2025, and if the star survived the second encounter, a third shutoff is predicted to occur between January and July of 2027.

As for whether we can count on seeing a rebrightening in 2025, Coughlin says the detection of a second cutoff implies that the star has had more mass freshly stripped, which should return to the black hole to produce a third brightening.

"The only uncertainty is in the peak of the emission," he says. "The second re-brightened peak was considerably dimmer than the first, and it is, unfortunately, possible that the third outburst will be dimmer still. This is the only thing that would limit the detectability of this third outburst."

Coughlin notes that this model signifies an exciting new way to study the incredibly rare occurrences of repeating partial TDEs, which are believed to take place once every million years in a given galaxy. To date, he says scientists have encountered only four to five systems that display this behavior.

"With the advent of improved detection technology uncovering more repeating partial TDEs, we anticipate that this model will be an essential tool for scientists in identifying these discoveries," he says.
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Detecting machine-generated text: An arms race with the advancements of large language models | ScienceDaily
Machine-generated text has been fooling humans for the last four years. Since the release of GPT-2 in 2019, large language model (LLM) tools have gotten progressively better at crafting stories, news articles, student essays and more, to the point that humans are often unable to recognize when they are reading text produced by an algorithm. While these LLMs are being used to save time and even boost creativity in ideating and writing, their power can lead to misuse and harmful outcomes, which are already showing up across spaces we consume information. The inability to detect machine-generated text only enhances the potential for harm.


						
One way both academics and companies are trying to improve this detection is by employing machines themselves. Machine learning models can identify subtle patterns of word choice and grammatical constructions to recognize LLM-generated text in a way that our human intuition cannot.

Today, many commercial detectors are claiming to be highly successful at detecting machine-generated text, with up to 99% accuracy, but are these claims too good to be true? Chris Callison-Burch, Professor in Computer and Information Science, and Liam Dugan, a doctoral student in Callison-Burch's group, aimed to find out in their recent paper published at the 62nd Annual Meeting of the Association for Computational Linguistics.

Liam Dugan presents RAID at the 62nd Annual Meeting of the Association for Computational Linguistics in Bangkok.

"As the technology to detect machine-generated text advances, so does the technology used to evade detectors," says Callison-Burch. "It's an arms race, and while the goal to develop robust detectors is one we should strive to achieve, there are many limitations and vulnerabilities in detectors that are available now."

To investigate those limitations and provide a path forward for developing robust detectors, the research team created Robust AI Detector (RAID), a data set of over 10 million documents across recipes, news articles, blog posts and more, including both AI-generated text and human-generated text. RAID serves as the first standardized benchmark to test detection ability in current and future detectors. In addition to creating the data set, they created a leaderboard, which publicly ranks the performance of all detectors that have been evaluated using RAID in an unbiased way.

"The concept of a leaderboard has been key to success in many aspects of machine learning like computer vision," says Dugan. "The RAID benchmark is the first leaderboard for robust detection of AI-generated text. We hope that our leaderboard will encourage transparency and high-quality research in this quickly evolving field."

Dugan has already seen the influence this paper is having in companies that develop detectors.




"Soon after our paper became available as a preprint and after we released the RAID data set, we started seeing the data set being downloaded many times, and we were contacted by Originality.ai, a prominent company that develops detectors for AI-generated text," he says. "They shared our work in a blog post, ranked their detector in our leaderboard and are using RAID to identify previously hidden vulnerabilities and improve their detection tool. It's inspiring to see that the community appreciates this work and also strives to raise the bar for AI-detection technology."

So, do the current detectors hold up to the work at hand? RAID shows that not many do as well as they claim.

"Detectors trained on ChatGPT were mostly useless in detecting machine-generated text outputs from other LLMs such as Llama and vice versa," says Callison-Burch. "Detectors trained on news stories don't hold up when reviewing machine-generated recipes or creative writing. What we found is that there are a myriad of detectors that only work well when applied to very specific use cases and when reviewing text similar to the text they were trained on."

Detectors are able to detect AI-generated text when it contains no edits or "disguises," but when manipulated, current detectors are not reliably able to detect AI-generated text.

Faulty detectors are not only an issue because they don't work well, they can be as dangerous as the AI tool used to produce the text in the first place.

"If universities or schools were relying on a narrowly trained detector to catch students' use of ChatGPT to write assignments, they could be falsely accusing students of cheating when they are not," says Callison-Burch. "They could also miss students who were cheating by using other LLMs to generate their homework."

It's not just a detector's training, or lack thereof, that limits its ability to detect machine-generated text. The team looked into how adversarial attacks such as replacing letters with look-alike symbols can easily derail a detector and allow machine-generated text to fly under the radar.




"It turns out, there are a variety of edits a user can make to evade detection by the detectors we evaluated in this study," says Dugan. "Something as simple as inserting extra spaces, swapping letters for symbols, or using alternative spelling or synonyms for a few words can cause a detector to be rendered useless."

Swapping certain letters with similarly looking symbols is one type of adversarial attack that derails current detectors.

The study concludes that, while current detectors are not robust enough to be of significant use in society just yet, openly evaluating detectors on large, diverse, shared resources is critical to accelerating progress and trust in detection, and that transparency will lead to the development of detectors that do hold up in a variety of use cases.

"Evaluating robustness is particularly important for detection, and it only increases in importance as the scale of public deployment grows," says Dugan. "We also need to remember that detection is just one tool for a larger, even more valuable motivation: preventing harm by the mass distribution of AI-generated text."

"My work is focused on reducing the harms that LLMs can inadvertently cause, and, at the very least, making people aware of the harms so that they can be better informed when interacting with information," he continues. "In the realm of information distribution and consumption, it will become increasingly important to understand where and how text is generated, and this paper is just one way I am working towards bridging those gaps in both the scientific and public communities."
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Revolutionizing thermoelectric technology: Hourglass-shaped materials achieve a 360% efficiency boost | ScienceDaily
A groundbreaking technology has been unveiled that improves the efficiency of thermoelectric materials, which are key in converting waste heat into electricity, by altering their geometry to resemble an hourglass. Unlike previous research that solely depended on the material properties of thermoelectric substances, this new approach is expected to have widespread applications in thermoelectric power generation.


						
The National Research Foundation of Korea (Chairman Lee Kwang-bok) announced that a joint research team, led by Professor Jae Sung Son of POSTECH and Saniya LeBlanc of George Washington University, has successfully developed a new geometry for thermoelectric materials -- previously confined to cuboid shapes -- through geometric design and 3D printing processes. This new design significantly enhances power generation efficiency.

Thermoelectric technology, as the name suggests, is a technology that converts heat into electricity. It is gaining attention as a sustainable renewable energy source because it can convert heat generated by factories, car engines, or even human body heat into electricity. Thermoelectric materials, which are central to thermoelectric technology, are typically made from solid thermoelectric semiconductor materials. Up until now, research on thermoelectric generators has focused on improving the inherent thermoelectric material properties (ZT). However, despite improvements in ZT, the efficiency of thermoelectric generators has not reached a level practical for everyday use, necessitating a new approach beyond just enhancing material properties.

The joint research team has demonstrated through this study that simply changing the geometry and composition of thermoelectric materials can maximize power generation efficiency. By simulating eight different geometric structures, including the traditional cuboid shape and the hourglass shape, and measuring the power generation efficiency of each, the team confirmed that the hourglass consistently outperformed others under all power generation conditions. The research team further advanced 3D printing processes capable of producing complex-shaped thermoelectric materials, creating high-density micro-layered defects within the material to minimize thermal conductivity and increase the thermoelectric performance index (ZT) to 2.0. This is the highest value achieved for thermoelectric materials produced via 3D printing.

Based on these experiments, the team fabricated thermoelectric generators using the eight different structures and measured their efficiency, finding that the hourglass-shaped generator was approximately 3.6 times more efficient than the traditional rectangular-based generator.

Professor Jae Sung Son stated, "This research is the first instance where efficiency has been improved by three-dimensional geometry of the material that controlled thermal and electrical transport, instead of conventional microstructure-focused research on thermoelectric materials. It is expected that this approach can be universally applied to all thermoelectric materials and can also be utilized in thermoelectric cooling technologies."

This achievement, supported by the Mid-Career Researcher Program and Nano and Materials Technology Development Program under the Ministry of Science and ICT and the National Research Foundation of Korea, was published online in the international journal Nature Energy on July 19.
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Exploring options for the sustainable management of phosphorus | ScienceDaily
Focusing on Sweden, a new IIASA study assessed the feasibility of recovering phosphorus from municipal wastewater as an alternative sustainable source of this non-renewable mineral.


						
Phosphorus is an essential mineral present in many everyday foods and crucial for human health. It is also a critical nutrient for plants, making it a key ingredient in the production of fertilizers. Acquired primarily through mining and processing of phosphate rock, phosphorus is a finite non-renewable resource, and scientists predict that its uneven distribution around the world, as well as growing global food demand, might result in higher prices of fertilizers in the near future. This highlights an urgent need to improve the efficiency of its use.

Previous studies show that recovering phosphorus from municipal wastewater can provide an alternative sustainable source of this mineral, as nearly 98% of the phosphorus consumed by humans in urban areas ends up in sewage sludge. Currently, the most common practice for sewage sludge management in Europe is land application. This practice, which involves spreading treated sewage sludge onto land to improve soil properties and provide nutrients for crops, is becoming increasingly controversial. Sludge often contains both valuable resources and harmful substances, so land application of sludge can introduce both phosphorus and potentially hazardous contaminants into the soil. Effective recovery methods could help to minimize the environmental impacts, promoting healthier water systems and biodiversity.

In their study, former IIASA Young Scientists Summer Program (YSSP) participant, Marzieh Bagheri, and colleagues from IIASA evaluated various phosphorus recovery technologies, their costs, and greenhouse gas emissions to identify economically viable strategies for phosphorus recovery from municipal wastewater.

The study examines different scenarios, including phosphorus recovery technologies in individual plants and hubs, as well as different sludge management strategies including land application, incineration, and hydrochar production under current market conditions. Sweden was selected as the case study, primarily due to its reliance on land application of sewage sludge and potential legislative shifts favoring extraction methods.

"Our study assesses the economic viability of phosphorus recovery in Swedish municipal wastewater treatment plants and identifies the potential challenges that could be encountered as part of this process. We also proposed tailored solutions to those challenges for municipal wastewater treatment plant operators and provided recommendations for guiding future policies to help develop supportive regulations for phosphorus recovery," explains Bagheri.

The prevalence of smaller, widespread municipal wastewater treatment plants in Sweden has been pinpointed as a central obstacle, creating substantial economic and logistical hurdles that discourage investments in phosphorus recovery.

The researchers discovered that the economic viability of phosphorus recovery varies significantly between individual plants and strategies. Individual plants face high recovery costs, making the recovery less profitable without subsidies. In contrast, hub strategies, which involve collaboration among multiple plants, can reduce costs. In addition, the authors highlight that developing hub networks and converting sludge into marketable products can generate revenue and offset disposal costs, reducing overall management expenses.

The findings of the study emphasize the crucial role of external factors, such as regulatory mandates or long-term increase of fertilizer prices, in making phosphorus recovery economically viable. On the other hand, the authors point out that policies promoting specific phosphorus recovery technologies risk hindering adaptability to diverse conditions, potentially prioritizing high-infrastructure investments and overlooking more sustainable solutions. They also emphasize that comprehensive environmental impact assessments for each recovery technology are required to avoid unintended increases in emissions.

"Phosphorus is essential for food production and the efficient recovery of this mineral from wastewater would help to ensure a sustainable supply, as well as reduce reliance on finite resources, while supporting food security," notes Adriana Gomez Sanabria, a researcher in the IIASA Pollution Management Research Group. "Understanding phosphorus recovery economics is vital for informed investments. Cost-effective methods and collaborative approaches could play a major role in enhancing financial sustainability and supporting the circular economy by recycling waste into valuable resources."
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        Gut molecule slows fat burning during fasting
        In a struggle that probably sounds familiar to dieters everywhere, the less a Caenorhabditis elegans (C. elegans) worm eats, the more slowly it loses fat. Now, scientists have discovered why: a small molecule produced by the worms' intestines during fasting travels to the brain to block a fat-burning signal during this time.

      

      
        Next time you beat a virus, thank your microbial ancestors
        When you get infected with a virus, some of the first weapons your body deploys to fight it were passed down to us from our microbial ancestors billions of years ago. According to new research, two key elements of our innate immune system came from a group of microbes called Asgard archaea.

      

      
        Life from a drop of rain: New research suggests rainwater helped form the first protocell walls
        New research shows that rainwater could have helped create a meshy wall around protocells 3.8 billion years ago, a critical step in the transition from tiny beads of RNA to every bacterium, plant, animal, and human that ever lived.

      

      
        A deep dive for environmental data on coastal oceans
        A new study addresses the lack of data on how much human-generated carbon dioxide is present in coastal oceans -- the saltwater ecosystems that link the land and sea. Capturing this data is crucial to calculating how much emissions must be cut in the future.

      

      
        Killing giant ragweed just got harder for some Wisconsin farmers
        When giant ragweed takes hold in a crop field, the towering weed reduces yield and sends plumes of its famously allergy-inducing pollen into the air. There are few tools available to thwart the menace, especially for farmers growing non-GMO soybeans. Now, some Wisconsin farmers are left with even fewer options.

      

      
        COPD and BPD: Inhalation of live Lactobacilli lessens lung inflammation and improves lung function
        In preclinical models, the inhalation of a mixture of living Lactobacilli bacteria attenuated pulmonary inflammation and improved lung function and structure for the chronic lung diseases bronchopulmonary dysplasia and chronic obstructive pulmonary disease. This study determined the mechanism of this live biotherapeutic product -- a powder mixture of living Lactobacilli bacteria -- to reduce neutrophilic inflammation and reduce a broad swath of inflammatory markers in BPD and COPD.

      

      
        Honey bees may play key role in spreading viruses to wild bumblebees
        Honey bees may play a role in increasing virus levels in wild bumble bees each spring, according to researchers who analyzed seasonal trends of parasite and virus transmission in bees.

      

      
        Human-wildlife overlap expected to increase across more than half of land on Earth by 2070
        Human-wildlife overlap could increase across about 57% of the global lands by 2070 and could lead to more conflict between people and animals. Understanding where the overlap is likely to occur -- and which animals are likely to interact with humans in specific areas -- will be crucial information for urban planners, conservationists and countries that have pledged international conservation commitments.

      

      
        Highest prediction of sea-level rise unlikely
        A new study challenges as highly unlikely an alarming prediction of sea-level rise that -- while designated as low likelihood --earned a spot in the latest UN climate report for its projection that the collapse of polar ice sheets could make the world's oceans up to 50 feet higher by 2300. But researchers found that the model is based on inaccurate physics of how ice sheets retreat and break apart, though they stress that the accelerating loss of ice from Greenland and Antarctica is still dire.

      

      
        New study reveals devastating power and colossal extent of a giant underwater avalanche off the Moroccan coast
        New research has revealed how an underwater avalanche grew more than 100 times in size causing a massive trail of destruction as it traveled 2000km across the Atlantic Ocean seafloor off the North West coast of Africa. Researchers provide an unprecedented insight into the scale, force and impact of one of nature's mysterious phenomena, underwater avalanches.

      

      
        To kill mammoths in the Ice Age, people used planted pikes, not throwing spears, researchers say
        Archeologists say new findings might help resolve the debate about Clovis points and reshape how we think about what life was like roughly 13,000 years ago. After an extensive review of writings and artwork -- and an experiment with replica Clovis point spears -- a team of archaeologists says humans may have braced the butt of their weapons against the ground in a way that would impale a charging animal. The force would have driven the spear deeper into the predator's body, unleashing a more dama...

      

      
        Using AI to link heat waves to global warming
        Researchers used machine learning to determine how much global warming has influenced extreme weather events in the U.S. and elsewhere in recent years. Their approach could change how scientists study and predict the impact of climate change on extreme weather.

      

      
        Chalk-based coating creates a cooling fabric
        In the scorching heat of summer, anyone who spends time outside could benefit from a cooling fabric. While there are some textiles that reflect the sun's rays or wick heat away, current options require boutique fibers or complex manufacturing processes. But now, demonstrations of a durable chalk-based coating show it can cool the air underneath treated fabric by up to 8 degrees Fahrenheit.

      

      
        Pilot study uses recycled glass to grow plants for salsa ingredients
        Tortilla chips and fresh salsa are tasty, but they could be even more appealing if you grow the ingredients yourself. Now, researchers report that some salsa ingredients -- cilantro, bell pepper and jalapeno -- can be more sustainably cultivated with recycled glass. Their pilot study found that partially substituting soil in a planter with recycled glass fragments speeds up plant development and reduces unwanted fungal growth.

      

      
        Research shows reducing future global flooding hinges on cutting greenhouse gas emissions
        Pioneering research forecasts worldwide flooding is likely to be significantly worse in future decades if countries fail to meet official pledges to cut carbon emissions.

      

      
        Eco-friendly cooling device with record-breaking efficiency
        Researchers have developed an eco-friendly refrigeration device with record-breaking cooling performance in the world, setting to transform industries reliant on cooling and reduce global energy use. With a boost in efficiency of over 48%, the new elastocaloric cooling technology opens a promising avenue for accelerating the commercialization of this disruptive technology and addressing the environmental challenges associated with traditional cooling systems.

      

      
        New theory could improve the design and operation of wind farms
        A new model accurately represents the airflow around rotors, even under extreme conditions. The first comprehensive model of rotor aerodynamics could improve the way turbine blades and wind farms are designed and how wind turbines are controlled.

      

      
        A new pandemic could ride in on animals we eat, researchers warn
        Researchers warn the animals we eat could be the gateway for a pandemic in the form of antimicrobial resistance, unleashing a wave of deadly superbugs. The World Health Organization estimates that drug-resistant diseases could cause up to 10 million deaths each year by 2050.

      

      
        Survival tactics: AI-driven insights into chromatin changes for winter dormancy in axillary buds
        Epigenetics confers a survival advantage in plants to endure harsh weather by inducing bud dormancy. Environmental factors or intrinsic signals trigger the transition between growth and dormancy. Researchers explore the role of chromatin and transcriptional changes in the bud and further analyze data using artificial intelligence models. The findings of this study highlight epigenetic strategies to overcome the effects of short winters during global warming for plant survival.

      

      
        Beetle that pushes dung with the help of 100 billion stars unlocks the key to better navigation systems in drones and satellites
        An insect species that evolved 130 million years ago is the inspiration for a new research study to improve navigation systems in drones, robots, and orbiting satellites.

      

      
        Hepatic disease: A camu-camu fruit extract to reduce liver fat
        A research team has shown the benefits of camu-camu on non-alcoholic fatty liver disease. This exotic fruit reduces liver fat levels.

      

      
        The power of face time: Insights from zebra finch courtship
        A new study on songbirds sheds light on the power of social interaction to facilitate learning, insights that potentially apply to human development. Researchers discovered that zebra finches deprived of early social experiences could still form strong bonds with a partner later in life. Once placed into cohabitation with a male, females that had never heard a mating song before could quickly develop a preference for his melody.

      

      
        Occupational exposure to particles may increase the risk of chronic kidney disease
        Exposure to dust and particles at work may increase the risk of chronic kidney disease, a new study shows. Among Swedish construction workers, followed since the 1970s, the risk was 15% higher among exposed.

      

      
        AI approach to drought zoning
        A recent study shows that climate change may cause many areas in Canada to experience significant droughts by the end of the century. In response, the researchers have introduced an advanced AI-based method to map drought-prone regions.

      

      
        Engineered Bacteria make thermally stable plastics similar to polystyrene and PET
        Bioengineers around the world have been working to create plastic-producing microbes that could replace the petroleum-based plastics industry. Now, researchers have overcome a major hurdle: getting bacteria to produce polymers that contain ring-like structures, which make the plastics more rigid and thermally stable. Because these molecules are usually toxic to microorganisms, the researchers had to construct a novel metabolic pathway that would enable the E. coli bacteria to both produce and tol...

      

      
        Benefits and downside of fasting
        Researchers identified a signaling pathway in mice that boosts intestinal stem cells' regeneration abilities after fasting. When cancerous mutations occurred during this regenerative period, mice were more likely to develop early-stage intestinal tumors.

      

      
        Self-repairing mitochondria use novel recycling system
        A newly identified identified cellular mechanism allows mitochondria to recycle localized damage and maintain healthy function.

      

      
        Mobile species are 'glue' which connect different habitats together
        A groundbreaking study conducted across 30 field sites in the southwest UK has revealed the importance of incorporating varied habitats into the landscape at large.

      

      
        Hydropower generation projected to rise, but climate change brings uncertain future
        Although climate change may bring increased precipitation to many parts of the United States, some areas may face drier conditions and lower streamflow, resulting in decreased hydropower generation.

      

      
        Surprising mechanism for removing dead cells identified
        A tandem signaling process turns ordinary cells into an efficient cleanup crew.

      

      
        Sharing risk to avoid power outages in an era of extreme weather
        Heat waves, droughts, and fires place growing stress on the West's electric grid. New research suggests that more integrated management of electricity resources across the region could significantly reduce the risk of power outages and accelerate the transition to clean energy.

      

      
        Compound in rosemary extract can reduce cocaine sensitivity
        A team of researchers has discovered that an antioxidant found in rosemary extract can reduce volitional intakes of cocaine by moderating the brain's reward response, offering a new therapeutic target for treating addiction.

      

      
        Renewable energy policies provide benefits across state lines
        New research suggests U.S. states with clean energy policies provide benefits to their neighbors, including states without their own renewable energy policies.

      

      
        Researchers teaching artificial intelligence about frustration in protein folding
        Scientists have found a new way to predict how proteins change their shape when they function, which is important for understanding how they work in living systems. While recent artificial intelligence (AI) technology has made it possible to predict what proteins look like in their resting state, figuring out how they move is still challenging because there is not enough direct data from experiments on protein motions to train the neural networks.

      

      
        Gut bioelectricity provides a path for 'bad' bacteria to cause diseases
        Researchers have discovered a novel bioelectrical mechanism that pathogens like Salmonella use to find entry points in the gut lining that would allow pathogens to pass and cause infection.

      

      
        Humpbacks are among animals who manufacture and wield tools
        Researchers suggest a new designation of the humpback whales they study: tool wielders. Researchers have known that humpback whales create "bubble-nets" to hunt, but they have learned that the animals don't just create the bubble-nets; they manipulate this unique tool in a variety of ways to maximize their food intake in Alaskan feeding grounds.

      

      
        Hospital bacteria tracked better than ever before with new technique
        New method provides high-resolution surveillance data about multiple common antibiotic-resistant bacteria at once and could help prevent the spread of infections.

      

      
        Red and processed meat consumption associated with higher type 2 diabetes risk, study of two million people finds
        Meat consumption, particularly consumption of processed meat and unprocessed red meat, is associated with a higher type 2 diabetes risk, an analysis of data from 1.97 million participants.

      

      
        Environmental laws failing to slow deforestation
        Australia's environmental laws are failing to stop high rates of tree clearing to make way for agriculture, development and mining.

      

      
        Mother's gut microbiome during pregnancy shapes baby's brain development
        A study in mice has found that the bacteria Bifidobacterium breve in the mother's gut during pregnancy supports healthy brain development in the fetus.

      

      
        Incorporating humidity improves estimations of climate impacts on health
        Governments, medical institutions and other bodies require accurate models on health-related matters in order to better organize their activities. Climate change has measurable impacts on society, including on human mortality. However, current models to assess the health impacts of climate change do not account for every environmental parameter, especially humidity, which could influence heat stress perceived by the human body, leaving room for improvement. Researchers have now incorporated humid...

      

      
        How early-life antibiotics turn immunity into allergy
        Researchers have shown how and why the depletion of microbes in a newborn's gut by antibiotics can lead to lifelong respiratory allergies. The research team identified a specific cascade of events that lead to allergies and asthma, opening many new avenues for exploring potential preventions and treatments.

      

      
        New worm study paves way for better RNA-based drugs to treat human disease
        Researchers have discovered RNA mechanisms that may lead to more effective, durable and targeted treatments for conditions like high cholesterol, liver diseases and cancers.

      

      
        Deadly sea snail toxin could be key to making better medicines
        Scientists are finding clues for how to treat diabetes and hormone disorders in an unexpected place: a toxin from one of the most venomous animals on the planet.

      

      
        Fossil hotspots in Africa obscure a more complete picture of human evolution
        A new study shows how the mismatch between where fossils are preserved and where humans likely lived may influence our understanding of early human evolution.

      

      
        'Molecular compass' points way to reduction of animal testing
        Machine learning models have become increasingly popular for risk assessment of chemical compounds. However, they are often considered 'black boxes' due to their lack of transparency. To increase confidence in these models, researchers proposed carefully identifying the areas of chemical space where these models are weak. They developed an innovative software tool for this purpose, and the results of this research approach have just been published.

      

      
        Adaptive 3D printing system to pick and place bugs and other organisms
        A new adaptive 3D printing system can identify the positions of randomly distributed organisms and safely move them to specific locations for assembly.

      

      
        Scientists discover new code governing gene activity
        A newly discovered code within DNA -- coined 'spatial grammar' -- holds a key to understanding how gene activity is encoded in the human genome. This breakthrough finding revealed a long-postulated hidden spatial grammar embedded in DNA. The research could reshape scientists' understanding of gene regulation and how genetic variations may influence gene expression in development or disease.

      

      
        Researchers uncover the secrets of 'plant puberty'
        Researchers have identified the genetic changes linked to why plants go through a developmental change similar to 'puberty' at different rates, a discovery which could lead to better crop nutrition.

      

      
        Gut microbial pathway identified as target for improved heart disease treatment
        Researchers have made a significant discovery about how the gut microbiome interacts with cells to cause cardiovascular disease. The study found phenylacetylglutamine (PAG), produced by gut bacteria as a waste product, then absorbed and formed in the liver, interacts with previously undiscovered locations on beta-2 adrenergic receptors on heart cells once it enters the circulation.
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Gut molecule slows fat burning during fasting | ScienceDaily

Although the exact molecule they identified in the worms has not yet been studied in humans, the new work helps scientists better understand the complex crosstalk between the gut and the brain. It also may shed light on why fasting -- not eating for set periods of time -- has benefits that are independent from the number of calories a person eats. The new study was published in Nature Communicationson August 11, 2024.

"We've found for the first time that fasting is conveying information to the brain beyond just caloric withdrawal," says Scripps Research Professor of Neuroscience Supriya Srinivasan, PhD, the senior author of the new study. "These findings make me wonder whether there are molecules made in the guts of other animals, including mammals, that explain some of the health outcomes associated with fasting."

Researchers have long known that the brain controls the production and breakdown of fats in humans, other mammals and model organisms such as C. elegans. In 2017, Srinivasan's group identified FLP-7, a brain hormone that triggers fat burning in the roundworm's gut. However, C. elegans do not have sensory nerves in their intestines, so scientists have struggled to pin down the reverse communication pathway: How does the gut signal the brain?

"We knew that altering the metabolic state of the gut could change the properties of neurons in the brain, but it was very mysterious how this actually happened," says Srinivasan.

In the new work, Srinivasan and her colleagues removed more than 100 signaling molecules from C. elegans intestines, one at a time, and measured their impact on the brain's production of FLP-7. They found one molecule that had a large effect on FLP-7: a form of insulin known as INS-7. In humans, insulin is most known as the hormone produced by the pancreas that control blood sugar levels. But this insulin molecule was instead being made by gut cells and also impacting fat metabolism via the brain.

"When we first found that this was an insulin, we thought it was paradoxical," recalls Srinivasan. "Insulin is so well studied in mammals, and there was no precedent for an insulin molecule having this role."

However, when the group probed how INS-7 was impacting FLP-7-producing brain cells, they found that it was not activating insulin receptors -- as all previously discovered insulin molecules do -- but by blocking the insulin receptor. In turn, this blockade set off a cascade of other molecular events that eventually made the brain cells stop producing FLP-7.




"INS-7 is basically a signal coming from the intestines that tells the brain not to burn any more fat stores right now because there's no food coming in," explains Srinivasan.

Studies have previously shown that periods of fasting can influence the body in a variety of ways, but the mechanisms of those changes have been unclear. The new study points toward one way that an empty gut can signal the brain, which could potentially lead to a variety of health impacts beyond fat.

The new results, Srinivasan says, help explain how the brain and digestive system communicate in both directions to control metabolism based on the availability of food. More research is needed to uncover which specific pathways are involved in new gut-to-brain signals in mammals. Compounds that mimic gut hormones -- such as semaglutide, commonly known under brand names such as Ozempic, Wegovy and Rybelus -- have recently emerged as popular ways to control obesity and diabetes, so new gut peptides could add to this drug class. Srinivasan is also planning experiments to probe how C. elegans gut cells are triggered to produce INS-7 during fasting and which types of brain cells are affected by the molecule.

This work was supported by funding from the National Institutes of Health (R01 DK124706 and R01 AG056648). 
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Next time you beat a virus, thank your microbial ancestors | ScienceDaily
When you get infected with a virus, some of the first weapons your body deploys to fight it were passed down to us from our microbial ancestors billions of years ago. According to new research from The University of Texas at Austin, two key elements of our innate immune system came from a group of microbes called Asgard archaea.


						
Specifically, viperins and argonautes, two proteins that are known to play important roles in the immune systems of all complex life -- from insects to plants to humans -- came from the Asgard archaea. Versions of these defense proteins are also present in bacteria, but the versions in complex life forms are most closely related to those in Asgard archaea, according to the new scientific study published in the journal Nature Communications.

This research bolsters the idea that all complex life, called eukaryotes, arose from a symbiotic relationship between bacteria and Asgard archaea.

"It adds more support to the fact that the Asgards are our microbial ancestors," said Brett Baker, associate professor of integrative biology and marine science and senior author. "It says that not only did eukaryotes get all these rich structural proteins that we've seen before in Asgards, now it's saying that even some of the defense systems in eukaryotes came from Asgards."

The researchers identified for the first time a large arsenal of defense systems in archaea that were previously known only in bacteria.

When viperins detect foreign DNA, which might indicate a dangerous virus, they edit the DNA so that the cell can no longer make copies of the DNA, which stops the virus from spreading. When argonautes detect foreign DNA, they chop it up, also halting the virus. Additionally, in more complex organisms, argonautes can block the virus from making proteins in a process called RNA silencing.

"Viral infections are one of the evolutionary pressures that we have had since life began, and it is critical to always have some sort of defense," said Pedro Leao, now an assistant professor at Radboud University in the Netherlands and a recent postdoctoral researcher in Baker's lab. "When bacteria and archaea discovered tools that worked, they were passed down and are still part of our first line of defense."

The researchers compared proteins involved in immunity across the tree of life and found many closely related ones. Then they used an AI tool called ColabFold to predict whether ones that had similar amino acid sequences also had similar three-dimensional shapes (aka structures). (It's the shape of a protein that determines how it functions.) This showed that variations of the viperin protein probably maintained the same structure and function across the tree of life. They then created a kind of family tree, or phylogeny, of these sister amino acid sequences and structures that showed evolutionary relationships.




Finally, the researchers took viperins from Asgard archaea genomes, cloned them into bacteria (so the bacteria would express the proteins), challenged the bacteria with viruses, and showed that Asgard viperins do in fact provide some protection to the modified bacteria. They survived better than bacteria without the immune proteins.

"This research highlights the integral role cellular defenses must have played from the beginning of both prokaryotic and eukaryotic life," said Emily Aguilar-Pine, a former undergraduate researcher who contributed to the project. "It also inspires questions about how our modern understanding of eukaryotic immunity can benefit from unraveling some of its most ancient origins."

"It's undeniable at this point that Asgard archaea contributed a lot to the complexity that we see in eukaryotes today," Leao said. "So why wouldn't they also be involved in the origin of the immune system? We have strong evidence now that this is true."

Other authors, all from UT, are Mary Little, Kathryn Appler, Daphne Sahaya, Kathryn Currie, Ilya Finkelstein and Valerie De Anda.

This work was supported by the Simons and Moore foundations (via the Moore-Simons Project on the Origin of the Eukaryotic Cell) and The Welch Foundation.
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Life from a drop of rain: New research suggests rainwater helped form the first protocell walls | ScienceDaily
One of the major unanswered questions about the origin of life is how droplets of RNA floating around the primordial soup turned into the membrane-protected packets of life we call cells.


						
A new paper by engineers from the University of Chicago's Pritzker School of Molecular Engineering (UChicago PME), the University of Houston's Chemical Engineering Department, and biologists from the UChicago Chemistry Department, have proposed a solution.

In the paper, published today in Science Advances, UChicago PME postdoctoral researcher Aman Agrawal and his co-authors -- including UChicago PME Dean Emeritus Matthew Tirrell and Nobel Prize-winning biologist Jack Szostak -- show how rainwater could have helped create a meshy wall around protocells 3.8 billion years ago, a critical step in the transition from tiny beads of RNA to every bacterium, plant, animal, and human that ever lived.

"This is a distinctive and novel observation," Tirrell said.

The research looks at "coacervate droplets" -- naturally occurring compartments of complex molecules like proteins, lipids, and RNA. The droplets, which behave like drops of cooking oil in water, have long been eyed as a candidate for the first protocells. But there was a problem. It wasn't that these droplets couldn't exchange molecules between each other, a key step in evolution, the problem was that they did it too well, and too fast.

Any droplet containing a new, potentially useful pre-life mutation of RNA would exchange this RNA with the other RNA droplets within minutes, meaning they would quickly all be the same. There would be no differentiation and no competition -- meaning no evolution.

And that means no life.




"If molecules continually exchange between droplets or between cells, then all the cells after a short while will look alike, and there will be no evolution because you are ending up with identical clones," Agrawal said.

Engineering a solution 

Life is by nature interdisciplinary, so Szostak, the director of UChicago's Chicago Center for the Origins of Life, said it was natural to collaborate with both UChicago PME, UChicago's interdisciplinary school of molecular engineering, and the chemical engineering department at the University of Houston.

"Engineers have been studying the physical chemistry of these types of complexes -- and polymer chemistry more generally -- for a long time. It makes sense that there's expertise in the engineering school," Szostak said. "When we're looking at something like the origin of life, it's so complicated and there are so many parts that we need people to get involved who have any kind of relevant experience."

In the early 2000s, Szostak started looking at RNA as the first biological material to develop. It solved a problem that had long stymied researchers looking at DNA or proteins as the earliest molecules of life.

"It's like a chicken-egg problem. What came first?" Agrawal said. "DNA is the molecule which encodes information, but it cannot do any function. Proteins are the molecules which perform functions, but they don't encode any heritable information."

Researchers like Szostak theorized that RNA came first, "taking care of everything" in Agrawal's words, with proteins and DNA slowly evolving from it.




"RNA is a molecule which, like DNA, can encode information, but it also folds like proteins so that it can perform functions such as catalysis as well," Agrawal said.

RNA was a likely candidate for the first biological material. Coacervate droplets were likely candidates for the first protocells. Coacervate droplets containing early forms of RNA seemed a natural next step.

That is until Szostak poured cold water on this theory, publishing a paper in 2014 showing that RNA in coacervate droplets exchanged too rapidly.

"You can make all kinds of droplets of different types of coacervates, but they don't maintain their separate identity. They tend to exchange their RNA content too rapidly. That's been a long-standing problem," Szostak said. "What we showed in this new paper is that you can overcome at least part of that problem by transferring these coacervate droplets into distilled water -- for example, rainwater or freshwater of any type -- and they get a sort of tough skin around the droplets that restricts them from exchanging RNA content."

'A spontaneous combustion of ideas' 

Agrawal started transferring coacervate droplets into distilled water during his PhD research at the University of Houston, studying their behavior under an electric field. At this point, the research had nothing to do with the origin of life, just studying the fascinating material from an engineering perspective.

"Engineers, particularly Chemical and Materials, have good knowledge of how to manipulate material properties such as interfacial tension, role of charged polymers, salt, pH control, etc.," said University of Houston Prof. Alamgir Karim, Agrawal's former thesis advisor and a senior co-author of the new paper. "These are all key aspects of the world popularly known as 'complex fluids' -- think shampoo and liquid soap."

Agrawal wanted to study other fundamental properties of coacervates during his PhD. It wasn't Karim's area of study, but Karim had worked decades earlier at the University of Minnesota under one of the world's top experts -- Tirrell, who later became founding dean of the UChicago Pritzker School of Molecular Engineering.

During a lunch with Agrawal and Karim, Tirrell brought up how the research into the effects of distilled water on coacervate droplets might relate to the origin of life on Earth. Tirrell asked where distilled water would have existed 3.8 billion years ago.

"I spontaneously said 'rainwater!' His eyes lit up and he was very excited at the suggestion," Karim said. "So, you can say it was a spontaneous combustion of ideas or ideation!"

Tirrell brought Agrawal's distilled water research to Szostak, who had recently joined the University of Chicago to lead what was then called the Origins of Life Initiative. He posed the same question he had asked Karim.

"I said to him, 'Where do you think distilled water could come from in a prebiotic world?'" Tirrell recalled. "And Jack said exactly what I hoped he would say, which was rain."

Working with RNA samples from Szostak, Agrawal found that transferring coacervate droplets into distilled water increased the time scale of RNA exchange -- from mere minutes to several days. This was long enough for mutation, competition, and evolution.

"If you have protocell populations that are unstable, they will exchange their genetic material with each other and become clones. There is no possibility of Darwinian evolution," Agrawal said. "But if they stabilize against exchange so that they store their genetic information well enough, at least for several days so that the mutations can happen in their genetic sequences, then a population can evolve."

Rain, checked 

Initially, Agrawal experimented with deionized water, which is purified under lab conditions. "This prompted the reviewers of the journal who then asked what would happen if the prebiotic rainwater was very acidic," he said.

Commercial lab water is free from all contaminants, has no salt, and lives with a neutral pH perfectly balanced between base and acid. In short, it's about as far from real-world conditions as a material can get. They needed to work with a material more like actual rain.

What's more like rain than rain?

"We simply collected water from rain in Houston and tested the stability of our droplets in it, just to make sure what we are reporting is accurate," Agrawal said.

In tests with the actual rainwater and with lab water modified to mimic the acidity of rainwater, they found the same results. The meshy walls formed, creating the conditions that could have led to life.

The chemical composition of the rain falling over Houston in the 2020s is not the rain that would have fallen 750 million years after the Earth formed, and the same can be said for the model protocell system Agrawal tested. The new paper proves that this approach of building a meshy wall around protocells is possible and can work together to compartmentalize the molecules of life, putting researchers closer than ever to finding the right set of chemical and environmental conditions that allow protocells to evolve.

"The molecules we used to build these protocells are just models until more suitable molecules can be found as substitutes," Agrawal said. "While the chemistry would be a little bit different, the physics will remain the same."
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A deep dive for environmental data on coastal oceans | ScienceDaily
Excess carbon dioxide emitted by human activities -- such as fossil fuel burning, land-use changes and deforestation -- is absorbed by the world's oceans. While this absorption helps mitigate global warming, it also has adverse effects on marine life, including fish and plants.


						
While the impact of what is known as anthropogenic carbon dioxide on the open oceans has been extensively studied, there has been limited observational data on its presence and sources in coastal oceans, the broad range of saltwater ecosystems, from estuaries to coral reefs, that link the land and sea.

A recent study from Wei-Jun Cai's lab at the University of Delaware, titled "The Source and Accumulation of Anthropogenic Carbon in the U.S. East Coast," published in Science Advances, addresses this gap.

The lead author, Xinyu Li, earned her doctorate from UD's School of Marine Science and Policy in 2023 and is now a postdoctoral researcher at the Pacific Marine Environmental Laboratory. Wei-Jun Cai, associate dean for research and the Mary A.S. Lighthipe Chair Professor of Earth, Ocean, and Environment, was Li's advisor and supervised the study. Co-authors include Zelun Wu, a dual-degree doctoral student at UD and Xiamen University, and Zhangxian Ouyang, a postdoctoral researcher at UD.

The researchers analyzed a high-quality carbonate dataset from five research cruises conducted between 1996 and 2018. This dataset covers the East Coast of the United States' Mid-Atlantic Bight, a coastal region stretching from Massachusetts to North Carolina.

The 1996 dataset, provided by Doug Wallace, a professor of oceanography at Dalhousie University, allowed the researchers to track changes in carbon dioxide levels over time. Except for the 1996 cruise, the data were collected by members of Cai's group under the Ocean Acidification Program of the National Oceanic and Atmospheric Administration (NOAA).

The researchers used this data to investigate where and how much anthropogenic carbon dioxide is entering coastal waters, which are crucial to the global carbon budget.




Surface water -- the top 200 meters of the ocean -- showed the highest increase in anthropogenic carbon dioxide due to its direct contact with the atmosphere, which leads to greater absorption of atmospheric CO2.

Cai noted that an intriguing aspect of the study was analyzing the proportions of natural versus anthropogenic CO2 in the water and how water age affects anthropogenic carbon accumulation.

Surface water, being newer and arriving via the Gulf Stream from the Gulf of Mexico, exhibited high levels of anthropogenic carbon dioxide but relatively low levels of naturally occurring carbon dioxide.

In contrast, the middle layer of water (below 200 meters) had high concentrations of natural carbon dioxide and lower levels of anthropogenic carbon dioxide.

"The surface water has very high anthropogenic carbon dioxide but the middle layer water, that water that comes from the Southern Ocean and is called the Antarctic Intermediate Water, that water travels a long time, maybe 100 years from the Southern Ocean to the East Coast," said Cai. "That water has a lot of natural carbon dioxide because of microbial decomposition but that water has very low amounts of anthropogenic carbon."

Below these layers lies the North Atlantic Deep Water, which sinks in winter and travels from the Labrador Sea to the East Coast over two decades. "This water has an intermediate level of anthropogenic carbon dioxide," Cai said. "Each water mass has a recorded level of carbon dioxide from its time of formation, and this gave us a history of these changes. It's interesting to see that the more recent waters had the highest levels of anthropogenic carbon."

Li described this distribution as a "sandwich structure," with high anthropogenic carbon on the surface, low anthropogenic carbon in the middle layers, and intermediate levels deeper down.




"This distribution is closely related to water age, when it comes in contact with the atmosphere on the surface and absorbs carbon dioxide from the atmosphere," Li said.

The study also found that anthropogenic carbon decreases from offshore to nearshore waters, correlating with lower salinity. This suggests that there is no net increase in the export of anthropogenic carbon dioxide from nearshore areas like estuaries and wetlands to the open ocean.

"When we extrapolate our results to low salinity waters, like the water coming out of the Delaware Bay and the Chesapeake Bay, we found that there is actually very little anthropogenic carbon dioxide increase in very low salinity waters," Cai explained. "That water has a lot of natural carbon dioxide but there's very little anthropogenic carbon dioxide there."

This finding supports previous research indicating that net anthropogenic carbon dioxide transport from estuaries and wetlands to the continental shelf is essentially zero, or even negative. Possible reasons include low buffer capacity and short residence times in estuarine waters, which limit their ability to absorb anthropogenic CO2. Additionally, the loss rate of North American wetlands is three times its growth rate, reducing the opportunity for carbon uptake and transport to coastal waters.

Cai highlighted the broader implications of these findings for the global carbon cycle. "This paper clarifies conflicting views from terrestrial studies," he said. "There is a big debate about whether there is an increase of transport of anthropogenic carbon dioxide from terrestrial systems to the coastal ocean. Our conclusion is that there is no natural transport of anthropogenic carbon and that anthropogenic carbon in the coastal waters is really all mixed in from the offshore water masses and comes locally from the atmosphere above it. A majority of the latter is then exported to the ocean."
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Killing giant ragweed just got harder for some Wisconsin farmers | ScienceDaily
When giant ragweed takes hold in a crop field, the towering weed reduces yield and sends plumes of its famously allergy-inducing pollen into the air. There are few tools available to thwart the menace, especially for farmers growing non-GMO soybeans. Now, some Wisconsin farmers are left with even fewer options.


						
New research from the University of Wisconsin-Madison and the University of Illinois Urbana-Champaign shows some giant ragweed populations in Wisconsin have evolved resistance to a crucial class of post-emergence herbicides known as protoporphyrinogen oxidase (PPO) inhibitors (Group 14 herbicides).

"It's hard to control giant ragweed with pre-emergence herbicides, in part because it's a larger seed and can emerge from greater depths. So farmers depend on post-emergence products. For folks growing non-GMO soybean, those POST products are ALS and PPO, and we already have fairly widespread ALS resistance in giant ragweed," said study co-author Pat Tranel, professor in the Department of Crop Sciences in the College of Agricultural, Consumer and Environmental Sciences (ACES) at Illinois.

"Losing PPOs means you're basically out of chemical options," he added.

The results won't surprise some Wisconsin farmers. Study co-author Rodrigo Werle, associate professor and Extension weed scientist at UW-Madison, says farmers started mentioning in 2018 that PPOs weren't working as well.

"We thought they had issues with application timing, that they were missing the ideal window for application," Werle said. "But the growers we were working with are very knowledgeable and did everything by the book. Small plants were regrowing after being sprayed, which can be a sign of resistance."

The research team asked farmers to collect and send seeds from plants in affected fields.




"We evaluated fomesafen (a PPO inhibitor) at 1x and 3x the label rate, and a lot of plants survived. Then we evaluated the dose response for fomesafen and lactofen (another PPO). We determined one population had almost 30-fold resistance to fomesafen and almost four-fold resistance to lactofen," said lead study author Felipe Faleco, a doctoral student at UW-Madison.

Faleco let plants that survived the 1x rate of fomesafen grow to maturity, then collected seeds and handed them off to Tranel, who had previously determined the molecular basis of ALS and PPO resistance in common ragweed, a close relative of the giant variety.

"We sequenced the genes for the PPO target enzyme and found the same mutation that we'd seen in common ragweed," Tranel said. "There were really no other mutations, so that is likely the basis of resistance in giant ragweed, too."

Tranel's group went farther, developing a molecular tool diagnostic labs can use to detect PPO resistance, offering farmers quick answers.

The Wisconsin team also tested for resistance to acetolactate synthase (ALS) inhibitors and glyphosate, finding four populations with resistance to ALS and two populations with resistance to glyphosate. These types of resistance had already been documented in giant ragweed, but the team also found one population with resistance to both.

"For us in Wisconsin, this is the first time we've documented two types of resistance in a single population in giant ragweed," Werle said. "It shows that it's not only waterhemp that is evolving multiple resistance. We also have some other weeds we have to keep an eye on."

Resistance to glyphosate affects GMO soybean growers, who turn to PPO and ALS herbicides in those cases. Similarly, non-GMO growers who can't use glyphosate rely on these chemistries. The authors say with ALS and PPO resistance -- essentially, zero chemical options -- more non-GMO growers may switch to GMO soybeans.




"Farmers plant non-GMO soybeans for the premiums; there's a financial reason to go that route even though weed control is more difficult," Werle said. "But if a farmer knows they're dealing with this type of resistance, that could prevent them from growing a non-GMO crop in a sustainable or a profitable way."

In addition to the potential impacts on farm management and profits, the findings matter for allergy sufferers.

"As farmers struggle with control, more ragweeds are going to escape and shed pollen," Tranel said. "So if you're living in a semi-rural area with corn and soybean fields around, it's likely there's going to be more pollen in the air."
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COPD and BPD: Inhalation of live Lactobacilli lessens lung inflammation and improves lung function | ScienceDaily
In preclinical models, the inhalation of a mixture of living Lactobacilli bacteria attenuated pulmonary inflammation and improved lung function and structure for the chronic lung diseases bronchopulmonary dysplasia and chronic obstructive pulmonary disease.


						
This study, published in the journal Nature Communications, determined the mechanism of this live biotherapeutic product -- a powder mixture of living Lactobacilli bacteria -- to reduce neutrophilic inflammation and reduce a broad swath of inflammatory markers in BPD and COPD, says Charitharth Vivek Lal, M.D., a University of Alabama at Birmingham neonatologist who co-led the research with Amit Gaggar, M.D., Ph.D., a UAB pulmonologist.

Their findings "provide a paradigm for the progression of structural lung disease," Lal said, because it identifies the Lactobacilli as critical to regulating lung protease activity that is linked to the destruction caused by matrikine generation, extracellular matrix turnover and chronic neutrophilic inflammation that damages air sacs in the lungs.

A possible protective role for Lactobacilli in the lung and the possible use of Lactobacilli to treat chronic lung disease had its foundation in 2016 when Lal and UAB colleagues discovered that the airways of infants with severe bronchopulmonary dysplasia had decreased numbers of Lactobacilli, increased numbers of proteobacteria and increased concentrations of proteobacterial endotoxin. In this latest study, the UAB researchers provide a mechanism of action for the Lactobacilli treatment to decrease downstream disease development and showed safety and effectiveness of the live biotherapeutic treatment in a mouse pup model for BPD and three mouse models of COPD.

Bronchopulmonary dysplasia develops in some extremely premature infants after damage induced by high oxygen tension or mechanical ventilation needed to keep them alive. COPD occurs in older people, especially smokers, and kills about 130,000 Americans a year and about 3 million more worldwide.

"Inhaled live biotherapeutic products show promise in addressing common pathways of disease progression that in the future can be targeted at a variety of lung diseases," Lal said. "Preclinical animal data is suggestive, and safety of the potential drug in humans will be tested in a forthcoming clinical trial. Human adult safety data in COPD will help de-risk the pathway to approval for use of the drug in bronchopulmonary disease infants."

The UAB researchers hypothesized that mouse models of BPD would show heightened levels of acetylated proline-glycine-proline, or Ac-PGP, an extracellular matrix-derived peptide, as had been seen in premature infants with BPD.




This was demonstrated in BPD mouse models, and gain- or loss-of-function studies showed the impact of Ac-PGP. Intranasal instillation of Ac-PGP increased neutrophilic inflammation and lung degradation. When an inhibitor of Ac-PGP was given with the Ac-PGP, markers of neutrophilic inflammation decreased and lung structure improved.

Researchers then showed that a proprietary Lactobacilli blend of L. planatarum, L. acidophilus and L. rhamnosus performed best in synergy to reduce the inflammatory proteinase MMP-9, which helps release the Ac-PGP from extracellular matrix. Furthermore, supernatant from Lactobacilli growth medium also reduced MMP-9 at a similar magnitude as live Lactobacilli bacteria.

A key finding was that L(+) lactic acid, which is produced in Lactobacilli growth medium supernatant, reduced MMP-9 in vitro, showing an important role for this lactic acid as an anti-inflammatory molecule. Researchers found that live Lactobacilli in the lungs provided an ongoing, sustained release of L(+) lactic acid in a controlled and well-tolerated manner.

A major technological advance reported in the study was creating the inhaled Lactobacilli powder through particle engineering -- particles small enough to reach deep into the lungs while preserving viable bacteria. This live biotherapeutic product was then tested in the BPD and COPD models. In the COPD mouse models, the blend successfully reduced inflammation in the lung microenvironment whether treated concurrently or post-injury, showing anti-inflammatory effects, decrease of several pro-inflammatory markers and elevation of the anti-inflammatory marker IgA.

An interesting finding was the favorable performance of the live biotherapeutic product. It reduced MMP-9 and other pro-inflammatory cytokines as well as, or in some cases better than, fluticasone furoate, a United States Food and Drug Administration-approved inhaled corticosteroid found in COPD combination therapies.

Safety and biodistribution studies in one of the COPD mouse models showed that inhalation of the bacterial powder did not initiate adverse reactions or disease, and the Lactobacilli did not translocate to distal tissues or accumulate in the lungs.




Co-first authors of the study, "A Lactobacilli-based inhaled live biotherapeutic product attenuates pulmonary neutrophilic inflammation," are Teodora Nicola and Nancy Wenger, UAB Department of Pediatrics, Division of Neonatology.

Other authors, along with Lal, Gaggar, Nicola and Wenger, are Xin Xu, Camilla Margaroli, Kristopher Genschmer, J. Edwin Blalock, UAB Department of Medicine, Division of Pulmonary, Allergy and Critical Care Medicine; and Michael Evans, Luhua Qiao, Gabriel Rezonzew, Youfeng Yang, Tamas Jilling, Kent Willis and Namasivayam Ambalavanan, UAB Department of Pediatrics, Division of Neonatology.

Support came from National Heart, Lung and Blood Institute of the National Institutes of Health grants HL141652, HL135710, HL166433, HL156275 and HL164156.

Part of this research is patented under "Inhaled respiratory probiotics for lung diseases of infancy, childhood and adulthood," U.S. 11,141,443 B2, held under the University of Alabama at Birmingham Research Foundation, which is part of the Bill L. Harbert Institute for Innovation and Entrepreneurship, with Lal, Gaggar and Ambalavanan as inventors. This proprietary product has been commercialized through UAB startup Alveolus Bio, Inc., based in Birmingham, Alabama, and Boston, Massachusetts.

At UAB, Pediatrics and Medicine are departments in the Marnix E. Heersink School of Medicine, and Lal is the director of Clinical Innovation at the Marnix E. Heersink Institute for Biomedical Innovation. Lal is an associate professor in the Division of Neonatology, and Gaggar is professor in the Division of Pulmonary, Allergy and Critical Care Medicine. Lal is also the founder of UAB startups Alveolus Bio, Inc., and Resbiotic Nutrition, Inc.
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Honey bees may play key role in spreading viruses to wild bumblebees | ScienceDaily
Honey bees may play a role in increasing virus levels in wild bumble bees each spring, according to researchers at Penn State who analyzed seasonal trends of parasite and virus transmission in bees.


						
The study -- published in the journal Ecosphere -- found that honey bees consistently had higher levels of viruses than bumble bees. Additionally, while both types of bees had lower virus prevalence in the winter, only bumble bees experienced negligible levels by spring.

Heather Hines, associate professor of biology and entomology in the College of Agricultural Sciences and corresponding author on the study, said this suggests that honey bees may be reinfecting bumble bees that otherwise would have very low virus prevalence each spring.

She added that the findings help improve the understanding of how pathogens may be transmitted between wild and managed bees, as well as why pathogens in bees are changing and what can be done to reduce them.

"Our data suggests that healthy wild bee communities require healthy honey bee colony management," she said. "Practices that help reduce disease loads in honey bees include ensuring cross-season high-quality nutrition, reducing pesticides and mitigating Varroa mites, which are known to be responsible for higher late-season viral loads."

Hines explained that while the study points to honey bees as spring viral reservoirs, this doesn't mean that honey bees are bad, but rather that good honey bee colony management is important for healthy pollinator communities.

Around the globe, the majority of food crops and wild plants rely on pollinators for reproduction. Agriculture benefits greatly from managed honey bee colonies to pollinate plants, while native bee species like bumble bees and solitary bees provide natural pollination services, can enhance fruitset -- when a flower turns into fruit -- and are necessary for the pollination of many plant species.




Bumble bees, unlike honey bees, are native to the United States and are the dominant ancestral pollinators of crops native to the region, such as blueberries and cranberries. Meanwhile, honey bees, which originated in Asia, are superior pollinators of most orchard crops given their abilities to mass recruit members to these resources.

Hines said that while these different types of bees have many traits in common, they also have differences that can affect dynamics like the spread of parasites and viruses.

"Honey bees are managed bees that are perennial, while bumble bees are annual -- overwintering as new queens and starting and growing their colonies in the following spring," she said. "These differing colony dynamics likely impact how diseases are spread between managed and native bees."

Many different pests and diseases can wreak havoc on bee populations, with several capable of spreading across multiple bee species. For example, deformed wing virus (DWV) and black queen cell virus (BQCV) are both harmful to and can be spread between honey and bumble bees. Additionally, harmful parasites such as nematodes and parasitic flies can also spread amongst bee populations.

For this study, the researchers aimed to examine if and how seasonal trends affected both virus and parasite spread. They collected both bumble and honey bees at multiple time periods across four years at six different sites in Centre County.

Then, the researchers screened for DWV and BQCV in bee abdomens using molecular biomarkers and for protozoan pathogens and parasites using a microscope. Finally, they compared the prevalence of these viruses and pests in the different bee species across different times of the years.




The researchers found that DWV and BQCV were common in both bumble and honey bees, with both species experiencing higher levels of DWV in the fall and higher levels of BQCV in mid-season. However, honey bees harbored higher levels of both viruses year-round.

Hines said the most noticeable seasonal difference occurred in the spring.

"Bumble bees had negligible levels of viruses in the spring, suggesting queens are either resistant or die during overwintering if infected," she said. "Honey bee colonies tend to have lower viral prevalence by spring as well, however, they still retain fairly high viral levels compared to bumble bees. This means that honey bees serve as a viral reservoir that can reinfect native bee communities that would naturally purge these viruses in the spring."

Hines said the study adds to a growing amount of research on the role of managed honey bees on disease loads in bee communities. The Hines Lab, specifically, has been involved in research examining the role of landscapes in the eastern United States on bumble bee pathogen loads, seeking to better understand which factors can be managed to most impact disease in these bees.

The researchers said that in the future, further studies on queen immunity and vulnerability to pathogens will better inform the understanding of these patterns.

Briana Wham, who earned her doctorate degree in entomology from Penn State and is currently a Penn State research data librarian, is first author on the paper. Elyse McCormick, who was a research technician at Penn State and is now a doctoral candidate at the University of Massachusetts; and several Penn State alumni who contributed to the research as undergraduate students, including Casey Carr, Nicole Bracci, Ashley Heimann, Timothy Egner and M. Jesse Schneider co-authored the study.

A Northeast Sustainable Agriculture and Research Graduate Student Research Grant helped support this research.
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Human-wildlife overlap expected to increase across more than half of land on Earth by 2070 | ScienceDaily
As the human population grows, more than half of Earth's land will experience an increasing overlap between humans and animals by 2070, according to a University of Michigan study.


						
Greater human-wildlife overlap could lead to more conflict between people and animals, say the U-M researchers. But understanding where the overlap is likely to occur -- and which animals are likely to interact with humans in specific areas -- will be crucial information for urban planners, conservationists and countries that have pledged international conservation commitments. Their findings are published in Science Advances.

"We found that the overlap between populations of humans and wildlife will increase across about 57% of the global lands, but it will decrease across only about 12% of the global lands. We also found that agricultural and forest areas will experience substantial increases of overlap in the future," said Deqiang Ma, lead author of the study and a postdoctoral research fellow at the U-M Institute for Global Change Biology in the School for Environment and Sustainability.

The study showed that the human-wildlife overlap will be driven by human population growth rather than climate change. That is, the increase of people settling in previously undeveloped areas will drive the overlap rather than climate change causing animals to shift where they live.

"In many places around the world, more people will interact with wildlife in the coming decades and often those wildlife communities will comprise different kinds of animals than the ones that live there now," said Neil Carter, principal investigator of the study and associate professor of environment and sustainability. "This means that all sorts of novel interactions, good and bad, between people and wildlife will emerge in the near future."

A human-driven issue

To calculate future human-wildlife overlap, the researchers created an index that combined estimates of where people are likely to populate land as well as the spatial distributions of 22,374 species of terrestrial amphibians, birds, mammals and reptiles.




They drew information about the spatial distribution of vertebrates from previously published data that forecasts where species will live based on their climatic niches. Their estimates of where people are likely to live were based on projections of economic development, global society and demographics.

"The index we created showed that the majority of global lands will experience increases in human-wildlife overlap, and this increasing overlap is the result of the expansion of human population much more so than changes in species distributions caused by climate change," Ma said.

Specifically, the researchers found that areas that currently have and are projected to have high human-wildlife overlap in 2015 and 2070 are concentrated in regions where human population density is already high, including China and India.

In addition to those places where overlap is already high, "another area of major concern are forests, particularly in forests in Africa and South America where we're seeing a large increase in the overlap in the future," Carter said. "The reason that is concerning is because those areas have very high biodiversity that would experience greater pressure in the future."

The researchers also found that median species richness -- the variety of species in a given area -- is projected to decrease across most forests in Africa and South America. In South America, mammal richness is projected to decline by 33%, amphibian richness by 45%, reptile richness by 40% and bird richness by 37%. In Africa, mammal richness is projected to decline by 21% and bird richness by 26%.

The need for biodiversity

Preserving biodiversity in these zones of overlap has real benefits, Carter says.




"There are cases of human-wildlife interactions that are both good and bad, but we anticipate that they're going to become more pronounced. For example, COVID19 was the result of human contact with wild animals, and there is concern that new diseases will emerge from greater encounters between people and certain wildlife species," he said. "But you also have species that provide important benefits to people, like reducing the abundances of pests."

For example, part of Ma's data analysis looked at birds that eat insects in agricultural areas and examined where those birds will go under climate change. He found that more than two-thirds of the croplands that will likely experience an increase of human-wildlife overlap by 2070 will see a decline in bird species that can help reduce crop pests.

"What we're doing is finding those areas and saying, if you have cropland or pastures here, are you going to have species move into those areas or species moving away from those areas," Carter said. "Are those new croplands or pastures going to be an additional threat to the species or could there be ecosystem services harnessed for free?"

Scavengers such as vultures and hyenas also play a critical role by cleaning waste from urban areas and other landscapes, Carter said. By clearing waste, scavengers can reduce the prevalence of some human diseases such as rabies, anthrax and bovine tuberculosis.

"Hyenas and other species that are vilified or persecuted because they are scavengers provide a lot of disease reduction benefits," Carter said. "On one hand, they're viewed as a threat, but on the other hand, they're providing free health benefits.

Equitable conservation

Future conservation strategies will have to evolve, especially in regions that previously haven't seen much human settlement, according to the researchers. In the past, a core conservation strategy was to establish protected areas where human access is restricted. This is becoming harder to implement because there are fewer such places.

"There's also a significant environmental justice argument around the validity of telling communities that may have lived in a certain area for generations that they have to move," Carter said. "Our study suggests that with more areas of the world expected to be shared both by people and wildlife, conservation planning will have to get more creative and inclusive."

Conservationists will need to engage local communities to build interest in helping improve the conservation process. This process may include establishing habitat corridors to connect existing protected areas to potentially new areas or to create temporary protected areas during critical periods for wildlife, like breeding periods, as well as other conservation innovations.

"We care a lot about which areas can support populations of endangered species, like tigers, and how human communities interact with these species," Carter said. "In some places it's going to be really hard to do everything at once: to grow crops and have urban areas and protect these species and their habitats. But if we can start planning now, we have a lot of tools to help us promote sustainable coexistence."

Co-authors of the study include Briana Abrahms of the University of Washington, U-M ecologist Jacob Allgeier, Tim Newbold of the University College London and U-M evolutionary ecologist Brian Weeks.
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Highest prediction of sea-level rise unlikely | ScienceDaily
In recent years, the news about Earth's climate -- from raging wildfires and stronger hurricanes, to devastating floods and searing heat waves -- has provided little good news.


						
A new Dartmouth-led study, however, reports that one of the very worst projections of how high the world's oceans might rise as the planet's polar ice sheets melt is highly unlikely -- though it stresses that the accelerating loss of ice from Greenland and Antarctica is nonetheless dire.

The study challenges a new and alarming prediction in the latest high-profile report from the United Nations' Intergovernmental Panel on Climate Change (IPCC) to evaluate the latest climate research and project the long- and near-term effects of the climate crisis. Released in full last year, the IPCC's sixth assessment report introduced a possible scenario in which the collapse of the southern continent's ice sheets would make Antarctica's contribution to average global sea level twice as high by 2100 than other models project -- and three times as high by 2300.

Though the IPCC designated this specific prediction as "low likelihood," the potential of the world's oceans rising by as much as 50 feet as the model projects earned it a spot in the report. At that magnitude, the Florida Peninsula would be submerged, save for a strip of interior high ground spanning from Gainesville to north of Lake Okeechobee, with the state's coastal cities underwater.

But that prediction is based on a new hypothetical mechanism of how ice sheets -- the thick, land-based glaciers covering polar regions -- retreat and break apart. The mechanism, known as the Marine Ice Cliff Instability (MICI), has not been observed and has so far only been tested with a single low-resolution model, the researchers report in the journal Science Advances.

The researchers instead test MICI with three high-resolution models that more accurately capture the complex dynamics of ice sheets. They simulated the retreat of Antarctica's Thwaites Glacier, the 75-mile-wide ice sheet popularly nicknamed the "Doomsday Glacier" for the accelerating rate at which it is melting and its potential to raise global sea levels by more than two feet. Their models showed that even the imperiled Thwaites is unlikely to rapidly collapse during the 21st century as MICI would predict.

Mathieu Morlighem, a Dartmouth professor of earth sciences and the paper's corresponding author, said that the findings suggest that the physics underlying the extreme projection included in the IPCC report are inaccurate, which can have real-world effects. Policymakers sometimes use these high-estimation models when considering the construction of physical barriers such as sea walls or even relocating people who live in low-lying areas, Morlighem said.




"These projections are actually changing people's lives. Policymakers and planners rely on these models and they're frequently looking at the high-end risk. They don't want to design solutions and then the threat turns out to be even worse than they thought," Morlighem said.

"We're not reporting that the Antarctic is safe and that sea-level rise isn't going to continue -- all of our projections show a rapid retreat of the ice sheet," he continues. "But high-end projections are important for coastal planning and we want them to be accurate in terms of physics. In this case, we know this extreme projection is unlikely over the course of the 21st century."

Morlighem worked with Dartmouth's Helene Seroussi, associate professor in the Thayer School of Engineering, along with researchers from the University of Michigan, the University of Edinburgh and the University of St. Andrews in Scotland, and Northumbria University and the University of Stirling in England.

The idea behind MICI is that if an ice shelf -- the floating extension of the land-based ice sheet -- collapses rapidly, it would potentially leave the ice cliffs that form the outer edge of the ice sheet exposed and unsupported. If these cliffs are tall enough, they would break under its own weight, exposing an even taller cliff and leading to rapid retreat as the ice sheet collapses inward toward the interior like a row of dominos. The loss of this ice into the ocean where it would melt is what would lead to the projected dramatic sea-level rise.

But the authors of the Science Advances study find that the glacial collapse is not that simple or that fast. "Everyone agrees that cliff failure is real -- a cliff will collapse if it's too tall. The question is how fast that will happen," Morlighem said. "But we found that the rate of retreat is nowhere near as high as what was assumed in these initial simulations. When we use a rate that is better constrained by physics, we see that ice cliff instability never kicks in."

The researchers focused on Thwaites Glacier because it has been identified as especially vulnerable to collapse as its supporting ice shelf continues to break down. The researchers simulated Thwaites' retreat for 100 years following a sudden hypothetical collapse of its ice shelf, as well as for 50 years under the rate of retreat actually underway.




In all their simulations, the researchers found that Thwaites' ice cliffs never retreated inland at the speed MICI suggests. Instead, without the ice shelf holding the ice sheet back, the movement of the glacier toward the ocean accelerates rapidly, causing the ice sheet to expand away from the interior. This accelerated movement also thins the ice at the glacier's edge, which reduces the height of the ice cliffs and their susceptibility to collapse.

"We're not calling into question the standard, well-established projections that the IPCC's report is primarily based on," Seroussi said. "We're only calling into question this high-impact, low-likelihood projection that includes this new MICI process that is poorly understood. Other known instabilities in the polar ice sheets are still going to play a role in their loss in the coming decades and centuries."

Polar ice sheets are, for example, vulnerable to the established Marine Ice Sheet Instability (MISI), said study coauthor Dan Goldberg, a glaciologist at Edinburgh who was a visiting professor at Dartmouth when the project began. MISI predicts that, without the protection of ice shelves, a glacier resting on a submerged continent that slopes downward toward the interior of the ice sheet will retreat unstably. This process is expected to accelerate ice loss and contribute increasingly to sea-level rise, Goldberg said.

"While we did not observe MICI in the 21st century, this was in part because of processes that can lead to the MISI," Goldberg said. "In any case, Thwaites is likely to retreat unstably in the coming centuries, which underscores the need to better understand how the glacier will respond to ocean warming and ice-shelf collapse through ongoing modeling and observation."

The paper, "The West Antarctic Ice Sheet may not be vulnerable to Marine Ice Cliff Instability during the 21st Century," was published in Science Advances on Aug. 21, 2024. This work was supported by the National Science Foundation (grant no. 1739031) and Natural Environment Research Council (grant nos. NE/S006745/1 and NE/S006796/1).
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New study reveals devastating power and colossal extent of a giant underwater avalanche off the Moroccan coast | ScienceDaily
New research by the University of Liverpool has revealed how an underwater avalanche grew more than 100 times in size causing a huge trail of destruction as it travelled 2000km across the Atlantic Ocean seafloor off the North West coast of Africa.


						
In a study publishing in the journal Science Advances (and featured on the front cover), researchers provide an unprecedented insight into the scale, force and impact of one of nature's mysterious phenomena, underwater avalanches.

Dr Chris Stevenson, a sedimentologist from the University of Liverpool's School of Environmental Sciences, co-led the team that for the first time has mapped a giant underwater avalanche from head to toe, which took place nearly 60,000 years ago in the Agadir Canyon.

Their analysis reveals the event, which started as a small seafloor landslide about 1.5 km3 in volume, grew over 100 times in size picking up boulders, gravel, sand and mud as it travelled through one of the largest submarine canyons in the world before travelling a further 1600km across the Atlantic Sea floor.

The avalanche was so powerful that it eroded the entire 400 km length of the canyon and several hundred metres up the sides -- about 4500 km2 in total -- and was so strong it carried cobbles more than 130m up the side of the canyon.

Unlike a landslide or snow avalanche, underwater avalanches are impossible to see and extremely difficult to measure. However, they are the primary mechanism for moving material such as sediments, nutrients and pollutants across the surface of the earth and present a significant geohazard to the seafloor infrastructure such as internet cables.

The research team analysed more than 300 core samples from the area taken during research cruises over the last 40 years. This, alongside seismic and bathymetry data, enabled them to map out the giant avalanche.




Dr Stevenson said: "This is the first time anyone has managed to map out an entire individual underwater avalanche of this size and calculate its growth factor."

"What is so interesting is how the event grew from a relatively small start into a huge and devastating submarine avalanche reaching heights of 200 meters as it moved at a speed of about 15 m/s ripping out the sea floor and tearing everything out in its way.

"To put it in perspective: that's an avalanche the size of a skyscraper, moving at more than 40 mph from Liverpool to London, which digs out a trench 30 m deep and 15 km wide destroying everything in its path. Then it spreads across an area larger than the UK burying it under about a metre of sand and mud."

Dr Christoph Bottner, a Marie-Curie research fellow at Aarhus University in Denmark, who co-led the team, said "We calculate the growth factor to be at least 100, which is much larger compared to snow avalanches or debris flows which only grow by about 4-8 times. We have also seen this extreme growth in smaller submarine avalanches measured elsewhere, so we think this might be a specific behaviour associated with underwater avalanches and is something we plan to investigate further."

Professor Sebastian Krastel, head of Marine Geophysics at Kiel University and chief scientist aboard the cruises that mapped the canyon, added: "Our new insight fundamentally challenges how we view these events. Before this study, we thought that big avalanches only came from big slope failures. But now, we know that they can start small and grow into extremely powerful and extensive giant events.

"These findings are of enormous importance for how we try and assess their potential geohazard risk to seafloor infrastructure like internet cables that carry almost all global internet traffic, which are critical to all aspects of our modern societies."

The most recent cruises mapping the Agadir Canyon were led by the Institute of Geosciences, Kiel University, Leibniz Institute for Baltic Sea Research and GEOMAR Helmholtz Centre for Ocean Research, Germany. A suite of archive core data was analysed from the British Ocean Sediment Core Repository at NOCS Southampton, which was collected aboard NERC ships over the past 40 years.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/08/240821145930.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



To kill mammoths in the Ice Age, people used planted pikes, not throwing spears, researchers say | ScienceDaily
After an extensive review of writings and artwork -- and an experiment with replica Clovis point spears -- a team of UC Berkeley archaeologists says humans may have braced the butt of their weapons against the ground in a way that would impale a charging animal. The force would have driven the spear deeper into the predator's body, unleashing a more damaging blow than even the strongest prehistoric hunters would have been capable of by throwing or jabbing megafauna.


						
How did early humans use sharpened rocks to bring down megafauna 13,000 years ago? Did they throw spears tipped with carefully crafted, razor-sharp rocks called Clovis points? Did they surround and jab mammoths and mastadons? Or did they scavenge wounded animals, using Clovis points as a versatile tool to harvest meat and bones for food and supplies?

UC Berkeley archaeologists say the answer might be none of the above.

Instead, researchers say humans may have braced the butt of their pointed spears against the ground and angled the weapon upward in a way that would impale a charging animal. The force would have driven the spear deeper into the predator's body, unleashing a more damaging blow than even the strongest prehistoric hunters would have been capable of on their own.

Drawing upon multiple sources of writings and artwork, a team of Berkeley archaeologists reviewed historical evidence from around the world about people hunting with planted spears.

They also ran the first experimental study of stone weapons that focused on pike hunting techniques, revealing how spears react to the simulated force of an approaching animal. Once the sharpened rock pierced the flesh and activated its engineered mounting system, they say, the spear tip functioned like a modern day hollow-point bullet and could inflict serious wounds to mastodons, bison and saber-toothed cats.

"This ancient Native American design was an amazing innovation in hunting strategies," said Scott Byram, a research associate with Berkeley's Archeological Research Facility and first-author of a paper on the topic published today in the journal PLOS ONE. "This distinctive Indigenous technology is providing a window into hunting and survival techniques used for millennia throughout much of the world."

The historical review and experiment may help solve a puzzle that has fueled decades of debate in archaeology circles: How did communities in North America actually use Clovis points, which are among the most frequently unearthed items from the Ice Age?




Named for the town of Clovis, New Mexico, where the shaped stones were first recovered nearly a century ago, Clovis points were shaped from rocks, such as chert, flint or jasper. They range from the size of a person's thumb to that of a midsize iPhone and have a distinct, razor-sharp edge and fluted indentations on both sides of their base. Thousands of them have been recovered across the U.S. -- some have even been unearthed within preserved mammoth skeletons.

They've also been a pop culture plot point. Characters in the video game "Far Cry Primal" use spears tipped with stone points to ambush mastodons. The movie 10,000 B.C. uses a similar spear to hunt mammoths. Scholars and hobbyists reconstruct Clovis points -- and some even document on YouTube the process of building them and using them to hunt bison.

Those depictions make for a good story. But they likely fail to consider the realities of life in the Ice Age, said Byram and his co-author, Jun Sunseri, a Berkeley associate professor of anthropology.

Clovis points are often the only recovered part of a spear. The intricately designed bone shafts at the end of the weapon are sometimes found, but the wood at the base of the spear and the pine pitch and lacing that help make them function as a complete system have been lost to time.

Plus, research silos limit that kind of systems thinking about prehistoric weaponry, Jun said. And if stone specialists aren't experts in bone, they might not see the full picture.

"You have to look beyond the simple artifact," he said. "One of the things that's key here is that we're looking at this as an engineered system that requires multiple kinds of sub-specialties within our field and other fields."

Building tools as strong, effective systems was likely a priority for communities 13,000 years ago. The tools needed to be resilient. The people had a limited number of suitable rocks to work with while traversing the land. They might go hundreds of miles without access to the right kind of long, straight poles from which to fashion a spear. So it stands to reason they wouldn't want to risk throwing or destroying their tools without knowing if they'd even land the animal, said Byram, who mined archival records, spanning anthropology to art to Greek history, to trace the arc of planted pikes as weapons.




"People who are doing metal military artifact analysis know all about it because it was used for stopping horses in warfare," Byram said. "But prior to that, and in other contexts with boar hunting or bear hunting, it wasn't very well known. It's a theme that comes back in literature quite a bit. But for whatever reason, it hasn't been talked about too much in anthropology."

To evaluate their pike hypothesis, the Berkeley team built a test platform measuring the force a spear system could withstand before the point snapped and/or the shaft expanded. Their low-tech, static version of an animal attack using a braced, replica Clovis point spear allowed them to test how different spears reached their breaking points and how the expansion system responded.

It was based on prior experiments where researchers fired stone-tipped spears into clay and ballistics gel -- something that might feel like a pinprick to a 9-ton mammoth.

"The kind of energy that you can generate with the human arm is nothing like the kind of energy generated by a charging animal. It's an order of magnitude different," Jun said. "These spears were engineered to do what they're doing to protect the user."

The experiment put to the test something Byram had mulled for decades. When he was in graduate school and analyzing prehistoric stone tools, he crafted replica Clovis points and fashioned spears using traditional techniques. He remembered thinking how time-intensive a process it was to invest in a stone Clovis point -- and how important it would be for the point to function effectively.

"It just started to make sense to me that it actually had a different purpose than some of the other tools," Byram said. "Unlike some of the notched arrowheads, it was a more substantial weapon. And it was probably also used defensively."

Conversations around a campfire early in the pandemic between Jun, a zooarchaeologist who learned from local communities during his time in Africa, and Kent Lightfoot, a Berkeley anthropology professor emeritus, prompted them to dig into the mystery. Through talks with his VhaVenda mentors, Jun learned how the engineering that went into the butt of some spears was just as critical as the work that went into the points.

"The sophisticated Clovis technology that developed independently in North America is testimony to the ingenuity and skills that early Indigenous people employed in their cohabitation of the ancient landscape with now-extinct megafauna," said Lightfoot, a co-author of the study.

In the coming months, the team plans to further test its theory by building something akin to a replica mammoth. Using a type of slide or pendulum, they hope to simulate what an attack might have looked like as a planted Clovis-tipped pike made impact with a massive, fast-moving mammal.

"Sometimes in archaeology, the pieces just start fitting together like they seem to now with Clovis technology, and this puts pike hunting front and center with extinct megafauna," Byram said. "It opens up a whole new way of looking at how people lived among these incredible animals during much of human history."
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Using AI to link heat waves to global warming | ScienceDaily
Researchers at Stanford and Colorado State University have developed a rapid, low-cost approach for studying how individual extreme weather events have been affected by global warming. Their method, detailed in a Aug. 21 study in Science Advances, uses machine learning to determine how much global warming has contributed to heat waves in the U.S. and elsewhere in recent years. The approach proved highly accurate and could change how scientists study and predict the impact of climate change on a range of extreme weather events. The results can also help to guide climate adaptation strategies and are relevant for lawsuits that seek to collect compensation for damages caused by climate change.


						
"We've seen the impacts that extreme weather events can have on human health, infrastructure, and ecosystems," said study lead author Jared Trok, a PhD student in Earth system science at the Stanford Doerr School of Sustainability. "To design effective solutions, we need to better understand the extent to which global warming drives changes in these extreme events."

Trok and his co-authors trained AI models to predict daily maximum temperatures based on the regional weather conditions and the global mean temperature. For training the AI models, they used data from a large database of climate model simulations extending from 1850 to 2100. But once the AI models were trained and verified, the researchers used the actual weather conditions from specific real-world heat waves to predict how hot the heat waves would have been if the exact same weather conditions occurred but at different levels of global warming. They then compared these predictions at different global warming levels to estimate how climate change influenced the frequency and severity of historical weather events.

Case studies and beyond

The researchers first put their AI method to work analyzing the 2023 Texas heat wave, which contributed to a record number of heat-related deaths in the state that year. The team found that global warming made the historic heat wave 1.18 to 1.42 degrees Celsius (2.12 to 2.56 F) hotter than it would have been without climate change. The researchers also found that their new technique accurately predicted the magnitude of record-setting heat waves in other parts of the world, and that the results were consistent with previously published studies of those events.

Based on this, the researchers used the AI to predict how severe heat waves could become if the same weather patterns that caused previous record-breaking heat waves instead occurred under higher levels of global warming. They found that events equal to some of the worst heat waves in Europe, Russia, and India over the past 45 years could happen multiple times per decade if global temperatures reach 2.0 C above pre-industrial levels. Global warming is currently approaching 1.3 C above pre-industrial levels.

"Machine learning creates a powerful new bridge between the actual meteorological conditions that cause a specific extreme weather event and the climate models that enable us to run more generalized virtual experiments on the Earth system," said study senior author Noah Diffenbaugh, the Kara J Foundation Professor and professor of Earth system science in the Stanford Doerr School of Sustainability. "AI hasn't solved all the scientific challenges, but this new method is a really exciting advance that I think will get adopted for a lot of different applications."

The new AI method addresses some limitations of existing approaches -- includingthose previously developed at Stanford -- by using actual historical weather data when predicting the effect of global warming on extreme events. It does not require expensive new climate model simulations because the AI can be trained using existing simulations. Together, these innovations will enable accurate, low-cost analyses of extreme events in more parts of the world, which is crucial for developing effective climate adaptation strategies. It also opens up new possibilities for fast, real-time analysis of the contribution of global warming to extreme weather.

The team plans to apply their method to a wider range of extreme weather events and refine the AI networks to improve their predictions, including using new approaches to quantify the full range of uncertainty in the AI predictions.

"We've shown that machine learning is a powerful and efficient new tool for studying the impact of global warming on historical weather events," said Trok. "We hope that this study helps promote future research into using AI to improve our understanding of how human emissions influence extreme weather, helping us better prepare for future extreme events."
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Chalk-based coating creates a cooling fabric | ScienceDaily
In the scorching heat of summer, anyone who spends time outside -- athletes, landscapers, kids at the park or beachgoers -- could benefit from a cooling fabric. While there are some textiles that reflect the sun's rays or transfer heat away from the body, current options require boutique fibers or complex manufacturing processes. But now, researchers report a durable chalk-based coating that cools the air underneath treated fabric by up to 8 degrees Fahrenheit.


						
Evan D. Patamia, a graduate student at the University of Massachusetts Amherst, will present their team's results at the fall meeting of the American Chemical Society (ACS).

"If you walk out into the sunlight, you will get increasingly hot because your body and clothing are absorbing ultraviolet (UV) and near-infrared (near-IR) light from the sun," says Trisha L. Andrew, a chemist and materials scientist working with Patamia. "And as long as you're alive, your body is generating heat, which can be thought of as light, too."

To make people more comfortable outside, scientists have been developing textiles that simultaneously deflect the sun's rays and push out natural body heat -- a process known as radiative cooling. Some of those materials have light-refracting synthetic particles, such as titanium dioxide or aluminum oxide, embedded into spun fibers. Others use organic polymers, such as polyvinylidene difluoride, which require perfluoroalkyl and polyfluoroalkyl substances, known as PFAS or forever chemicals, in their production processes to create light-reflective textiles.

But scaling the manufacturing of these materials for commercialization isn't sustainable, according to Andrew. So, she posed the question to research team members Patamia and Megan K. Yee, "Can we develop a textile coating that does the same thing using natural or environmentally benign materials?"

Previously, Andrew and colleagues created a simple technique to apply durable polymer coatings on fabric called chemical vapor deposition (CVD). The method combines synthesis and deposition into the same step: grafting a thin polymer layer onto commercial textiles with fewer steps and less environmental impact than other ways to attach coatings.

So, inspired by the crushed limestone-based plasters used historically to keep houses cool in extremely sunny places, Patamia and Yee worked on innovating a process to integrate calcium carbonate -- the main component in limestone and chalk -- as well as bio-compatible barium sulfate onto the polymer applied by CVD. Small particles of calcium carbonate are good at reflecting visible and near-IR wavelengths, and barium sulfate particles reflect UV light.




Treating small squares of fabric, the researchers applied a 5-micrometer-thick poly(2-hydroxyethyl acrylate) layer and repeatedly dipped the polymer-treated squares into solutions containing calcium or barium ions and solutions containing carbonate or sulfate ions. With each dip, the crystals become larger and more uniform, and the fabric develops a chalky, matte finish. Patamia says that by changing the number of dipping cycles, the particles can be tuned to reach the ideal size distribution (between 1 and 10 micrometers in diameter) for reflecting both UV and near-IR light.

The researchers tested the cooling abilities of treated and untreated fabrics outside on a sunny day when the temperature measured more than 90 F. They observed air temperatures underneath the treated fabric that registered 8 F cooler than the ambient temperature in the middle of the afternoon. The difference was even greater, a maximum of 15 F, between treated and untreated fabric, which heated the air underneath the sample. "We see a true cooling effect," says Patamia. "What is underneath the sample feels colder than standing in the shade."

As a final evaluation of the mineral-polymer coating, Yee simulated the friction and impact of laundry detergent in a washing machine. She found that the coating didn't rub away and the material retained its cooling ability.

"So far in our processes, we've been limited by the size of our laboratory equipment," says Andrew. But she's part of a startup company that's scaling the CVD process for bolts of fabric, which are about 5 feet wide and 100 yards long. Andrew explains that this venture could provide a way to translate Patamia and Yee's innovations into pilot-scale production.

"What makes our technique unique is that we can do this on nearly any commercially available fabric and turn it into something that can keep people cool," concludes Patamia. "Without any power input, we're able to reduce how hot a person feels, which could be a valuable resource where people are struggling to stay cool in extremely hot environments."

The research was funded by the U.S. National Science Foundation. Trisha L. Andrew is involved in commercializing the polymer coating process. 
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Pilot study uses recycled glass to grow plants for salsa ingredients | ScienceDaily
Tortilla chips and fresh salsa are tasty in themselves, but they could be even more appealing if you grow the ingredients in a sustainable way. Researchers report that cilantro, bell pepper and jalapeno can be cultivated in recycled glass from discarded, pulverized bottles like those from beer or soda. The pilot study found that partially substituting soil in a planter with recycled glass fragments speeds up plant development and reduces unwanted fungal growth.


						
The researchers will present their results at the fall meeting of the American Chemical Society (ACS).

When nanomaterial scientist Julie Vanegas joined the faculty at The University of Texas Rio Grande Valley, she was paired with a faculty mentor, Teresa Patricia Feria Arroyo, an ecologist who works on solving problems related to food security and sustainability. During their early conversations, Vanegas mentioned that she'd been assessing recycled glass particles for coastal restoration projects, such as growing willow trees. Feria wondered if glass could also be used for growing produce. To answer Feria's question, they developed experiments for growing foods that people are familiar with, mature quickly and can be cultivated in container and backyard gardens -- the ingredients for pico de gallo.

"We're trying to reduce landfill waste at the same time as growing edible vegetables," says Andrea Quezada, a chemistry graduate student in the Nanoworld Vanegas lab who is presenting the team's research at the meeting. "If this is viable, then we might be able to introduce glass-based soils into agricultural practices for people here in the Rio Grande Valley and across the country."

For their experiments, the researchers get recycled glass particles from a company that diverts bottles from landfills, crushes them into particles and tumbles the pieces to round off the edges. The final product is smooth enough that people can handle the glass bits without getting cut, says Quezada. Similarly, plant roots can easily grow around the glass pieces without being harmed.

In initial tests, the researchers assessed the soil-like qualities, such as compaction and water retention, of three different sized glass fragments. They found that a size similar to coarse sand grains had characteristics, such as allowing oxygen to reach the roots and maintaining sufficient moisture levels, that could be ideal for plant cultivation.

Now, Quezada is evaluating the recyclable glass material as a viable substitute for soil. In a greenhouse on campus, she's growing cilantro, bell pepper and jalapeno plants in a variety of pots containing anywhere from 100% commercial potting soil to 100% recycled glass. Pots with more soil have higher levels of nutrients required for plant growth, including nitrogen, phosphorus and potassium, compared to those with more glass. But there's little variation in pH level among the pots, which is a promising result because plants thrive in a narrow soil pH range.




Early results suggest that the plants grown in recyclable glass have faster growth rates and retain more water compared to those grown in 100% traditional soil. "A weight ratio of more than 50% of glass particles to soil appears best for plant growth compared to the other mixtures we tested," says Vanegas. Though, the researchers are waiting until harvest time to confirm what soil mixture produces the highest yields -- and tastiest produce.

Another noteworthy result is that pots with 100% potting soil developed a fungus that stunted plant growth. Feria hypothesizes the fungus may impact nutrient uptake by the roots. However, the pots that included any amount of recyclable glass didn't have any fungal growth. The researchers are collecting data to determine why this might be.

These results are particularly promising to Quezada because the study was done without fertilizers, pesticides or fungicides. From her experience working in agriculture, she notes that a lot of the chemicals applied to the land impact people like her family members who work or live around farming communities. "I think it's really important to try to minimize the usage of any chemicals that can negatively affect our health," says Quezada. "If we are able to reduce them, and help the community by collecting recyclables, then we can give people a better quality of life."

The research was funded by an Empowering Future Agricultural Scientists grant from the U.S. Department of Agriculture's National Institute of Food and Agriculture, and a U.S. National Science Foundation grant that's also supporting Glass Half Full, the company that supplied the glass particles.
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Research shows reducing future global flooding hinges on cutting greenhouse gas emissions | ScienceDaily
Pioneering research forecasts worldwide flooding is likely to be significantly worse in future decades if countries fail to meet official pledges to cut carbon emissions.


						
The study, published today and led by experts from the University of Bristol and global water risk intelligence firm Fathom, reveals projections of different types of flooding in various climate change scenarios with unprecedented precision.

Through deploying the most comprehensive mapping framework, findings indicate overall global flooding could increase by around half between 2020 and the turn of the century in the event of high climate sensitivity and multilateral promises to reduce carbon emissions being broken.

Lead author Dr Oliver Wing, Honorary Research Fellow at the University of Bristol Cabot Institute for the Environment and Chief Research Officer at Fathom, said: "This research represents the culmination of years of research on our quest to help future-proof communities around the world from the evolving risk of flooding. The findings underscore the vital importance of all countries keeping their promise to cut carbon emissions."

In the best-case lower emissions scenario, where all global carbon pledges are fulfilled, the average flood hazard level is projected to rise by 9% between 2020 and 2100. The more pessimistic prospect of higher carbon emissions showed flooding could increase 49% by the end of the century.

In the next few decades, the projected increases in flood hazard were more modest. Between 2020 and 2050, in a low carbon emissions scenario flood risk is anticipated to grow 7% with this doubling to more than 15% in a high carbon emissions model.

Dr Wing said: "It is important to note that these global averages result from predicted changes in hazard that have large geographical variations. Some places will see their flood risk fall, whilst for others the increases will be many times larger than the global average even under a lower emissions scenario."

The report highlighted that coastal flooding remains a hotspot regardless of whether all global carbon emissions are met or not. Even in a low emissions scenario, coastal flooding is forecast to almost double, increasing by 99% by 2100, due to the lagged response of ocean sea level rise to existing warming.




Flooding caused by rainfall was found to be especially vulnerable to human-induced climate change. Whereas this type of flooding was shown to increase by 6% by 2100 in a low emissions scenario, this increase grows to 44% in a high emissions model.

The largest future increases in flooding are projected to be around global coastlines and in tropical Africa and Asia, as well as significant changes to arid North Africa. The likelihood of flood increases was most pronounced along the North Atlantic and Indian Ocean coasts, as well as for southeastern Asia and the Pacific Islands.

Recently developed global flood models estimate the national or global population exposed to floods; potential value of assets at risk; cost and benefits of flood defences, and the impact of climate and socio-economic change on future losses. Most only represent river flooding, but this study factors in the significant impact of coastal flooding, and has undergone the most rigorous validation of any global flood model to date.

Countries signed up to ambitious pledges to lower carbon emissions at COP27 and the study clearly indicates that if these aren't all achieved on time and in full, flooding levels look set to be heavily impacted.

Co-author Professor Paul Bates CBE, Professor of Hydrology at the University of Bristol Cabot Institute for the Environment and Chairman and Co-founder of Fathom, said: "Undertaking this research project involved subjecting our findings to the most comprehensive benchmarking of global flood modelling yet published.

"With the highest resolution results produced to date, we hope industries will derive value from our model for a range of additional use cases, such as protecting critical infrastructure from future flooding, helping insurers price premiums and meeting the requirements of climate regulations."

Additional contributors to the research paper from the University of Bristol include Prof Jeff Neal, Professor of Hydrology at the University of Bristol Cabot Institute for the Environment and Chief Scientific Advisor at Fathom; and two Fathom scientists soon to embark on PhDs at the University.
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Eco-friendly cooling device with record-breaking efficiency | ScienceDaily
Researchers at the School of Engineering of the Hong Kong University of Science and Technology (HKUST) have developed an eco-friendly refrigeration device with record-breaking cooling performance in the world, setting to transform industries reliant on cooling and reduce global energy use. With a boost in efficiency of over 48%, the new elastocaloric cooling technology opens a promising avenue for accelerating the commercialization of this disruptive technology and addressing the environmental challenges associated with traditional cooling systems.


						
Traditional vapor compression refrigeration technology relies on refrigerants of high global warming potential. Solid-state elastocaloric refrigeration based on latent heat in the cyclic phase transition of shape memory alloys (SMAs) provides an environmentally friendly alternative, with its characteristics of greenhouse gas-free, 100% recyclable and energy-efficient SMA refrigerants. But the relatively small temperature lift between 20 and 50 K, which is a critical performance indicator of the cooling device's ability to transfer heat from a low-temperature source to a high-temperature sink, has hindered the commercialization of this emerging technology.

To overcome the challenge, the research team led by Prof. SUN Qingping and Prof. YAO Shuhuai from the Department of Mechanical and Aerospace Engineering has developed a multi-material cascading elastocaloric cooling device made of nickel-titanium (NiTi) shape memory alloys and broke the world record in its cooling performance.

They selected three NiTi alloys with different phase transition temperatures to operate at the cold end, intermediate end, and hot end, respectively. By matching the working temperatures of each unit with the corresponding phase transition temperatures, the overall device's superelastic temperature window was expanded to over 100 K and each NiTi unit operated within its optimal temperature range, significantly enhancing the cooling efficiency. The built multi-material cascading elastocaloric cooling device achieved a temperature lift of 75 K on the water side, surpassing the previous world record of 50.6 K. Their research breakthrough, titled "A Multi-Material Cascade Elastocaloric Cooling Device for Large Temperature Lift," was recently published in Nature Energy, a top journal in the field.

Building on the success in developing elastocaloric cooling materials and architectures with many patents and papers published in leading journals, the research team plans to further develop high-performance shape memory alloys and devices for sub-zero elastocaloric cooling and high-temperature heat pumping applications. They will continue to optimize material properties and develop high-energy efficient refrigeration systems to drive the commercialization of this innovative technology.

Space cooling and heating account for 20% of the world's total electricity consumption and, according to industry estimates, are projected to become the second-largest source of global electricity demand by 2050.

"In the future, with the continuous advancement of materials science and mechanical engineering, we are confident that elastocaloric refrigeration can provide next-generation green and energy-efficient cooling and heating solutions to feed the huge worldwide refrigeration market, addressing the urgent task of decarbonization and global warming mitigation," Prof. Sun said.

The research work was conducted by Prof. Sun and Prof. Yao (both corresponding authors), Postdoctoral Research Associate and PhD graduate Dr. ZHOU Guoan (first author), PhD student LI Zexi, PhD graduates ZHU Yuxiang and HUA Peng, as well as a collaborator from Wuhan University.
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New theory could improve the design and operation of wind farms | ScienceDaily
The blades of propellers and wind turbines are designed based on aerodynamics principles that were first described mathematically more than a century ago. But engineers have long realized that these formulas don't work in every situation. To compensate, they have added ad hoc "correction factors" based on empirical observations.


						
Now, for the first time, engineers at MIT have developed a comprehensive, physics-based model that accurately represents the airflow around rotors even under extreme conditions, such as when the blades are operating at high forces and speeds, or are angled in certain directions. The model could improve the way rotors themselves are designed, but also the way wind farms are laid out and operated. The new findings are described in the journal Nature Communications, in an open-access paper by MIT postdoc Jaime Liew, doctoral student Kirby Heck, and Michael Howland, the Esther and Harold E. Edgerton Assistant Professor of Civil and Environmental Engineering.

"We've developed a new theory for the aerodynamics of rotors," Howland says. This theory can be used to determine the forces, flow velocities, and power of a rotor, whether that rotor is extracting energy from the airflow, as in a wind turbine, or applying energy to the flow, as in a ship or airplane propeller. "The theory works in both directions," he says.

Because the new understanding is a fundamental mathematical model, some of its implications could potentially be applied right away. For example, operators of wind farms must constantly adjust a variety of parameters, including the orientation of each turbine as well as its rotation speed and the angle of its blades, in order to maximize power output while maintaining safety margins. The new model can provide a simple, speedy way of optimizing those factors in real time.

"This is what we're so excited about, is that it has immediate and direct potential for impact across the value chain of wind power," Howland says.

Modeling the momentum

Known as momentum theory, the previous model of how rotors interact with their fluid environment -- air, water, or otherwise -- was initially developed late in the 19th century. With this theory, engineers can start with a given rotor design and configuration, and determine the maximum amount of power that can be derived from that rotor -- or, conversely, if it's a propeller, how much power is needed to generate a given amount of propulsive force.




Momentum theory equations "are the first thing you would read about in a wind energy textbook, and are the first thing that I talk about in my classes when I teach about wind power," Howland says. From that theory, physicist Albert Betz calculated in 1920 the maximum amount of energy that could theoretically be extracted from wind. Known as the Betz limit, this amount is 59.3 percent of the kinetic energy of the incoming wind.

But just a few years later, others found that the momentum theory broke down "in a pretty dramatic way" at higher forces that correspond to faster blade rotation speeds or different blade angles, Howland says. It fails to predict not only the amount, but even the direction of changes in thrust force at higher rotation speeds or different blade angles: Whereas the theory said the force should start going down above a certain rotation speed or blade angle, experiments show the opposite -- that the force continues to increase. "So, it's not just quantitatively wrong, it's qualitatively wrong," Howland says.

The theory also breaks down when there is any misalignment between the rotor and the airflow, which Howland says is "ubiquitous" on wind farms, where turbines are constantly adjusting to changes in wind directions. In fact, in an earlier paper in 2022, Howland and his team found that deliberately misaligning some turbines slightly relative to the incoming airflow within a wind farm significantly improves the overall power output of the wind farm by reducing wake disturbances to the downstream turbines.

In the past, when designing the profile of rotor blades, the layout of wind turbines in a farm, or the day-to-day operation of wind turbines, engineers have relied on ad hoc adjustments added to the original mathematical formulas, based on some wind tunnel tests and experience with operating wind farms, but with no theoretical underpinnings.

Instead, to arrive at the new model, the team analyzed the interaction of airflow and turbines using detailed computational modeling of the aerodynamics. They found that, for example, the original model had assumed that a drop in air pressure immediately behind the rotor would rapidly return to normal ambient pressure just a short way downstream. But it turns out, Howland says, that as the thrust force keeps increasing, "that assumption is increasingly inaccurate."

And the inaccuracy occurs very close to the point of the Betz limit that theoretically predicts the maximum performance of a turbine -- and therefore is just the desired operating regime for the turbines. "So, we have Betz's prediction of where we should operate turbines, and within 10 percent of that operational set point that we think maximizes power, the theory completely deteriorates and doesn't work," Howland says.




Through their modeling, the researchers also found a way to compensate for the original formula's reliance on a one-dimensional modeling that assumed the rotor was always precisely aligned with the airflow. To do so, they used fundamental equations that were developed to predict the lift of three-dimensional wings for aerospace applications.

The researchers derived their new model, which they call a unified momentum model, based on theoretical analysis, and then validated it using computational fluid dynamics modeling. In follow up work not yet published, they are doing further validation using wind tunnel and field tests.

Fundamental understanding

One interesting outcome of the new formula is that it changes the calculation of the Betz limit, showing that it's possible to extract a bit more power than the original formula predicted. Although it's not a significant change -- on the order of a few percent -- "it's interesting that now we have a new theory, and the Betz limit that's been the rule of thumb for a hundred years is actually modified because of the new theory," Howland says. "And that's immediately useful." The new model shows how to maximize power from turbines that are misaligned with the airflow, which the Betz limit cannot account for.

The aspects related to controlling both individual turbines and arrays of turbines can be implemented without requiring any modifications to existing hardware in place within wind farms. In fact, this has already happened, based on earlier work from Howland and his collaborators two years ago that dealt with the wake interactions between turbines in a wind farm, and was based on the existing, empirically based formulas.

"This breakthrough is a natural extension of our previous work on optimizing utility-scale wind farms," he says, because in doing that analysis, they saw the shortcomings of the existing methods for analyzing the forces at work and predicting power produced by wind turbines. "Existing modeling using empiricism just wasn't getting the job done," he says.

In a wind farm, individual turbines will sap some of the energy available to neighboring turbines, because of wake effects. Accurate wake modeling is important both for designing the layout of turbines in a wind farm, and also for the operation of that farm, determining moment to moment how to set the angles and speeds of each turbine in the array.

Until now, Howland says, even the operators of wind farms, the manufacturers, and the designers of the turbine blades had no way to predict how much the power output of a turbine would be affected by a given change such as its angle to the wind without using empirical corrections. "That's because there was no theory for it. So, that's what we worked on here. Our theory can directly tell you, without any empirical corrections, for the first time, how you should actually operate a wind turbine to maximize its power," he says.

Because the fluid flow regimes are similar, the model also applies to propellers, whether for aircraft or ships, and also for hydrokinetic turbines such as tidal or river turbines. Although they didn't focus on that aspect in this research, "it's in the theoretical modeling naturally," he says.

The new theory exists in the form of a set of mathematical formulas that a user could incorporate in their own software, or as an open-source software package that can be freely downloaded from GitHub. "It's an engineering model developed for fast-running tools for rapid prototyping and control and optimization," Howland says. "The goal of our modeling is to position the field of wind energy research to move more aggressively in the development of the wind capacity and reliability necessary to respond to climate change."

The work was supported by the National Science Foundation and Siemens Gamesa Renewable Energy.
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A new pandemic could ride in on animals we eat, researchers warn | ScienceDaily
Researchers warn the animals we eat could be the gateway for a pandemic in the form of antimicrobial resistance, unleashing a wave of deadly superbugs.


						
The World Health Organization estimates that drug-resistant diseases could cause up to 10 million deaths each year by 2050.

The researchers analysed this public health and food security challenge in the food animal industry in Southeast Asia for the International Journal of Food Science and Technology.

This challenge is relevant to Australia, which has strong political, economic and social ties with countries in the region. Australia marked 50 years of engagement with the Association of Southeast Asian Nations (ASEAN) at a special summit in Melbourne earlier this year.

Bioscientist Professor Rajaraman Eri and microbiologist Dr Charmaine Lloyd from RMIT University in Australia and public policy expert Dr Pushpanathan Sundram from Thailand co-wrote the journal article.

"There is a big pandemic waiting to happen in the form of antimicrobial resistance," said Eri, who is the Associate Dean of Biosciences and Food Technology at RMIT and also a veterinarian.

"We're going to face a situation in the world where will run out of antibiotics. That means we will not be able to treat infections."

Asia is a hotspot of antimicrobial resistance in animals, with Southeast Asia being an epicentre, the team says.




There are more than 2.9 billion chickens, 258 million ducks, 7 million cattle, 15.4 million buffaloes, 77.5 million pigs, 13.7 million sheep and 30.6 million goats in the region, according to the Food and Agriculture Organization.

"Livestock farming, mainly for smallholders, provides employment and side income, improves household dietary components and nutritional security, and provides food and economic wellbeing for their respective nations," said Sundram, who contributed to the research while he was at Chiang Mai University in Thailand.

The research paper highlights the Southeast Asia's challenges associated with antimicrobial resistance and residue in animals, and points out the need to differentiate the two concepts.

Resistance occurs when microorganisms develop resistance to antimicrobial agents to which they are exposed.

"On the farm, the presence of antibiotics in food, soil, water run-off and animal waste can contribute to this resistance developing," said Lloyd, from RMIT's School of Science.

"The overuse and misuse of antimicrobial drugs, especially for growth promotion in healthy animals, have resulted in the increased rate of resistance.




"Since resistant bacteria in animals may be transferred to humans through the food chain or by direct contact, this transmission pathway highlights the connection between human and animal health, emphasising the need to address antimicrobial resistance in food animals."

Food animals' residues are remnants of drugs, pesticides and other chemical substances that persist in animal tissues or products after administration or exposure to these substances.

"Veterinary drug residues commonly arise from overusing and improper use of antimicrobial agents, growth promoters and other veterinary drugs in animal husbandry practices," Eri said.

"Efforts in the region to regulate antimicrobial use are underway, but there's growing concern over consuming products with antimicrobial residues, which can impact human health due to the presence of antibiotic-resistant microbiota and pathogens in hosts," Sundram said.

"In Australia, we have excellent policies to take care of antimicrobial resistance, specifically, the usage of antibiotics is well regulated," Eri said.

"But that's not the case at the global level. In many countries, anybody can buy antibiotics, whether it be for human or animal use."

The team has six recommendations for policymakers in ASEAN countries to address antimicrobial resistance and residue in food animals:
    	Recognise the difference between residue and resistance, to tackle the resistance challenges with the right interventions in Southeast Asia's food animals.
    	Collaborate regionally and develop tailored strategies to navigate disease outbreaks, environmental concerns, residue levels and antimicrobial resistance.
    	Implement country-specific awareness campaigns, robust surveillance of residues and resistance, appropriate regulations and responsible antimicrobial use, to reduce resistance risks.
    	Foster international cooperation and initiatives to address resistance comprehensively, ensuring a united front against both residue and resistance.
    	Strengthen public health systems and preparedness.
    	Promote innovation and research in alternative antimicrobial solutions, sustainable farming practices and advanced diagnostics, to stay ahead of evolving challenges.
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Survival tactics: AI-driven insights into chromatin changes for winter dormancy in axillary buds | ScienceDaily
Evolution has enabled plants to survive under adverse conditions. The winter bud of a plant is a crucial structure that establishes adaptability. Depending on environmental and intrinsic conditions, buds can transition between growth and dormancy. The three dormancy phases are determined by signals triggering each phase: ecodormancy, influenced by environmental factors; paradormancy, promoted by other plant organs; and endodormancy, maintained by internal signals within the bud. Paradormant buds enter endodormancy in response to changes in day length and/or low temperature in autumn, while endo-and eco-dormant phases occur in response to chilling temperatures. The transition from para- to endodormancy is a protective phenomenon for the bud. The epigenetic mechanism that triggers endodormancy is under-researched.


						
In this new study published in Tree Physiology on June 21, 2024, Assistant Professor Takanori Saito and his colleagues explore the epigenetic modifications in chromatin structures and transcriptional changes that enable temperature recognition in 'Fuji' apple axillary buds. The results were further interpreted by deep-learning artificial intelligence (AI) models and statistical analysis. This research was co-authored by Dr. Shanshan Wang, Dr. Katsuya Ohkawa, Dr. Hitoshi Ohara, and Dr. Satoru Kondo from the Graduate School of Horticulture at Chiba University.

One of the objectives of this study was to understand differently expressed genes (DEGs) in the transition phase from para- to endodormancy. Genes related to the cellular response to hypoxia, the defense response to abscisic acid (ABA), and circadian rhythm were activated at the initial stage of bud dormancy. Further, the authors revealed that nucleosome depletion was not correlated with the transcriptional pattern. "In contrast, among the DEGs, although a nucleosome position shift in the putative promoters was observed, a difference in nucleosome occupancy between the upregulated and downregulated genes in most gene bodies was not observed during the axillary bud dormancy phase transition," explains Dr. Saito.

Cis-regulatory elements (CREs) are short DNA sequences that influence gene expression. The authors further examined the relationship between transcriptional changes and CREs using a deep-learning AI model. Elaborating on these results, Dr. Saito says, "CREs related to the cell cycle, circadian rhythm, and the TATA box were found. In particular, the importance of the circadian rhythm for downregulated genes was also concomitant with the transcriptional changes." The data further revealed that COL9 signal were possibly involved in altering CO levels to trigger bud dormancy.

While most AI-based epigenetic studies use large datasets, their model uses a small dataset. Despite this, Bayesian statistical analysis linked epigenetic changes to gene transcription involved in winter bud regulation. The AI approach from this study can enhance epigenetic analysis, particularly for non-model plants with less developed genome databases.

Dr. Saito highlighted, "The collective results of our study using DL showed that the cold-driven circadian rhythm-based machinery in axillary bud dormancy induction is tuned by single-nucleosome oscillations."

Going ahead, these findings can enable the development of more efficient strategies to maintain a sustainable production of crops, plants, and trees to counter the effects of global warming.
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Beetle that pushes dung with the help of 100 billion stars unlocks the key to better navigation systems in drones and satellites | ScienceDaily
An insect species that evolved 130 million years ago is the inspiration for a new research study to improve navigation systems in drones, robots, and orbiting satellites.


						
The dung beetle is the first known species to use the Milky Way at night to navigate, focusing on the constellation of stars as a reference point to roll balls of dung in a straight line away from their competitors.

Swedish researchers made this discovery in 2013 and a decade later, Australian engineers are modelling the same technique used by the dung beetle to develop an AI sensor that can accurately measure the orientation of the Milky Way in low light.

University of South Australia remote sensing engineer Professor Javaan Chahl and his team of PhD students have used computer vision to demonstrate that the large stripe of light that forms the Milky Way is not affected by motion blur, unlike individual stars.

"Nocturnal dung beetles move their head and body extensively when rolling balls of manure across a field, needing a fixed orientation point in the night sky to help them steer in a straight line," Prof Chahl says. "Their tiny compound eyes make it difficult to distinguish individual stars, particularly while in motion, whereas the Milky Way is highly visible."

In a series of experiments using a camera mounted to the roof of a vehicle, the UniSA researchers captured images of the Milky Way while the vehicle was both stationery and moving. Using information from those images they have developed a computer vision system that reliably measures the orientation of the Milky Way, which is the first step towards building a navigation system.

Their findings have been published in the journal Biomimetics.

Lead author UniSA PhD candidate Yiting Tao says the orientation sensor could be a backup method to stabilise satellites and help drones and robots to navigate in low light, even when there is a lot of blur caused by movement and vibration.




"For the next step I want to put the algorithm on a drone and allow it to control the aircraft in flight during the night," Tao says.

The sun helps many insects to navigate during the day, including wasps, dragonflies, honeybees, and desert ants. At night, the moon also provides a reference point for nocturnal insects, but it is not always visible, hence why dung beetles and some moths use the Milky Way for orientation.

Prof Chahl says insect vision has long inspired engineers where navigation systems are concerned.

"Insects have been solving navigational problems for millions of years, including those that even the most advanced machines struggle with. And they've done it in a tiny little package. Their brains consist of tens of thousands of neurons compared to billions of neurons in humans, yet they still manage to find solutions from the natural world."
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Hepatic disease: A camu-camu fruit extract to reduce liver fat | ScienceDaily
A research team from Universite Laval has shown the benefits of camu-camu on non-alcoholic fatty liver disease, which affects over seven million people in Canada. This exotic fruit reduces liver fat levels.


						
Over 12 weeks, thirty participants took either camu-camu extract or a placebo at different times in this randomized clinical trial. Participants underwent magnetic resonance imaging (MRI) to determine fat levels in the liver. Scientists observed a 7.43% reduction in liver lipids when study participants took camu-camu extract. With the placebo, they noted an 8.42% increase in liver fat.

"That's a significant 15.85% difference," says Andre Marette, a professor in the Faculty of Medicine and researcher at the Institut universitaire de cardiologie et de pneumologie de Quebec -- Universite Laval (IUCPQ-ULaval), who led the study.

Polyphenols and the microbiota 

This effect stems from the polyphenols contained in camu-camu and their relationship with the intestinal microbiota. "The microbiota metabolizes the large polyphenol molecules that cannot be absorbed by the intestine, transforming them into smaller molecules that the body can assimilate to decrease liver fat," explains Andre Marette.

His team has identified two potential mechanisms of action for these small polyphenols. "They could reduce lipogenesis, i.e., the formation of lipid droplets in the liver. They could also stimulate lipid degradation by oxidation. A combination of the two mechanisms probably explains the high efficacy of the extract, as we're playing on both sides of the coin," reports Professor Marette, who collaborated with scientists at the Institute of Nutrition and Functional Foods (INAF).

However, the team noted a wide variability in response to camu-camu. "We hypothesize that the initial intestinal microbiota influences the response to polyphenols. If we find the factors involved, we may be able to modify the microbiota and increase the extract efficacy," explains Professor Marette.

Although camu-camu is an exotic fruit, the extract is readily available in capsule form. However, Professor Marette stresses the importance of checking the content of certain polyphenols, as not all commercial products are equivalent.?

Cranberries, which also contain a number of partially different polyphenols, could also have a protective effect. In the future, Professor Marette hopes to investigate whether combining camu-camu and cranberry could have a synergistic effect.

The study was published in the journal Cell Reports Medicine. The other authors are Anne-Laure Agrinier, Arianne Morissette, Laurence Daoust, Theo Gignac, Julie Marois, Thibault V.?Varin, Genevieve Pilon, Eric Larose, Claudia Gagnon, Yves Desjardins, Fernando F Anhe, Anne-Marie Carreau and Marie-Claude Vohl.
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The power of face time: Insights from zebra finch courtship | ScienceDaily
A new study on songbirds sheds light on the power of social interaction to facilitate learning, insights that potentially apply to human development.


						
McGill University researchers discovered that zebra finches deprived of early social experiences could still form strong bonds with a partner later in life. Once placed into cohabitation with a male, females that had never heard a mating song before could quickly develop a preference for his melody.

The findings, published in Proceedings of the Royal Society B: Biological Sciences, challenge the belief that early experiences alone are critical for learning song preference.

"Young humans become attuned to the language they hear most, making it difficult to learn a new language as an adult because some sounds are hard to distinguish. Similarly, female zebra finches need to hear their species' songs when they're young to perceive them correctly. However, our study shows that social interactions later in life can help make up for this missed experience," said senior author Sarah Woolley, an Associate Professor in the Department of Biology.

A bird's-eye view of zebra finch courtship

Zebra finches are small Australian songbirds that often partner for life. Males sing melodies to attract a mate, while females learn which tunes they prefer by listening to adults.

In their experiments, the McGill team captured this courtship ritual on video. They split the zebra finches into groups: birds raised by their mom without exposure to song, and birds raised by both parents. Each group was then either paired with a male or housed with a female and only overheard males singing nearby.




To test song preference, female finches were given the opportunity to pull on strings that triggered different songs from a speaker; it was understood that the more a female pulled a certain string, the stronger her fondness for that melody.

Notably, females only developed an affinity for their partner's song when they lived together. In contrast, females who only overheard males did not form these bonds. This suggests quality time is crucial for forming strong bonds, the researchers said.

Direct social interaction is key

"Think of it as the difference between people chatting over the phone versus spending quality time together. Direct social interaction allows zebra finches to form deeper connections with their mates," said lead author Erin Wall, a PhD graduate in the Integrated Program in Neuroscience. "Females that never see or interact with a male directly become familiar with his voice, but they don't develop a preference for him. They only know his song in the context of him courting someone else," said Wall.

Zebra finches are often studied because they are highly social creatures with complex communication behaviours, making them ideal for research on social interaction and learning. The team's future research will use brain scans to delve into the neural changes associated with pair bonding.

In an increasingly online world, the researchers say these findings could open new avenues of research into the role of face-to-face interaction in learning and social bonds.
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Occupational exposure to particles may increase the risk of chronic kidney disease | ScienceDaily
Exposure to dust and particles at work may increase the risk of chronic kidney disease, a University of Gothenburg study shows. Among Swedish construction workers, followed since the 1970s, the risk was 15% higher among exposed.


						
Chronic kidney disease is the most common form of kidney disease and involves a slow and progressive deterioration of the kidneys' ability to cleanse the body. Harmful substances and fluids that would otherwise have been excreted from the body with the urine are instead retained.

Research in recent years shows that outdoor air pollution particles from sources such as industry, vehicle exhaust and heating may increase the risk of chronic kidney disease. The current study shows that this is also likely to be the case for occupational exposure to particles in the construction industry.

The first author of the study is Karl Kilbo Edlund, a PhD student in occupational and environmental medicine at the Sahlgrenska Academy at the University of Gothenburg:

"We see a clear link between having worked in construction environments with high dust levels and the risk of developing chronic kidney disease before the age of 65. But further studies are required to show whether there is a causal link and to identify the biological mechanisms," he says.

The importance of prevention 

The study, published in the journal Occupational and Environmental Medicine, is based on data from more than 280,000 construction workers who participated in health surveys between 1971 and 1993. The surveys were organized by Bygghalsan, a former occupational health service for the construction industry.




The results reveal that construction workers exposed to dust and particles were about 15% more likely to be diagnosed with chronic kidney disease and receive medical treatment to replace lost kidney function. However, the increased risk did not persist beyond retirement age.

The study is part of a research project about particles and kidney disease, funded by the Swedish Research Council Forte, which focuses on health, working life and welfare. The project leader is Leo Stockfelt, Associate Professor of Occupational and Environmental Medicine at Sahlgrenska Academy, University of Gothenburg:

"Chronic kidney disease is a serious disease that has a major impact on an individual's quality of life, increasing the risk of secondary diseases and leading to high healthcare costs. Primary prevention is therefore of great importance," he says.

More to do on occupational health and safety

Improvements in workplace emissions and the use of personal protective equipment have reduced the occupational exposure of construction workers to particulate matter over the period studied, from the 1970s to the 1990s. This is believed to have contributed to a reduction in kidney disease, but according to the researchers, more needs to be done to improve the occupational environment within the construction industry.

The study is the first to investigate the risk of kidney disease in construction workers, using registry data from Bygghalsan as a basis. The material, managed by Umea University, has been used in several previous studies on occupational environment and health within the construction industry.

The next step for the research team will be to study the link between dust and particle exposure and kidney disease in further groups, to see if the results can be confirmed and to better identify the mechanisms.
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AI approach to drought zoning | ScienceDaily
How will climate change impact Canada, home to the largest number of lakes in the world?


						
A recent study by the University of Ottawa and Laval University shows that climate change may cause many areas in Canada to experience significant droughts by the end of the century. In response, the researchers have introduced an advanced AI-based method to map drought-prone regions nationwide.

The research was conducted by a dedicated team of highly qualified personnel (HQP) under the supervision of Associate Professor Hossein Bonakdari, from uOttawa's Department of Civil Engineering, in collaboration with Professor Silvio Gumiere from Laval University. The project is supported by funding from the Natural Sciences and Engineering Research Council of Canada (NSERC) through the Discovery Grant program and the Quebec government's Fonds de Recherche du Quebec -- Nature et Technologies.

"Drought is a significant threat to Canada, impacting agriculture, water resources and ecosystems," explains Professor Bonakdari, lead researcher on the project. "Our research provides a detailed analysis of historical drought patterns and projections for future drought trends, allowing for more informed decision-making in climate resilience planning."

The study offers a crucial and detailed understanding of how climate change will reshape Canada's environmental landscape, particularly with respect to precipitation patterns, temperature increases and drought frequency. The findings reveal that:
    	Northern (Nunavut, Northwest Territories, Yukon) and central regions (Saskatchewan, Alberta) are projected to face the most severe drought conditions.
    	Coastal and eastern provinces may experience less severe, but still significant, changes.
    	Under extreme climate scenarios, nearly half of Canada could be affected by severe drought by 2100.

This study uses deep-learning techniques and integrates data from the Canadian Drought Monitor (CDM) and ERA5-Land to analyze historical drought patterns and to project future trends up to 2100. According to Professor Bonakdari, "this innovative approach fills data gaps and enables robust projections under different climate change scenarios outlined by the sixth Intergovernmental Panel on Climate Change (IPCC) report. The ability to accurately forecast drought areas in Canada using AI is a significant advancement in climate resilience planning."

Key messages for the public include:
    	Surprising fact: Drought in Canada isn't just a southern problem. Northern areas, like Nunavut, Northwest Territories, and Yukon, are expected to face severe drought conditions in the coming decades.
    	Myth debunked: Stable precipitation does not mean no drought. Even with stable precipitation, rising temperatures will exacerbate drought conditions across Canada.
    	Critical insight: The severity of future droughts and temperature increases will depend on current actions. Robust climate policies and adaptation strategies are urgently needed to mitigate these impacts.
    	Urgency in Northern regions: Northern regions, often overlooked in climate discussions, are among the most vulnerable. The projected temperature increases and intensified droughts in these areas highlight the need for targeted climate action.

This study, published in Climate Journal, offers useful insights for policymakers, resource managers and stakeholders throughout Canada. By recognizing differences in regional drought risks and the impact of rising temperatures, they can take proactive steps to safeguard Canadian communities and ecosystems amidst a changing climate.
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Engineered Bacteria make thermally stable plastics similar to polystyrene and PET | ScienceDaily
Bioengineers around the world have been working to create plastic-producing microbes that could replace the petroleum-based plastics industry. Now, researchers from Korea have overcome a major hurdle: getting bacteria to produce polymers that contain ring-like structures, which make the plastics more rigid and thermally stable. Because these molecules are usually toxic to microorganisms, the researchers had to construct a novel metabolic pathway that would enable the E. coli bacteria to both produce and tolerate the accumulation of the polymer and the building blocks it is composed of. The resulting polymer is biodegradable and has physical properties that could lend it to biomedical applications such as drug delivery, though more research is needed. The results are presented August 21 in the Cell Press journal Trends in Biotechnology.


						
"I think biomanufacturing will be a key to the success of mitigating climate change and the global plastic crisis," says senior author Sang Yup Lee, a chemical and biomolecular engineer at the Korea Advanced Institute of Science and Technology. "We need to collaborate internationally to promote bio-based manufacturing so that we can ensure a better environment for our future."

Most plastics that are used for packaging and industrial purposes contain ring-like "aromatic" structures -- for example, PET and polystyrene. Previous studies have managed to create microbes that can produce polymers made up of alternating aromatic and aliphatic (non-ring-like) monomers, but this is the first time that microbes have produced polymers made up entirely of monomers with aromatic sidechains.

To do this, the researchers first constructed a novel metabolic pathway by recombining enzymes from other microorganisms that enabled the bacteria to produce an aromatic monomer called phenyllactate. Then, they used computer-simulations to engineer a polymerase enzyme that could efficiently assemble these phenyllactate building blocks into a polymer.

"This enzyme can synthesize the polymer more efficiently than any of the enzymes available in nature," says Lee.

After optimizing the bacteria's metabolic pathway and the polymerase enzyme, the researchers grew the microbes in 6.6 L (1.7 gallon) fermentation vats. The final strain was capable of producing 12.3 g/L of the polymer (poly(D phenyllactate)). To commercialize the product, the researchers want to increase the yield to at least 100 g/L.

"Based on its properties, we think that this polymer should be suitable for drug delivery in particular," says Lee. "It's not quite as strong as a PET, mainly because of the lower molecular weight."

In future, the researchers plan to develop additional types of aromatic monomers and polymers with various chemical and physical properties -- for example, polymers with the higher molecular weights required for industrial applications. They're also working to further optimize their method so that it can be scaled up.

"If we put more effort into increasing the yield, then this method might be able to be commercialized at a larger scale," says Lee. "We're working to improve the efficiency of our production process as well as the recovery process, so that we can economically purify the polymers we produce."

This research was supported by the National Research Foundation, the Korean Ministry of Science, and ICT.
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Benefits and downside of fasting | ScienceDaily
Low-calorie diets and intermittent fasting have been shown to have numerous health benefits: They can delay the onset of some age-related diseases and lengthen lifespan, not only in humans but many other organisms.


						
Many complex mechanisms underlie this phenomenon. Previous work from MIT has shown that one way fasting exerts its beneficial effects is by boosting the regenerative abilities of intestinal stem cells, which helps the intestine recover from injuries or inflammation.

In a study of mice, MIT researchers have now identified the pathway that enables this enhanced regeneration, which is activated once the mice begin "refeeding" after the fast. They also found a downside to this regeneration: When cancerous mutations occurred during the regenerative period, the mice were more likely to develop early-stage intestinal tumors.

"Having more stem cell activity is good for regeneration, but too much of a good thing over time can have less favorable consequences," says Omer Yilmaz, an MIT associate professor of biology, a member of MIT's Koch Institute for Integrative Cancer Research, and the senior author of the new study.

Yilmaz adds that further studies are needed before forming any conclusion as to whether fasting has a similar effect in humans.

"We still have a lot to learn, but it is interesting that being in either the state of fasting or refeeding when exposure to mutagen occurs can have a profound impact on the likelihood of developing a cancer in these well-defined mouse models," he says.

MIT postdocs Shinya Imada and Saleh Khawaled are the lead authors of the paper, which will appear in Nature.




Driving regeneration

For several years, Yilmaz's lab has been investigating how fasting and low-calorie diets affect intestinal health. In a 2018 study, his team reported that during a fast, intestinal stem cells begin to use lipids as an energy source, instead of carbohydrates. They also showed that fasting led to a significant boost in stem cells' regenerative ability.

However, unanswered questions remained: How does fasting trigger this boost in regenerative ability, and when does the regeneration begin?

"Since that paper, we've really been focused on understanding what is it about fasting that drives regeneration," Yilmaz says. "Is it fasting itself that's driving regeneration, or eating after the fast?"

In their new study, the researchers found that stem cell regeneration is suppressed during fasting but then surges during the refeeding period. The researchers followed three groups of mice -- one that fasted for 24 hours, another one that fasted for 24 hours and then was allowed to eat whatever they wanted during a 24-hour refeeding period, and a control group that ate whatever they wanted throughout the experiment.

The researchers analyzed intestinal stem cells' ability to proliferate at different time points and found that the stem cells showed the highest levels of proliferation at the end of the 24-hour refeeding period. These cells were also more proliferative than intestinal stem cells from mice that had not fasted at all.




"We think that fasting and refeeding represent two distinct states," Imada says. "In the fasted state, the ability of cells to use lipids and fatty acids as an energy source enables them to survive when nutrients are low. And then it's the postfast refeeding state that really drives the regeneration. When nutrients become available, these stem cells and progenitor cells activate programs that enable them to build cellular mass and repopulate the intestinal lining."

Further studies revealed that these cells activate a cellular signaling pathway known as mTOR, which is involved in cell growth and metabolism. One of mTOR's roles is to regulate the translation of messenger RNA into protein, so when it's activated, cells produce more protein. This protein synthesis is essential for stem cells to proliferate.

The researchers showed that mTOR activation in these stem cells also led to production of large quantities of polyamines -- small molecules that help cells to grow and divide.

"In the refed state, you've got more proliferation, and you need to build cellular mass. That requires more protein, to build new cells, and those stem cells go on to build more differentiated cells or specialized intestinal cell types that line the intestine," Khawaled says.

Too much of a good thing

The researchers also found that when stem cells are in this highly regenerative state, they are more prone to become cancerous. Intestinal stem cells are among the most actively dividing cells in the body, as they help the lining of the intestine completely turn over every five to 10 days. Because they divide so frequently, these stem cells are the most common source of precancerous cells in the intestine.

In this study, the researchers discovered that if they turned on a cancer-causing gene in the mice during the refeeding stage, they were much more likely to develop precancerous polyps than if the gene was turned on during the fasting state. Cancer-linked mutations that occurred during the refeeding state were also much more likely to produce polyps than mutations that occurred in mice that did not undergo the cycle of fasting and refeeding.

"I want to emphasize that this was all done in mice, using very well-defined cancer mutations. In humans it's going to be a much more complex state," Yilmaz says. "But it does lead us to the following notion: Fasting is very healthy, but if you're unlucky and you're refeeding after a fasting, and you get exposed to a mutagen, like a charred steak or something, you might actually be increasing your chances of developing a lesion that can go on to give rise to cancer."

Yilmaz also noted that the regenerative benefits of fasting could be significant for people who undergo radiation treatment, which can damage the intestinal lining, or other types of intestinal injury. His lab is now studying whether polyamine supplements could help to stimulate this kind of regeneration, without the need to fast.

The research was funded in part by a Pew-Stewart Trust Scholar award, the Marble Center for Cancer Nanomedicine, the Koch Institute-Dana Farber/Harvard Cancer Center Bridge Project, and the MIT Stem Cell Initiative.
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Self-repairing mitochondria use novel recycling system | ScienceDaily
Mitochondria, the so-called "powerhouse of the cell," depend on a newly discovered recycling mechanism identified by scientists at The Hospital for Sick Children (SickKids).


						
Mitochondria are tiny structures inside of cells that carry out a wide range of critical functions, including generating energy to help keep cells healthy. Every mitochondrion has two layers of membranes: the outer membrane and the inner membrane. On the inner membrane, folds called cristae contain proteins and molecules needed for energy production. When cristae are damaged, there can be a negative impact on an entire cell.

"Our research shows, for the first time, that mitochondria are able to recycle a localized injury, removing damaged cristae, and then function normally afterward," says Dr. Nicola Jones, Staff Physician and Senior Scientist in the Cell Biology program at SickKids and lead of the study published in Nature.

In addition to being essential to keeping mitochondria healthy, the research team believe this mechanism could present a future target for the diagnosis and treatment of conditions characterized by mitochondrial dysfunction, including infection, fatty liver disease, aging, neurodegenerative conditions and cancer.

The mechanisms of mitochondrial recycling

In cells, structures called lysosomes act as recycling centers that can digest different kinds of molecular material. With state-of-the art microscopes at the SickKids Imaging Facility, Dr. Akriti Prashar, a postdoctoral fellow in Jones' lab and first author on the paper, identified that a mitochondria's damaged crista can squeeze through its outer membrane to have a lysosome directly engulf it and break it down successfully.

The researchers named the novel process VDIM formation, which stands for vesicles derived from the inner mitochondrial membrane. By removing damaged cristae through VDIMs, cells can prevent harm from spreading to the rest of the mitochondria and the whole cell.




"We believe that VDIMs could be a way of protecting cells from health conditions that affect mitochondria, such as cancer and neurodegeneration," Prashar says.

A new process: VDIM formation

The research team, including scientists at the Francis Crick Institute and Johns Hopkins University, found that forming a VDIM involved several steps and molecules. First, a damaged crista releases a signal that activates a channel on the nearby lysosome to allow calcium to flow out of the lysosome. Calcium then activates another channel on the outer membrane of the mitochondria to form a pore and allow damaged cristae to squeeze out of the mitochondria into the lysosome, which digests the damaged material -- something that has never been seen before. By recycling just the damaged crista, mitochondria can continue its regular function.

"Understanding this process gives us insight into how mitochondria stay healthy, which is important to everyone's overall health and longevity," says Prashar.

Future research will explore how altering VDIM formation could improve symptoms or even prevent health conditions caused by underperforming or damaged mitochondria.

This research was funded by Canadian Institutes of Health Research (CIHR) and a SickKids Restracomp fellowship.
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Mobile species are 'glue' which connect different habitats together | ScienceDaily
A groundbreaking study conducted across 30 field sites in the southwest UK has revealed the importance of incorporating varied habitats into the landscape at large.


						
The research, published today in Nature and led by ecologists at the University of Bristol, addresses critical questions in conservation and land management, shedding new light on species interactions and how food chains operate across multiple habitats.

The study found significant differences in food web structures among landscapes with one, two, or three habitats, including a more evenly distributed abundance of species. Multi-habitat landscapes host a higher number of species, including habitat specialists, leading to greater overall biodiversity.

Lead author Dr Talya Hackett, who ran the project from Bristol's School of Biological Sciences and is currently at University of Oxford, explained: "Conservation and restoration projects increasingly focus on landscape-scale efforts, however, data on species interactions are often limited to specific habitats, such as woodlands, farmland or urban areas."

The team found that multiple habitats demonstrated enhanced resistance to species loss, offering unexpected insights into ecosystem stability. They also discovered improved ecological functions since multi-habitat landscapes were associated with better pollination services, likely due to the complementary roles of diverse pollinator communities.

Project leader and co-lead author Professor Jane Memmott explained: "Landscapes are more than the sum of their parts; they exhibit properties such as increased buffering against species loss and improved pollination that cannot be predicted from the component habitats."

The study's outcomes suggest a shift in conservation strategies. Traditional management plans often focus on specific habitats, such as prairie restoration, wetland creation, or linking the same habitats together. However, the findings underscore the importance of also maintaining multi-habitat landscapes to enhance biodiversity conservation. The interconnectedness of habitats, facilitated by mobile species that depend on multiple environments, creates a more robust and functional ecosystem.




Co-author Dr Alix Sauve, research associate on this project, added: "Knowing how habitats work together is key when acquiring new nature reserves for instance. The landscape context of candidate sites should be considered to leverage ecosystem functioning and their stability in the long run."

Researchers compared the structure and function of food webs in landscapes with varying numbers of habitats. The study involved sampling plants, herbivorous insects, and their parasitoids, as well as pollinators, across six different habitat types. Over 11,000 species interactions were documented. A field experiment further assessed pollination efficiency using wild strawberries as a test plant, revealing the positive impact of habitat diversity on pollination.

The team now plans to explore the effects of specific habitat combinations and their compatibility. Further research may also examine other ecological functions, such as seed dispersal and decomposition, in multi-habitat landscapes. These studies could also have significant implications for agricultural practices, potentially enhancing food production and pest control, and ecosystem health.

This study highlights the complex and interdependent nature of ecosystems at the landscape scale.

Professor Memmott concluded: "Mobile species effectively glue the various habitats together, underscoring the intricate connections that sustain biodiversity and ecosystem services."
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Hydropower generation projected to rise, but climate change brings uncertain future | ScienceDaily
In a new study assessing how climate change might alter hydropower generation across the continental United States, researchers show that except for some parts of the Southwest, hydropower generation is expected to rise in the future.


						
The analysis also shows that in the Pacific Northwest in the future, less water will be stored in the mountains as snowpack in the winter as warmer temperatures bring more rain. This seasonal shift will challenge water managers and grid operators to rebalance how and when to use dams to produce electricity.

"We know the climate is changing and we know that'll affect how much water will be available to produce hydropower," said Daniel Broman, a hydro-climatologist at the Department of Energy's Pacific Northwest National Laboratory and lead author on the new paper. "Our research provides a consistent look across the country, so even if water and energy planners are only looking ahead regionally, our data can provide a broader outlook."

The new study published on August 8 in Environmental Research Letters.

How climate change affects hydropower

Water flows through 2,250 hydropower facilities across the United States, contributing 6% of the country's electricity. Hydropower dominates in the Pacific Northwest, providing 60% of energy in the region. Dam operations don't just consider power, they also consider flood control, transportation routes and water for irrigation and support fisheries and natural ecosystems. So, understanding how water availability will change in the future is important for water managers when planning for their various resource needs.

To support this planning, DOE periodically releases a report known as the 9505 Assessment (referring to Section 9505 of the SECURE Water Act). The report provides a detailed assessment of climate change's effects on hydropower facilities. The third of these reports was delivered to Congress in December of 2023.




But that report only includes 132 facilities, all federally owned. The power they generate makes up 46% of the nation's hydropower capacity, said study coauthor Nathalie Voisin, chief scientist for water-energy dynamics at PNNL and a lead researcher on the project. To better understand how climate change may affect hydropower generation across the entire continental United States, the researchers added streamflow and hydropower generation data from an additional 1,412 non-federal facilities.

The researchers teamed up with colleagues at DOE's Oak Ridge National Laboratory, who have developed models that show how climate change might alter the timing and volume of water flow in streams and rivers over the next few decades. The PNNL team then ran that water flow data through models that captured the multiple uses of water and calculated hydropower generation for two time periods: a near-term period spanning 2020-2039 and a midterm period spanning 2040-2059.

The team found that hydropower production generally increases about 5% in the near term and 10% in the midterm across the continental United States. This could be because climate models generally show an increase in precipitation as Earth warms.

Only one part of the country saw an average decrease in hydropower generation: in some parts of the Southwest, which is already facing drought, the models project a slight decrease in hydropower production between 3-6% in the near term.

Broman stressed that because the future of climate change is uncertain, the range of possible outcomes for hydropower generation is large. For example, between 2020-2039, hydropower generation could change between -5-21% while in later years it could change -4-28%.

Seasonal changes could also have big implications for how water is managed across the country, Broman said.




Hydropower changes by season

In the winter, the team found that hydropower generation may rise 12% in the near term and 18% in the midterm across the United States. Similarly, increased rainfall during the fall may lead to a near-term 5-20% rise in hydropower production in the Southeast, as well as smaller increases in the Northeast and Midwest.

But some of the biggest hydropower generation changes may occur in the summer, especially in the West. In the summer, hydropower generation may decrease 1-5% in the western region of the country, while higher precipitation may increase hydropower generation in the eastern areas by 1-5%, both in the near-term.

Historically, mountain snowpack in the West has stored water until the late spring and summer. When the snow melts, that water generates more electricity. Now, due to increased temperatures, less snow accumulates on mountains and melts earlier in the year. The early snowmelt and shift toward rain in the winter means hydropower generates more electricity during the winter and less in the following spring and summer.

"Snow is storage. If the snow melts earlier, it changes the timing and volume of water availability," Voisin said. "And because temperatures are rising overall, the hydropower availability and energy demand might not be in sync."

The future of hydropower

Voisin stressed that even if hydropower generation declines in certain seasons, it still offers a reliable source of energy for the power grid. Like a coal or gas plant, hydropower can be dispatched as needed and provide stability to the grid as a whole -- highlighting its flexibility as a renewable energy source.

Broman and Voisin hope that power system operators and water managers can use the new consistent multiscale assessment and the accompanying data to inform water-energy tradeoffs discussions, such as hydropower flexibility needs amid other societal benefits of water uses.

With climate change bringing an uncertain future, historical records don't necessarily reflect what the next few decades may bring, Broman said. What's more, "utilities may be thinking about hydropower generation under climate change for their own region, but the electricity grid is bigger than that."

This work was supported by the DOE Office of Energy Efficiency & Renewable Energy's Water Power Technologies Office as a part of the SECURE Water Act Section 9505 Assessment.
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Surprising mechanism for removing dead cells identified | ScienceDaily
Billions of our cells die every day to make way for the growth of new ones. Most of these goners are cleaned up by phagocytes -- mobile immune cells that migrate where needed to engulf problematic substances. But some dying or dead cells are consumed by their own neighbors, natural tissue cells with other primary jobs. How these cells sense the dying or dead around them has been largely unknown.


						
Now researchers from The Rockefeller University have shown how the sensor system operates in hair follicles, which have a well-known cycle of birth, decay, and regeneration put into motion by hair follicle stem cells (HFSCs). In a new study published in Nature, they demonstrate that a duo of sensors works in tandem to pick up signals from both dying and living HFSCs, removing debris before tissue damage can occur and ceasing operation before healthy cells are consumed.

"The system is seemingly spatially tuned to the presence of corpses, and it only functions when each receptor picks up the signal is attuned to," says first author Katherine Stewart, a research associate in the Robin Chemers Neustein Laboratory of Mammalian Cell Biology and Development at Rockefeller. "If one of them disappears, the mechanism stops operating. It's a really beautiful way to keep the area clean without consuming healthy cells."

"By diverting their attention towards eating their dying neighbors, HFSCs keep inflammation-generating immune cells away," says Elaine Fuchs, head of the lab. "They also likely benefit from these extra calories, but as soon as the debris is cleared, they must quickly return to their jobs of maintaining the stem cell pool and making the body's hair."

Following the cycle

Every single hair follicle on your head goes through a specific cycle: growth, destruction, rest, and -- as seen in your shower drain -- shedding.

To initiate the process, hair follicle stem cells (HFSCs), located in the "bulge" of the follicle's upper root sheath, signal to epithelial and mesenchymal cells, sparking growth. This stage takes its time, lasting from two to six years.




The destructive, or catagen, stage that follows is brief but intense, obliterating about 80% of the hair follicle in just a few weeks. The process begins at the follicle base and works its way upwards towards the HFSC niche. The result is a mass of dying and dead cells that need removal to prevent the resulting decay from triggering inflammatory or autoimmune responses.

Normally this would be the job of phagocytes like macrophages, but few are found in the hair follicle, meaning it must fall to local epithelial cells to keep things tidy. Stewart wanted to determine the chemical communication that manages the process.

Dynamic duo

She and her colleagues took a closer look at the catagen phase in mouse hair follicles, whose hair cycle is short and synchronous across the hair coat. It's only at the later stage of catagen that the death signals originating in the follicle base finally reach the spot where undifferentiated stem cells reside. It had long been thought that stem cells were spared from the destruction, but surprisingly, the team found that some do die -- and are engulfed by their neighbors.

Stewart discovered that the clearing out can only begin when two receptors are both activated in the healthy cells. The first, called RXRa, detects the presence of lipids, one of several well-known "find me" signals secreted by a dying cell. The second, called RARg, senses growth-promoting retinoic acid secreted by healthy cells.

Neither can activate the cleanup process alone. "A dying cell triggers the mechanism to begin, and when there are no dead cells left, the lipid signal disappears, leaving only the retinoic acid signal from the healthy cells," Stewart says. "This tells the program to dampen back down. It's so elegant in its simplicity."

They also documented that macrophages were slow to migrate to the region, showing up as much as four days after cell death. "It's been pretty broadly thought that professional phagocytes eventually swoop in and do the heavy cleanup, and that non-motile cells were a sort of backup system," she says. "I was very surprised to find that the hair follicle stem cells were actually the first responders, especially because mouse skin is fairly well-endowed with macrophages, so they're not even that far away."




They also found that tissue damage occurred when the HFSCs were prevented from clearing dying cells and left the work to the macrophages. This raises the possibility that genetic defects in this process might contribute to human skin pathologies, including inflammation and hair loss.

Positive or negative?

The HFSCs that consumed nearby dying cells -- some ate as many as six of their neighbors -- may benefit from ingesting the cells' proteins, nucleic acids, solutes, and lipids. If that's the case, the perks remain to be understood -- a subject the Fuchs lab will investigate in the future.

"It's possible that they can use that material to fuel their own growth or benefit from it in some other way," Stewart says, "but it's equally possible that it has negative effects. Maybe they're too occupied with digesting all this material to take care of their normal duties."

The findings have applications beyond the hair follicle, because it is only one of several areas of the body where there are few professional phagocytes around. In regions of the brain, breasts, and lungs, for example, epithelial and mesenchymal tissue cells, including stem cells, moonlight as ersatz phagocytes.

"We often use the phrase 'you are what you eat,'" adds Fuchs. "For our body's stem cells, this may be their way of keeping tissues fit by clearing out naturally dying cells and guarding against inflammation."
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Sharing risk to avoid power outages in an era of extreme weather | ScienceDaily
This summer's Western heat waves raise the specter of recent years' rotating power outages and record-breaking electricity demand in the region. If utilities across the area expanded current schemes to share electricity, they could cut outage risks by as much as 40%, according to new research by the Climate and Energy Policy Program at the Stanford Woods Institute for the Environment. The study highlights how such a change could also help ensure public opinion and policy remain favorable for renewable energy growth. It comes amid debate over initiatives like the West-Wide Governance Pathways Initiative, an effort led by Western regulators to create a multi-state grid operations and planning organization.


						
"Extreme weather events disregard state and electric utilities' boundaries, and so will the solution needed to mitigate the impact," said study co-author Mareldi Ahumada-Paras, a postdoctoral scholar in energy science and engineering in the Stanford Doerr School of Sustainability."Greater regional cooperation can benefit reliability under wide-spread stress conditions."

The new abnormal

Across the West, electricity providers are struggling with three new realities. Demand and resource availability are becoming harder to predict because of factors ranging from more frequent and widespread weather extremes to the proliferation of rooftop solar installations to more frequent and widespread weather extremes. Rapid growth of renewable energy, such as wind and solar, along with energy storage options requires new operating and planning strategies for meeting demand. On top of these trends, a patchwork of state and federal clean energy goals creates different incentives that influence utilities' operation and planning differently.

"New grid management approaches can capitalize on the opportunities created by our rapidly changing electricity system and address increasing stress from extreme heat, drought, and other climate-related events," said study co-author Michael Mastrandrea, research director of the Climate and Energy Policy Program.

The study focuses on the power grid that stretches from the West Coast to the Great Plains and from western Canada to Baja California. In recent years, extreme heat events and severe droughts have put major demand stresses on the grid and reduced hydropower availability.

The researchers used power system optimization models to simulate grid operations under stress conditions based on those experienced during a 2022 California heat wave that saw record-breaking energy demand. Their simulations demonstrated that expanding the area of cooperation could reduce the risk of power outages by as much as 40%, reduce the amount of unserved energy -- when electricity demand exceeds supply -- by more than half, and increase reliability.




Policy and public opinion

The researchers refer to these estimates as "illustrative and directional" because incomplete information makes it hard to precisely simulate how those responsible for ensuring power system reliability within specific service territories will respond to stress conditions. Still, the results highlight how expanded cooperation among utilities can improve responses to local shortages and excesses, offer greater flexibility in managing unexpected disruptions and balancing supply and demand, and ensure reliable electricity supply during extreme weather events.

Expanded cooperation among utilities could also maximize the value of the region's growing renewable energy portfolio, according to the researchers. Renewable power generation, such as wind and solar, can be variable since the wind doesn't always blow and the sun only shines so many hours per day. Expanding cooperation across a larger geographic area can ensure that renewable power generation is used (or stored for later) when it is available. Critics of these sources are also likely to blame them for major power outages, according to the researchers, feeding a narrative that could sour public opinion and lead to policies slowing the adoption or expansion of clean energy.

"Our work shows how greater cooperation isn't just about dollars and cents for utilities and their customers," said study co-author Michael Wara, director of the Climate and Energy Policy Program at the Stanford Woods Institute for the Environment. "It's about keeping the lights on as we confront the challenge of the energy transition and the growing impacts of climate change."

Wara and Mastrandrea are also senior director for policy and director for policy, respectively, in the Stanford Doerr School of Sustainability's Sustainability Accelerator.
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Compound in rosemary extract can reduce cocaine sensitivity | ScienceDaily
A team of researchers led by the University of California, Irvine has discovered that an antioxidant found in rosemary extract can reduce volitional intakes of cocaine by moderating the brain's reward response, offering a new therapeutic target for treating addiction.


						
The study, recently published online in the journal Neuron, describes team members' focus on a region of the brain called the globus pallidus externus, which acts as a gatekeeper that regulates how we react to cocaine. They discovered that within the GPe, parvalbumin-positive neurons are crucial in controlling the response to cocaine by changing the activity neurons releasing the pleasure molecule dopamine.

"There are currently no effective therapeutics for dependence on psychostimulants such as cocaine, which, along with opioids, represent a substantial health burden," said corresponding author Kevin Beier, UC Irvine associate professor of physiology and biophysics. "Our study deepens our understanding of the basic brain mechanisms that increase vulnerability to substance use disorder-related outcomes and provides a foundation for the development of new interventions."

Findings in mice revealed that globus pallidus externus parvalbumin-positive cells, which indirectly influence the release of dopamine, become more excitable after being exposed to cocaine. This caused a drop in the expression of certain proteins that encode membrane channels that usually help keep the globus pallidus cell activity in check. Researchers found that carnosic acid, an isolate of rosemary extract, selectively binds to the affected channels, providing an avenue to reduce response to the drug in a relatively specific fashion.

"Only a subset of individuals are vulnerable to developing a substance use disorder, but we cannot yet identify who they are. If globus pallidus cell activity can effectively predict response to cocaine, it could be used to measure likely responses and thus serve as a biomarker for the most vulnerable," Beier said. "Furthermore, it's possible that carnosic acid could be given to those at high risk to reduce the response to cocaine."

The next steps in this research include thoroughly assessing negative side effects of carnosic acid and determining the ideal dosage and timing. The team is also interested in testing its efficacy in reducing the desire for other drugs and in developing more potent and targeted variants.

In addition to UC Irvine researchers, scientists from the University of West Virginia and the University of Colorado participated in the study.

This work was supported by grants from the National Institutes of Health, One Mind, the Alzheimer's Association, New Vision Research, BrightFocus Foundation, and the Brain & Behavior Research Foundation.
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Renewable energy policies provide benefits across state lines | ScienceDaily
While the U.S. federal government has clean energy targets, they are not binding. Most economically developed countries have mandatory policies designed to bolster renewable electricity production. Because the U.S. lacks an enforceable federal mandate for renewable electricity, individual states are left to develop their own regulations.


						
Marilyn Brown, Regents' and Brook Byers Professor of Sustainable Systemsin Georgia Tech's School of Public Policy; Shan Zhou, an assistant professor at Purdue University and Georgia Tech Ph.D. alumna; and Barry Solomon, a professor emeritus of environmental policy at Michigan Technological University, investigated how clean electricity policies affect not only the states that adopt them, but neighboring states as well. Using data-driven comparisons, the researchers found that the impact of these subnational clean energy policies is far greater -- and more nuanced -- than previously known.

Their research was recently published in the journal Proceedings of the National Academy of Sciences.

"Analysts are asking if the U.S. should have a federal renewable mandate to put the whole country on the same page, or if individual state policies are sufficient," Brown said. "To answer that question, it is useful to know if states with renewable energy policies are influencing those without them."

Brown, Solomon, and Zhou examined a common clean energy policy tool: the Renewable Portfolio Standard (RPS). Adopted by more than half of U.S. states, RPSs are regulations requiring a state's utility providers to generate a certain percentage of their electricity from renewable resources, such as wind or solar. Many of these standards are mandatory, with utility companies facing fines if they fail to reach targets within a given time.

To investigate the influence of these policies across state lines, the researchers first created a dataset that included 31 years (1991-2021) of annual renewable electricity generation data for 48 U.S. states and the District of Columbia. They then used the dataset to generate pairs of states linking each state to its geographic neighbors or electricity trading partners, allowing them to examine the influence of the RPS policy adopted by one of the pair on the renewable energy generation of the other -- a total of 1,519 paired comparisons.

"By only looking at the pairs, we can see if an RPS in one state directly affects renewable electricity generation in another state, and, if that's the case, whether it is because they are geographic neighbors or if it's because they are participating in the same wholesale electricity market," Zhou said.




Looking into the electricity market is important, because states often purchase electricity from other states through wholesale markets rather than exclusively producing their own power, and the purchased power can be generated from renewables. Utilities in some states may be allowed to meet their own RPS requirements by purchasing renewable energy credits based on the renewable electricity generated in other states.

In their analyses, the team also considered the concept of "policy stringency." A stringency measure evaluates a state's renewable electricity targets relative to the amount currently produced in the state. For example, if a state requires electric utilities to generate 30% of their electricity from renewable sources by 2030 and the state already has 25%, it isn't a very stringent policy. On the other hand, if a state has a 30% target and only uses 10% renewables currently, it has a more ambitious and stringent RPS.

Though policy experts have used the metric in related work for over a decade, the research team improved the design.

"Our stringency variable includes interim targets as well as the existing share of renewable energy generation," Solomon said.

The team found that the amount of renewable electricity generation in a state is not only influenced by whether that state has its own RPS, but also by the RPS policies of neighboring states.

"We also learned that the stronger a neighboring state's RPS policy is, the more likely a given state is to generate more renewable electricity," Brown said. "It's all a very interactive web with many co-benefits."

The authors were surprised to find that a given state's electricity trading partners did not hold the most influence over renewable generation, but rather the geographical proximity to RPS states. They suggest that past RPS policy research focusing on within-state impacts likely underestimated an RPS's full impact. While the researchers have not yet identified all factors that can cause spillover effects, they plan to investigate this further.

"The spillover effect is very significant and should not be overlooked by future research, especially for states without RPSs," Zhou said. "For states without policies, their renewable electricity generation is very heavily influenced by their neighbors."
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Researchers teaching artificial intelligence about frustration in protein folding | ScienceDaily
Scientists have found a new way to predict how proteins change their shape when they function, which is important for understanding how they work in living systems. While recent artificial intelligence (AI) technology has made it possible to predict what proteins look like in their resting state, figuring out how they move is still challenging because there is not enough direct data from experiments on protein motions to train the neural networks.


						
In a new study published in the Proceedings of the National Academy of Sciences  on Aug.20, Rice University's Peter Wolynes and his colleagues in China combined information about protein energy landscapes with deep-learning techniques to predict these movements.

Their method improves AlphaFold2 (AF2), a tool that predicts static protein structures by teaching it to focus on "energetic frustration." Proteins have evolved to minimize energetic conflicts between their parts, so they can be funneled toward their static structure. Where conflicts persist, there is said to be frustration.

"Starting from predicted static ground-state structures, the new method generates alternative structures and pathways for protein motions by first finding and then progressively enhancing the energetic frustration features in the input multiple sequence alignment sequences that encode the protein's evolutionary development," said Wolynes, the D.R. Bullard-Welch Foundation Professor of Science and study co-author.

The researchers tested their method on the protein adenylate kinase and found that its predicted movements matched experimental data. They also successfully predicted the functional movements of other proteins that change shape significantly.

"Predicting the three-dimensional structures and motions of proteins is integral to understanding their functions and designing new drugs," Wolynes said.

The study also examined how AF2 works, showing that combining physical knowledge of the energy landscape with AI not only helps predict how proteins move but also explains why the AI overpredicts structural integrity, leading only to the most stable structures.




The energy landscape theory, which Wolynes and his collaborators have worked with over the decades, is a key part of this method, but recent AI codes were trained to predict only the most stable protein structures and ignore the different shapes proteins might take when they function.

The energy landscape theory suggests that while evolution has sculpted the protein's energy landscape where they can fold into their optimal structures, deviations from a perfectly funneled landscape that otherwise guides the folding, called local frustration, are essential for protein functional movements.

By pinpointing these frustrated regions, the researchers taught the AI to ignore those regions in guiding its predictions, thereby allowing the code to predict alternative protein structures and functional movements accurately.

Using a frustration analysis tool developed within the energy landscape framework, researchers identified frustrated and therefore flexible regions in proteins.

Then by manipulating the evolutionary information in the aligned protein family sequences used by AlphaFold and in accordance with the frustration scores, the researchers taught the AI to recognize these frustrated regions, enabling accurate predictions of alternative structures and pathways between them, said Wolynes.

"This research underscores the significance of not forgetting or abandoning physics-based methods in the post-AlphaFold era, where the emphasis has been on agnostic learning from experimental data without any theoretical input," Wolynes said. "Integrating AI with biophysical insights will significantly impact future practical applications, including drug design, enzyme engineering and understanding disease mechanisms."

Other authors include Xingyue Guana, Wei Wanga, and Wenfei Lia at the Department of Physics at Nanjing University; Qian-Yuan Tang at the Department of Physics at Hong Kong Baptist University; Weitong Ren at the Wenzhou Key Laboratory of Biophysics at the University of Chinese Academy of Sciences; and Mingchen Chen at the Changping Laboratory in Beijing.

The work was supported by the National Natural Science Foundation of China; Wenzhou Institute, University of Chinese Academy of Sciences; Hong Kong Research Grant Council; and the U.S. National Science Foundation-funded Center for Theoretical Biological Physics at Rice.
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Gut bioelectricity provides a path for 'bad' bacteria to cause diseases | ScienceDaily

This question is fundamental for infectious disease experts and people who study bacteria. Harmful pathogens, like Salmonella, find their way through a complex gut system where they are vastly outnumbered by good microbes and immune cells. Still, the pathogens navigate to find vulnerable entry points in the gut that would allow them to invade and infect the body.

A team of UC Davis Health researchers has discovered a novel bioelectrical mechanism these pathogens use to find these openings. Their study was published today in Nature Microbiology.

Bacteria breaking through the gated gut

Salmonella cause about 1.35 million illnesses and 420 deaths in the United States every year. To infect someone, this pathogen needs to cross the gut lining border.

"When ingested, Salmonella find their way to the intestines. There, they are vastly outnumbered by over 100 trillion good bacteria (known as commensals). They are facing the odds of one in a million!" said the study's lead author Yao-Hui Sun. Sun is a research scientist affiliated with the Departments of Internal Medicine, Ophthalmology and Vision Science, and Dermatology.

To learn how Salmonellae find their way in the intestine, the researchers observed the movement of S. Typhimurium bacteria (a strain of Salmonella) and compared it to that of a harmless strain of Escherichia coli (E. coli) bacteria.




Navigating a complex gut landscape

The intestine has a very complex landscape. Its epithelial structure includes villus epithelium and follicle-associated epithelium (FAE). Villus epithelium is made of absorptive cells (enterocytes) with protrusions that help with nutrient absorption.

FAE, on the other hand, contains M cells overlying small clusters of lymphatic tissue known as Peyer's patches. These M cells are tasked with antigen sampling. They act as the immune system's first line of defense against microbial and dietary antigens.

Findings

The research that was done on a mouse model showed that Salmonellae detect electric signals in FAE. They move toward this part of the gut where they find openings through which they can enter. This process of cell movement in response to electric fields is called galvanotaxis, or electrotaxis.

"Our study found that this 'entry point' has electric fields that the Salmonella bacteria take advantage of to pass," said the study's senior author Min Zhao. Zhao is a UC Davis professor of ophthalmology and dermatology and a researcher affiliated with the Institute for Regenerative Cures.




The study also showed that E. coli and Salmonella respond differently to bioelectric fields. They have opposite responses to the same electric cue. While E. coli clustered next to the villi, Salmonella gathered to FAE.

The study detected electric currents that loop by entering the absorptive villi and exiting the FAE.

"Notably, the bioelectric field in the gut epithelia is configured in a way that Salmonellae take advantage of to be sorted to the FAE and less so for E. coli," explained Sun. "The pathogen seems to prefer the FAE as a gateway to invade the host and cause infections."

Previous studies have indicated that bacteria use chemotaxis to move around. With chemotaxis, the bacteria sense chemical gradients and move towards or away from specific compounds. But the new study suggests that the galvanotaxis of Salmonella to the FAE does not occur through chemotaxis pathways.

"Our study presents an alternative or a complementary mechanism in modulating Salmonella targeting to the gut epithelium," Zhao said.

Potential link to IBD and other gut disorders

The study might have the potential to explain complex chronic diseases, such as inflammatory bowel disease (IBD).

"This mechanism represents a new pathogen-human body "arms race" with potential implications for other bacterial infections as well as prevention and treatment possibilities," Zhao said. "It is believed that the root cause of IBD is an excessive and abnormal immune response against good bacteria. It will be interesting to learn whether patients prone to have IBD also have aberrant bioelectric activities in gut epithelia."

UC Davis Health coauthors of the study are Fernando Ferreira, Brian Reid, Kan Zhu, Li Ma, Briana M. Young, and Renee M. Tsolis. Other coauthors are Catherine E. Hagan and Alex Mogilner.
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Humpbacks are among animals who manufacture and wield tools | ScienceDaily

"Many animals use tools to help them find food," explains Professor Lars Bejder, co-lead author of the study and Director of MMRP, "but very few actually create or modify these tools themselves. We discovered that solitary humpback whales in southeast (SE) Alaska craft complex bubble nets to catch krill, which are tiny shrimp-like creatures. These whales skillfully blow bubbles in patterns that form nets with internal rings, actively controlling details like the number of rings, the size and depth of the net, and the spacing between bubbles. This method lets them capture up to seven times more prey in a single feeding dive without using extra energy. This impressive behavior places humpback whales among the rare group of animals that both make and use their own tools for hunting."

Success in hunting is key for the whales' survival. The population of humpback whales in SE Alaska overwinters in Hawai'i, and their energy budget for the entire year depends on their ability to capture enough food during summer and fall in SE Alaska. Unraveling the nuances of their carefully honed hunting technique sheds light on how migratory humpback whales consume enough calories to traverse the Pacific Ocean.

Advanced Tools & Partnerships are Key to Demystifying Whale Behavior

Marine mammals known as cetaceans include whales, dolphins, and porpoises, and they are notoriously difficult to study. Advances in research tools are making it easier to track and understand their behavior, and in this instance, researchers employed specialty tags and drones to study the whales' movements from above and below the water.

"We deployed non-invasive suction-cup tags on whales and flew drones over solitary bubble-netting humpback whales in SE Alaska, collecting data on their underwater movements," shares co-author and MMRP researcher William Gough. The tools have incredible capability, but honing them takes practice. Gough reflects, "Whales are a difficult group to study, requiring skill and precision to successfully tag and/or drone them."

The logistics of working in a remote location in SE Alaska brought its own challenges to the research. "We are so grateful to our research partners at the Alaska Whale Foundation (AWF) for their immense knowledge of the local area and the whales in that part of the world," emphasizes Bejder. "This research would not have been possible without the strong collaborative effort with AWF."

More Insights and Improved Management to Come




Cetaceans throughout the globe face a slough of threats that range from habitat degradation, climate change, fisheries, to chemical and noise pollution. One quarter of the 92 known cetacean species are at risk of extinction, and there is a clear and urgent need to implement effective conservation strategies on their behalf. How the animals hunt is key to their survival, and understanding this essential behavior makes resource managers better poised to adeptly monitor and conserve the feeding grounds that are critical to their survival.

"This little-studied foraging behavior is wholly unique to humpback whales," notes Gough. "It's so incredible to see these animals in their natural habitat, performing behaviors that only a few people ever get to see. And it's rewarding to be able to come back to the lab, dive into the data, and learn about what they're doing underwater once they disappear from view."

With powerful new tools in researchers' hands, many more exciting cetacean behavioral discoveries lie on the horizon. "This is a rich dataset that will allow us to learn even more about the physics and energetics of solitary bubble-netting," shares Bejder. "There is also data coming in from humpback whales performing other feeding behaviors, such as cooperative bubble-netting, surface feeding, and deep lunge feeding, allowing for further exploration of this population's energetic landscape and fitness."

"What I find exciting is that humpbacks have come up with complex tools allowing them to exploit prey aggregations that otherwise would be unavailable to them," says Dr. Andy Szabo, AWF Executive Director and study co-lead. "It is this behavioral flexibility and ingenuity that I hope will serve these whales well as our oceans continue to change."

This groundbreaking work was made possible with support from Lindblad Expeditions -- National Geographic Fund, the University of Hawai'i at Manoa, and a Department of Defense (DOD) Defense University Research Instrumentation Program (DURIP) grant.

This study was conducted under a NOAA permit issued to Alaska Whale Foundation (no. 19703). All research was conducted under institution IACUC approvals.
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Hospital bacteria tracked better than ever before with new technique | ScienceDaily
Researchers have developed a new genomic technique that can track the spread of multiple superbugs in a hospital simultaneously, which could help prevent and manage common hospital infections quicker and more effectively than ever before.


						
The proof-of-concept study, from the Wellcome Sanger Institute, the University of Oslo, Fondazione IRCCS Policlinico San Matteo in Italy, and collaborators, details a new deep sequencing approach that captures all the common infectious bacteria in a hospital at once. Current methods culture and sequence all pathogens separately which takes longer and requires more work.

Published today (20 August) in the Lancet Microbe, the study captured the whole population of pathogenic bacteria found in multiple hospital intensive care units (ICUs) and ordinary wards during the first wave of the 2020 COVID-19 pandemic. Researchers could see the type of bacteria patients had, including any well-known antibiotic-resistant pathogens found in hospitals.

They discovered that each ICU patient tested in the study was colonised by at least one such treatment-resistant bacteria, while the majority were colonised by several of them simultaneously.

Researchers believe their approach could be integrated with existing hospital clinical surveillance systems. As drug resistance is a widespread issue in hospitals and other clinical settings, this system could identify, track and limit the spread of common multiple treatment-resistant bacteria at the same time.

Bacteria are commonly found in or on the body without causing harm, known as colonisation. However, if certain strains get into the bloodstream due to a weakened immune system they can cause severe and life-threatening infections, unless they can be effectively treated with antibiotics.

As an added challenge for healthcare providers, some of these bacteria are antibiotic-resistant (AMR). Infections caused by AMR bacteria are a major issue in hospitals, with these treatment-resistant bacteria predicted to cause more deaths than cancer by 20501. While some hospitals test for AMR bacteria on arrival, no system effectively tracks all multi-drug resistant bacteria throughout a hospital.




Over the last 15 years, genomic surveillance has become a powerful tool for tracking pathogen evolution and transmission, giving critical insights to help manage the spread of disease.

However, current methods involve culturing a single strain of bacteria in a sample at a time and then conducting whole genome sequencing for all of them separately. This is a labour-intensive process, which can easily take several days and only provides a partial snapshot of all the clinically relevant bacteria found in a sample.

In this new study from the Wellcome Sanger Institute, the University of Oslo, Fondazione IRCCS Policlinico San Matteo in Italy, and collaborators, the team developed a new approach that captured whole genome sequencing data across multiple pathogens at once. This is known as a 'pan-pathogen' deep sequencing approach and can provide genomic data as rapidly as hospitals can process the samples.

The team took samples from 256 patients in an Italian hospital, capturing bacteria found in the gut, upper airways, and lungs. The 2,418 DNA samples could be associated with 52 species of bacteria. 66 per cent (2,148) of these were made up of different strains of the seven most common bacterial infections2 seen in hospitals.

They found that patients in ICUs were colonised by at least one bacterium with the potential to cause severe disease at any time, and that clinically important AMR genes were present in at least 40 per cent of these.

The team effectively mapped the spread of hospital bacteria across a 5-week sampling timeframe, allowing them to also predict which bacteria were most likely to appear in infections acquired while in the hospital.




Professor Jukka Corander, co-senior author from the Wellcome Sanger Institute and the University of Oslo, said: "Our method that captures genetic information on multiple bacterial strains at the same time has the potential to transform the genomic surveillance of pathogens, enabling us to capture essential information both quicker and more comprehensively than ever before without losing resolution. With our proof-of-concept study, this approach can now confidently be used in future research to capture the full breadth of high-risk bacteria in an area, and hopefully by hospitals to help track and limit the spread of treatment-resistant bacteria."

Dr Harry Thorpe, first author from the University of Oslo and visiting worker at the Wellcome Sanger Institute, said: "Our study is an example of how we can use the power of genomics to create a full picture of antibiotic-resistant bacteria across intensive care units and also elsewhere in hospitals. Antibiotic-resistant bacteria evolve and spread quickly, and therefore our tracking methods have to keep pace with them. Knowing the sequencing of all the bacteria in a sample gives a more complete picture of the diversity found in an area, which is crucial in predicting risk and understanding the external factors involved in the spread of a specific strain."

Professor Fausto Baldanti, Director of the Microbiology and Virology Unit, Fondazione IRCCS Policlinico San Matteo, said "Our Unit detected the first COVID-19 case in the Western world, and we witnessed the dawn of the pandemic along with the huge scientific effort worldwide on SARS-COV2. However, the study by our researchers showed that superbugs did not disappear. Indeed, the simultaneous presence of multiple species of drug-resistant bacteria in ICU wards admitting COVID-19 patients could have been a relevant component of the clinical manifestation of the new disease in those dramatic days."

Professor Nicholas Thomson, co-senior author from the Wellcome Sanger Institute, said: "Antibiotic-resistant infections are an ongoing issue in hospitals, and while healthcare professionals work hard to minimise these as much as possible, it's hard to fight against something you can't fully see. Integrating a deep genomic sequencing approach into healthcare systems in this way gives those working in hospitals a new opportunity to see and track these bacteria, assisting in diagnosing infections and allowing outbreaks to be identified and controlled. Integration of this approach could help develop and improve guidelines for assessing and managing the risk of treatment-resistant infections for all the patients in a hospital, particularly those on intensive care units."
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Red and processed meat consumption associated with higher type 2 diabetes risk, study of two million people finds | ScienceDaily
Meat consumption, particularly consumption of processed meat and unprocessed red meat, is associated with a higher type 2 diabetes risk, an analysis of data from 1.97 million participants, published today in The Lancet Diabetes and Endocrinology, has found.


						
Global meat production has increased rapidly in recent decades and meat consumption exceeds dietary guidelines in many countries. Earlier research indicated that higher intakes of processed meat and unprocessed red meat are associated with an elevated risk of type 2 diabetes, but the results have been variable and not conclusive.

Poultry such as chicken, turkey, or duck is often considered to be an alternative to processed meat or unprocessed red meat, but fewer studies have examined the association between poultry consumption and type 2 diabetes.

To determine the association between consumption of processed meat, unprocessed red meat and poultry and type 2 diabetes, the team led by researchers at the University of Cambridge used the global InterConnect project to analyse data from 31 study cohorts in 20 countries. Their extensive analysis took into account factors such as age, gender, health-related behaviours, energy intake and body mass index.

The researchers found that the habitual consumption of 50 grams of processed meat a day -- equivalent to 2 slices of ham -- is associated with a 15% higher risk of developing type 2 diabetes in the next 10 years. The consumption of 100 grams of unprocessed red meat a day -- equivalent to a small steak -- was associated with a 10% higher risk of type 2 diabetes.

Habitual consumption of 100 grams of poultry a day was associated with an 8% higher risk, but when further analyses were conducted to test the findings under different scenarios the association for poultry consumption became weaker, whereas the associations with type 2 diabetes for each of processed meat and unprocessed meat persisted.

Professor Nita Forouhi of the Medical Research Council (MRC) Epidemiology Unit at the University of Cambridge, and a senior author on the paper, said:

"Our research provides the most comprehensive evidence to date of an association between eating processed meat and unprocessed red meat and a higher future risk of type 2 diabetes. It supports recommendations to limit the consumption of processed meat and unprocessed red meat to reduce type 2 diabetes cases in the population.




While our findings provide more comprehensive evidence on the association between poultry consumption and type 2 diabetes than was previously available, the link remains uncertain and needs to be investigated further."

InterConnect uses an approach that allows researchers to analyse individual participant data from diverse studies, rather than being limited to published results. This enabled the authors to include as many as 31 studies in this analysis, 18 of which had not previously published findings on the link between meat consumption and type 2 diabetes. By including this previously unpublished study data the authors considerably expanded the evidence base and reduced the potential for bias from the exclusion of existing research.

Lead author Dr Chunxiao Li, also of the MRC Epidemiology Unit, said:

"Previous meta-analysis involved pooling together of already published results from studies on the link between meat consumption and type 2 diabetes, but our analysis examined data from individual participants in each study. This meant that we could harmonise the key data collected across studies, such as the meat intake information and the development of type 2 diabetes.

Using harmonised data also meant we could more easily account for different factors, such as lifestyle or health behaviours, that may affect the association between meat consumption and diabetes. "

Professor Nick Wareham, Director of the MRC Epidemiology Unit, and a senior author on the paper said:

"InterConnect enables us to study the risk factors for obesity and type 2 diabetes across populations in many different countries and continents around the world, helping to include populations that are under-represented in traditional meta-analyses.




Most research studies on meat and type 2 diabetes have been conducted in USA and Europe, with some in East Asia. This research included additional studies from the Middle East, Latin America and South Asia, and highlighted the need for investment in research in these regions and in Africa.

Using harmonised data and unified analytic methods across nearly 2 million participants allowed us to provide more concrete evidence of the link between consumption of different types of meat and type 2 diabetes than was previously possible."

InterConnect was initially funded by the European Union's Seventh Framework Programme for research, technological development and demonstration under grant agreement no 602068.
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Environmental laws failing to slow deforestation | ScienceDaily
Australia's environmental laws are failing to stop high rates of tree clearing to make way for agriculture, development and mining, according to University of Queensland research.


						
PhD candidate Hannah Thomas from UQ's School of the Environment led a team which used satellite mapping and land clearing data to analyse vegetation loss across northern Australia, including Queensland, the Northern Territory and Western Australia.

"We mapped clearing greater than 20 hectares and then investigated which national or state and territory laws were likely to apply," Ms Thomas said.

"Of the 1.5 million hectares of land clearing we examined, 65 per cent was potentially non-compliant with at least one law.

"And only 19 per cent of compliant clearing had been formally assessed and approved, with the remainder cleared under specific exemptions."

The researchers found the clearing deemed potentially non-compliant most likely required assessment under the Commonwealth Environment Protection and Biodiversity Conservation (EPBC) Act 1999, but this did not occur.

Ms Thomas said exemptions, where clearing was allowed to proceed without assessment, were mainly the result of State laws.




"Queensland had by far the highest rates of deforestation with 75 per cent of cases exempt from assessment under the state's main vegetation management law," Ms Thomas said.

"In contrast, most clearing in the Northern Territory was assessed, although approval was almost always the outcome.

"In those cases, development of the agricultural and mining sectors across northern Australia was driving the clearing, and particularly linked to pasture development for beef cattle."

Professor Martine Maron said reducing tree clearing rates was critical considering Australia agreed at the 2021 United Nations Climate Change Conference (COP26) to halt and reverse forest loss by 2030, and prevent further extinctions.

"There is an urgent need to reduce land clearing rates in northern Australia if we are to meet our international commitments," Professor Maron said.

"The cumulative impacts are severe and worsening, especially combined with the numerous smaller impacts that our study's conservative 20-hectare threshold didn't capture.

"Australia must ensure existing laws are applied, and support land managers to keep and care for forest and woodland on their properties."
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Mother's gut microbiome during pregnancy shapes baby's brain development | ScienceDaily

Researchers have compared the development of the fetal brain in mice whose mothers had no bacteria in their gut, to those whose mothers were given Bifidobacterium breve orally during pregnancy, but had no other bacteria in their gut.

Nutrient transport to the brain increased in fetuses of mothers given Bifidobacterium breve, and beneficial changes were also seen in other cell processes relating to growth.

Bifidobacterium breve is a 'good bacteria' that occurs naturally in our gut, and is available as a supplement in probiotic drinks and tablets.

Obesity or chronic stress can alter the gut microbiome of pregnant women, often resulting in fetal growth abnormalities. The babies of up to 10% of first-time mothers have low birth weight or fetal growth restriction. If a baby hasn't grown properly in the womb, there is an increased risk of conditions like cerebral palsy in infants and anxiety, depression, autism, and schizophrenia in later life.

These results suggest that improving fetal development -- specifically fetal brain metabolism -- by taking Bifidobacterium breve supplements while pregnant may support the development of a healthy baby.

The results are published today in the journal Molecular Metabolism.

"Our study suggests that by providing 'good bacteria' to the mother we could improve the growth and development of her baby while she's pregnant," said Dr Jorge Lopez-Tello, a researcher in the University of Cambridge's Centre for Trophoblast Research, first author of the report.




He added: "This means future treatments for fetal growth restriction could potentially focus on altering the gut microbiome through probiotics, rather than offering pharmaceutical treatments -- with the risk of side effects -- to pregnant women."

"The design of therapies for fetal growth restriction are focused on improving blood flow pathways in the mother, but our results suggest we've been thinking about this the wrong way -- perhaps we should be more focused on improving maternal gut health," said Professor Amanda Sferruzzi-Perri, a researcher in the University of Cambridge's Centre for Trophoblast Research and senior author of the report, who is also a Fellow of St John's College, Cambridge.

She added: "We know that good gut health -- determined by the types of microbes in the gut -- helps the body to absorb nutrients and protect against infections and diseases."

The study was carried out in mice, which allowed the effects of Bifidobacterium breve to beassessed in a way that would not be possible in humans -- the researchers could precisely control the genetics, other microorganisms and the environment of the mice. But they say the effects they measured are likely to be similar in humans.

They now plan further work to monitor the brain development of the offspring after birth, and to understand how Bifidobacterium breve interacts with the other gut bacteria present in natural situations.

Previous work by the same team found that treating pregnant mice with Bifidobacterium breve improves the structure and function of the placenta. This also enables a better supply of glucose and other nutrients to the developing fetus and improves fetal growth.

"Although further research is needed to understand how these effects translate to humans, this exciting discovery may pave the way for future clinical studies that explore the critical role of the maternal microbiome in supporting healthy brain development before birth," said Professor Lindsay Hall at the University of Birmingham, who was also involved in the research.

While it is well known that the health of a pregnant mother is important for a healthy baby, the effect of her gut bacteria on the baby's development has received little attention.
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Incorporating humidity improves estimations of climate impacts on health | ScienceDaily
Governments, medical institutions and other bodies require accurate models on health-related matters in order to better organize their activities. Climate change has measurable impacts on society, including on human mortality. However, current models to assess the health impacts of climate change do not account for every environmental parameter, especially humidity, which could influence heat stress perceived by the human body, leaving room for improvement. For the first time, researchers, including those from the University of Tokyo, successfully incorporated humidity data from hundreds of cities into so-called heat stress indicators (HSIs) and assessed their performances in predicting heat-related deaths.


						
Climate change used to be called global warming for good reason: Broadly, temperatures the world over are rising. However, there are other concerns beyond just air temperature; one of these which is incredibly important in some parts of the world is humidity, the amount of water in the air. It's important as humidity can affect our ability to cool ourselves down through sweating, when water evaporates from our skin. In high humidity environments, this evaporative cooling is less effective and after a point, it becomes impossible.

"I'd been investigating the effect of irrigation around urban areas on heat stress, and how it is related to human health," said research fellow Qiang Guo from the University of Tokyo's Department of Global Health Policy. "Depending on what HSIs you looked at, the results and implications appeared quite different. This discrepancy pushed my team and me to look for the best combination of temperature and humidity which would most accurately estimate human-perceived heat stress. And we wanted to make sure this method would apply to different environments."

Guo and his team gathered daily human death and climate data, which included air temperature, relative humidity, wind speed and incident solar radiation, for 739 cities in 43 countries or territories. They calculated eight different HSIs based on the climate data. Most HSIs use air temperature and humidity as inputs, while others also include wind speed and solar radiation. By using sophisticated models called distributed lag nonlinear models and machine learning, the team found the key factor responsible for the performances of HSIs in different locations is the relationship between daily temperature and humidity.

"The effectiveness of HSIs incorporating humidity varies according to geography. We detected locations where humid heat is a more accurate predictor to model heat-related deaths, including coastal and large lake areas of the U.S., Peru, South Korea and Japan. Utilizing HSIs in these regions, such as wet bulb globe temperature, which mimics how humans feel heat, could improve accuracy of heat-health alert systems," said Guo. "Of course, there are many other factors to consider: for example, socioeconomic issues. Due to data availability, our study mainly focused on the developed regions, and many developing regions under severe heat stress are not included in our analysis. Because of this, in the future we plan to collect additional data and conduct analyses for regions in the Global South. Our goal is to better assist people in developing economies in reducing the health impacts of severe heat stress."
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How early-life antibiotics turn immunity into allergy | ScienceDaily
Researchers at the University of British Columbia have shown for the first time how and why the depletion of microbes in a newborn's gut by antibiotics can lead to lifelong respiratory allergies.


						
In a study published today in the Journal of Allergy and Clinical Immunology, a research team from the school of biomedical engineering (SBME) has identified a specific cascade of events that lead to allergies and asthma. In doing so, they have opened many new avenues for exploring potential preventions and treatments.

"Our research finally shows how the gut bacteria and antibiotics shape a newborn's immune system to make them more prone to allergies," said senior author Dr. Kelly McNagny (he/him), professor in the SBME and the department of medical genetics. "When you see something like this, it really changes the way you think about chronic disease. This is a well-sculpted pathway that can have lasting consequences on susceptibility to chronic disease as an adult."

Allergies are a result of the immune system reacting too strongly to harmless substances like pollen or pet dander, and a leading cause for emergency room visits in kids. Normally, the immune system protects us from harmful invaders like bacteria, viruses and parasites. In the case of allergies, it mistakes something harmless for a threat -- in this case, parasites -- and triggers a response that causes symptoms like sneezing, itching or swelling.

The stage for our immune system's development is set very early in life. Research over the past two decades has pointed toward microbes in the infant gut playing a key role. Babies often receive antibiotics shortly after birth to combat infections, and these can diminish certain bacteria. Some of those bacteria produce a compound called butyrate, which is key to halting the processes uncovered in this research.

Dr. McNagny's lab had previously shown that infants with fewer butyrate-producing bacteria become particularly susceptible to allergies. They had also shown that this could be mitigated or even reversed by providing butyrate as a supplement in early life.

Now, by studying the process in mice, they have discovered how this works.




Mice with depleted gut bacteria who received no butyrate supplement developed twice as many of a certain type of immune cell called ILC2s. These cells, discovered less than 15 years ago, have quickly become prime suspects in allergy development. The researchers showed that ILC2s produce molecules that 'flip a switch' on white blood cells to make them produce an abundance of certain kinds of antibodies. These antibodies then coat cells as a defence against foreign invaders, giving the allergic person an immune system that is ready to attack at the slightest provocation.

Every cell, molecule and antibody described along this cascade increases dramatically in number without butyrate to dampen them.

Butyrate must be given during a narrow window after birth -- a few months for humans, a few weeks for mice -- in order to prevent the proliferation of ILC2s and all that follows. If that opportunity is missed and ILC2s multiply, then the remaining steps are assured and remain with somebody for life.

Now that researchers know what those other steps are, they have many more potential targets for halting the cascade, even after the supplementation window has closed.

"We can now detect when a patient is on the verge of developing lifelong allergies, simply by the increase in ILC2s," said Ahmed Kabil (he/him), the study's first author and a PhD candidate in the SBME. "And we can potentially target those cell types instead of relying on supplementation with butyrate, which only works early in life."

As Dr. McNagny and study co-lead Dr. Michael Hughes point out, treating people's allergies with antihistamines and inhalers relieves the symptoms but does not cure the disease. To achieve more lasting progress, researchers must target the cells and mechanisms that build this hypersensitive immune system. Until now, there hadn't been a selective way to do that.

With this new understanding, patients can look forward to more effective, long-term solutions that address the root of the problem, paving the way for a future where allergies are managed more effectively, or perhaps avoided altogether.
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New worm study paves way for better RNA-based drugs to treat human disease | ScienceDaily
RNA interference (RNAi) therapeutics have garnered significant attention in clinical research due to their potential for treating various diseases, including genetic disorders, viral infections and cancer. These therapeutics can target and silence disease-causing genes with high precision, minimizing off-target effects and improving treatment outcomes.


						
As the number of RNAi-based treatment studies expands, questions about how long RNAi benefits can last and if it's possible to fine-tune RNAi need to be answered. University of Maryland scientists used microscopic roundworms as a model to investigate the mechanisms behind RNAi and how they can be optimized for medical use in humans. The team published its findings in the journal eLife on August 20 2024.

"In recent years, RNA interference has really made an impact on the scientific world because it can be used to develop drugs that selectively silence disease-causing genes. We're already seeing it in action in sectors like agriculture and some RNAi therapies are already approved for human use," said the study's senior author Antony Jose, an associate professor of cell biology and molecular genetics at UMD. "RNAi is very promising, but there are still many fundamental questions about how to make RNAi more effective."

In the eLife study, Jose and his team used quantitative modeling, simulations and experiments with the roundworms to dig deeper into the process. The researchers found that the effects of gene silencing could wear off over time, but they were surprised to learn that the effects eventually disappeared even in non-dividing cells (cells that don't reproduce and duplicate).

"It makes some sense to expect that constantly dividing cells could eventually dilute an RNAi-based drug," Jose explained. "But the real head-scratcher is how the drug's efficacy is lost even in cells that don't divide. Surprisingly, this applies even in worms, where RNAs are amplified -- essentially making more of the drug. Our work reveals that there must be some mechanism that degrades the effects of RNAi over time -- and researchers have to take that mechanism into consideration when developing dosing schedules for RNAi drugs so that they can maintain effectiveness as long as they're needed."

These findings highlight the need to consider drug resistance when developing RNAi-based treatments, according to Jose. Just as bacteria can become resistant to antibiotics, we may also become resistant to silencing over time.

"If we don't consider factors such as the longevity of our RNA interventions, then we will forever be creating treatments that will eventually stop working," Jose noted. "Instead, we have to consider resistance at the very beginning of drug development and think harder about what genes to target so that the drug remains as effective for as long as needed."

The study also offered new insights into how different regulatory proteins within the worms' cells worked together to control gene silencing. Jose's team highlighted three important regulatory proteins that influenced gene silencing and found that they provided multiple interconnected paths for the control of certain targeted genes. For the researchers, getting a better understanding of these networks of interactions could lead to breakthroughs in fine-tuning RNAi therapies for maximum impact on human patients.




"Losing certain proteins can make it harder to silence some genes but not others," Jose said. "Knowing how these proteins work together to affect genes can make a difference when designing drugs tailored to an individual."

Looking ahead, Jose's team plans to investigate the RNAi degradation process more closely and identify the key features that make some genes more susceptible to silencing than others. They hope that their research is paving the way for improvements to this emerging yet promising class of therapeutics.

"Our ultimate aim is to catalyze progress toward more potent, durable and tailored gene-silencing therapeutics for a wide range of diseases," Jose said.

This research was supported by the National Institutes of Health (Award Nos. R01GM111457 and R01GM124356) and the U.S. National Science Foundation (Award No. 2120895).
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Deadly sea snail toxin could be key to making better medicines | ScienceDaily
Scientists are finding clues for how to treat diabetes and hormone disorders in an unexpected place: a toxin from one of the most venomous animals on the planet.


						
A multinational research team led by University of Utah scientists has identified a component within the venom of a deadly marine cone snail, the geography cone, that mimics a human hormone called somatostatin, which regulates the levels of blood sugar and various hormones in the body. The hormone-like toxin's specific, long-lasting effects, which help the snail hunt its prey, could also help scientists design better drugs for people with diabetes or hormone disorders, conditions that can be serious and sometimes fatal.

The results published in the peer-reviewed journal Nature Communications on August 20, 2024.

A blueprint for better drugs

The somatostatin-like toxin the researchers characterized could hold the key to improving medications for people with diabetes and hormone disorders.

Somatostatin acts like a brake pedal for many processes in the human body, preventing the levels of blood sugar, various hormones, and many other important molecules from rising dangerously high. The cone snail toxin, called consomatin, works similarly, the researchers found -- but consomatin is more stable and specific than the human hormone, which makes it a promising blueprint for drug design.

By measuring how consomatin interacts with somatostatin's targets in human cells in a dish, the researchers found that consomatin interacts with one of the same proteins that somatostatin does. But while somatostatin directly interacts with several proteins, consomatin only interacts with one. This fine-tuned targeting means that the cone snail toxin affects hormone levels and blood sugar levels but not the levels of many other molecules.




In fact, the cone snail toxin is more precisely targeted than the most specific synthetic drugs designed to regulate hormone levels, such as drugs that regulate growth hormone. Such drugs are an important therapy for people whose bodies overproduce growth hormone. Consomatin's effects on blood sugar could make it dangerous to use as a therapeutic, but by studying its structure, researchers could start to design drugs for endocrine disorders that have fewer side effects.

Consomatin is more specific than top-of-the-line synthetic drugs -- and it also lasts far longer in the body than the human hormone, thanks to the inclusion of an unusual amino acid that makes it difficult to break down. This is a useful feature for pharmaceutical researchers looking for ways to make drugs that will have long-lasting benefits.

Learning from cone snails

Finding better drugs by studying deadly venoms may seem unintuitive, but Helena Safavi, PhD, associate professor of biochemistry in the Spencer Fox Eccles School of Medicine (SFESOM) at the University of Utah and the senior author on the study, explains that the toxins' lethality is often aided by pinpoint targeting of specific molecules in the victim's body. That same precision can be extraordinarily useful when treating disease.

"Venomous animals have, through evolution, fine-tuned venom components to hit a particular target in the prey and disrupt it," Safavi says. "If you take one individual component out of the venom mixture and look at how it disrupts normal physiology, that pathway is often really relevant in disease." For medicinal chemists, "it's a bit of a shortcut."

Consomatin shares an evolutionary lineage with somatostatin, but over millions of years of evolution, the cone snail turned its own hormone into a weapon.




For the cone snail's fishy prey, consomatin's deadly effects hinge on its ability to prevent blood sugar levels from rising. And importantly, consomatin doesn't work alone. Safavi's team had previously found that cone snail venom includes another toxin which resembles insulin, lowering the level of blood sugar so quickly that the cone snail's prey becomes nonresponsive. Then, consomatin keeps blood sugar levels from recovering.

"We think the cone snail developed this highly selective toxin to work together with the insulin-like toxin to bring down blood glucose to a really low level," says Ho Yan Yeung, PhD, a postdoctoral researcher in biochemistry in SFESOM and the first author on the study.

The fact that multiple parts of the cone snail's venom target blood sugar regulation hints that the venom could include many other molecules that do similar things. "It means that there might not only be insulin and somatostatin-like toxins in the venom," Yeung says. "There could potentially be other toxins that have glucose-regulating properties too." Such toxins could be used to design better diabetes medications.

It may seem surprising that a snail is able to outperform the best human chemists at drug design, but Safavi says that the cone snails have evolutionary time on their side. "We've been trying to do medicinal chemistry and drug development for a few hundred years, sometimes badly," she says. "Cone snails have had a lot of time to do it really well."

Or, as Yeung puts it, "Cone snails are just really good chemists."
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Fossil hotspots in Africa obscure a more complete picture of human evolution | ScienceDaily
Much of the early human fossil record originates from just a few places in Africa, where favorable geological conditions have preserved a trove of fossils used by scientists to reconstruct the story of human evolution. One of these fossil hotspots is the eastern branch of the East African Rift System, home to important fossil sites such as Oldupai Gorge in Tanzania. Yet, the eastern branch of the rift system only accounts for 1% of the surface area of Africa -- a fact that makes it possible to estimate how much information scientists who rely on such small samples are missing.


						
In a new study published today in the journal Nature Ecology & Evolution, researchers at the George Washington University show the extent to which the concentration of sites in hotspots like the East African Rift System biases our understanding of human evolution and why scientists must take that bias into account when interpreting early human history.

"Because the evidence of early human evolution comes from a small range of sites, it's important to acknowledge that we don't have a complete picture of what happened across the entire continent," says W. Andrew Barr, an assistant professor of anthropology at GW and lead study author. "If we can point to the ways in which the fossil record is systematically biased and not a perfect representation of everything, then we can adjust our interpretations by taking this into account."

To determine the size of the bias in the fossil record, Barr and his co-author Bernard Wood, University Professor of Human Origins at GW, looked at the distribution of modern mammals that currently live in the rift valley. They found that very few medium- and large-bodied mammals are "rift specialists," and the rift environment, in fact, represents on average 1.6 % of the total geographic range of modern mammal species.

In a second analysis, Barr and Wood looked at how the skulls of modern primates collected in the rift valley compared with the skulls of the same primates from other parts of the continent. They found that skulls from the rift valley represented less than 50% of the total variation among primate skulls in Africa.

While the science community has long recognized that the rift represents just a small sample of where ancient humans likely lived, the researchers say previous studies have not used modern mammals as analogs for human fossils to try to quantify the magnitude of the bias. Information from modern mammals can't tell us exactly where else, and in what type of environments, our human ancestors lived, but they can provide clues that help us better understand the environments and physical differences of ancient humans, say the authors.

"We must avoid falling into the trap of coming up with what looks like a comprehensive reconstruction of the human story, when we know we don't have all of the relevant evidence" saysWood. "Imagine trying to capture the social and economic complexity of Washington D.C. if you only had access to information from one neighborhood. It helps if you can get a sense of how much information is missing."

The researchers also note the need for the scientific community to look beyond the rift to identify new fossil sites and expand the geographic range of the fossil record.

"There's a smaller number of people who work outside these traditional hotspots and do the thankless labor of trying to find fossils in these contexts that are really hard to work in, where the geology isn't favorable for finding fossils," says Barr, whose own work involves looking for fossils beyond the hotspots. "It's worth doing that sort of work to make our picture of mammal and human evolution from this time period more complete."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/08/240820124505.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



'Molecular compass' points way to reduction of animal testing | ScienceDaily
In recent years, machine learning models have become increasingly popular for risk assessment of chemical compounds. However, they are often considered 'black boxes' due to their lack of transparency, leading to scepticism among toxicologists and regulatory authorities. To increase confidence in these models, researchers at the University of Vienna proposed to carefully identify the areas of chemical space where these models are weak. They developed an innovative software tool ('MolCompass') for this purpose and the results of this research approach have just been published in the Journal of Cheminformatics.


						
Over the years, new pharmaceuticals and cosmetics have been tested on animals. These tests are expensive, raise ethical concerns, and often fail to accurately predict human reactions. Recently, the European Union supported the RISK-HUNT3R project to develop the next generation of non-animal risk assessment methods. The University of Vienna is a member of the project consortium. Computational methods now allow the toxicological and environmental risks of new chemicals to be assessed entirely by computer, without the need to synthesize the chemical compounds. But one question remains: How confident are these computer models?

It's all about reliable prediction

To address this issue, Sergey Sosnin, a senior scientist of the Pharmacoinformatics Research Group at the University of Vienna, focused on binary classification. In this context, a machine learning model provides a probability score from 0% to 100%, indicating whether a chemical compound is active or not (e.g., toxic or non-toxic, bioaccumulative or non-bioaccumulative, a binder or non-binder to a specific human protein). This probability reflects the confidence of the model in its prediction. Ideally, the model should be confident only in its correct predictions. If the model is uncertain, giving a confidence score around 51%, these predictions can be disregarded in favor of alternative methods. A challenge arises, however, when the model is fully confident in incorrect predictions.

"This is the real nightmare scenario for a computational toxicologist," says Sergey Sosnin. "If a model predicts that a compound is non-toxic with 99% confidence, but the compound is actually toxic, there is no way to know that something was wrong." The only solution is to identify areas of 'chemical space' -- encompassing possible classes of organic compounds -- where the model has 'blind spots' in advance and avoid them. To do this, a researcher evaluating the model must check the predicted results for thousands of chemical compounds one by one -- a tedious and error-prone task.

Overcoming this significant hurdle

"To assist these researchers," Sosnin continues, "we developed interactive graphical tools that display chemical compounds onto a 2D plane, like geographical maps. Using colors, we highlight the compounds that were predicted incorrectly with high confidence, allowing users to identify them as clusters of red dots. The map is interactive, enabling users to investigate the chemical space and explore regions of concern."

The methodology was proven using an estrogen receptor binding model. After visual analysis of the chemical space, it became clear that the model works well for e.g. steroids and polychlorinated biphenyls, but fails completely for small non-cyclic compounds and should not be used for them.

The software developed in this project is freely available to the community on GitHub. Sergey Sosnin hopes that MolCompass will lead chemists and toxicologists to a better understanding of the limitations of computational models. This study is a step toward a future where animal testing is no longer necessary and the only workplace for a toxicologist is a computer desk.
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Adaptive 3D printing system to pick and place bugs and other organisms | ScienceDaily
A first-of-its-kind adaptive 3D printing system developed by University of Minnesota Twin Cities researchers can identify the positions of randomly distributed organisms and safely move them to specific locations for assembly. This autonomous technology will save researchers time and money in bioimaging, cybernetics, cryopreservation, and devices that integrate living organisms.


						
The research is published in Advanced Science, a peer-reviewed scientific journal. The researchers have a patent pending on the technology. 

The system can track, collect, and accurately position bugs and other organisms, whether they are stationary, in droplets, or in motion. The pick-and-place method guided by real-time visual and spatial data adapts and can ensure precise placement of the organisms. 

"The printer itself can act like a human would, with the printer acting as hands, the machine vision system as eyes, and the computer as the brain," said Guebum Han, a former University of Minnesota mechanical engineering postdoctoral researcher and first author on the paper. "The printer can adapt in real-time to moving or still organisms and assemble them in a certain array or pattern."

Typically, this process has been done manually and takes extensive training, which can lead to inconsistencies in organism-based applications. With this new type of system, the amount of time decreases for researchers and allows for more consistent outcomes.

This technology could increase the number of organisms processed for cryopreservation, sort live organisms from deceased ones, place organisms on curved surfaces, and integrate organisms with materials and devices in customizable shapes. It also could lay the groundwork for creating complex arrangements of organisms, such as superorganism hierarchies--organized structures found in insect colonies like ants and bees. In addition, the research could lead to advances in autonomous biomanufacturing by making it possible to evaluate and assemble organisms.

For example, this system was used to improve cryopreservation methods for zebrafish embryos, which was previously done through manual manipulation. With this new technology, the researchers were able to show that the process could be completed 12 times faster compared to the manual process. Another example showcases how its adaptive strategy tracked, picked up and placed randomly moving beetles, and integrated them with functional devices.

In the future, the researchers hope to continue to advance this technology and combine it with robotics to make it portable for field research. This could allow researchers to collect organisms or samples in areas that would normally be inaccessible.

In addition to Han, the University of Minnesota Department of Mechanical Engineering team included graduate research assistants Kieran Smith and Daniel Wai Hou Ng, Assistant Professor JiYong Lee, Professor John Bischof, Professor Michael McAlpine, and former postdoctoral researchers Kanav Khosla and Xia Ouyang. In addition, the work was in collaboration with the Engineering Research Center (ERC) for Advanced Technologies for the Preservation of Biological Systems (ATP-Bio).

This work was funded by the National Science Foundation, the National Institutes of Health, and Regenerative Medicine Minnesota. 
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Scientists discover new code governing gene activity | ScienceDaily
A newly discovered code within DNA -- coined "spatial grammar" -- holds a key to understanding how gene activity is encoded in the human genome.


						
This breakthrough finding, identified by researchers at Washington State University and the University of California, San Diego and published in Nature, revealed a long-postulated hidden spatial grammar embedded in DNA. The research could reshape scientists' understanding of gene regulation and how genetic variations may influence gene expression in development or disease.

Transcription factors, the proteins that control which genes in one's genome are turned on or off, play a crucial role in this code. Long thought of as either activators or repressors of gene activity, this research shows the function of transcription factors is far more complex.

"Contrary to what you will find in textbooks, transcription factors that act as true activators or repressors are surprisingly rare," said WSU assistant professor Sascha Duttke, who led much of the research at WSU's School of Molecular Biosciences in the College of Veterinary Medicine.

Rather, the scientists found that most activators can also function as repressors.

"If you remove an activator, your hypothesis is you lose activation," said Bayley McDonald, a WSU graduate student who was part of the research team. "But that was true in only 50% to 60% of the cases, so we knew something was off."

Looking closer, researchers found the function of many transcription factors was highly position dependent.




They discovered that the spacing between transcription factors and their position relative to where a gene's transcription began determined the level of gene activity. For example, transcription factors might activate gene expression when positioned upstream or ahead of where a gene's transcription begins but inhibit its activity when located downstream, or after a gene's transcription start site.

"It is the spacing, or 'ambience,' that determines if a given transcription factor acts as an activator or repressor," Duttke said. "It just goes to show that similar to learning a new language, to learn how gene expression patterns are encoded in our genome, we need to understand both its words and the grammar."

By integrating this newly discovered 'spatial grammar,' Christopher Benner, associate professor at UC San Diego, anticipates scientists can gain a deeper understanding of how mutations or genetic variations can affect gene expression and contribute to disease.

"The potential applications are vast," Benner said. "At the very least, it will change the way scientists study gene expression."
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Researchers uncover the secrets of 'plant puberty' | ScienceDaily
Researchers have identified the genetic changes linked to why plants go through a developmental change similar to "puberty" at different rates, a discovery which could lead to better crop nutrition.


						
This developmental change called the vegetative-to-reproductive transition -- happens over the course of a few days where they slow down their leaf growth and instead develop reproductive organs.

This dramatic physical change is really important to farmers and consumers, because it starts the process of nutrients in the leaves being diverted into the reproductive organs of the plant and eventually into their fruits and grains. Well-timed plant development means more nutritious food.

Farmers have tried to breed crops to be as uniform as possible, but despite their efforts, just like in humans, puberty happens at different ages in different individual plants.

To investigate the factors that influence the timing of this transition, researchers from the University of York grew Arabidopsis thaliana -- a kind of wild mustard most similar to Brassica crops like cabbage and broccoli -- in conditions where the soil, temperature, humidity and light were as consistent as possible.

Researchers chose this species because it has been inbred over generations to create a nearly genetically identical pool of seeds.

Even in these highly controlled conditions, the plants started showing signs of the developmental transition on different days. When around half the plants had undergone the transition, the scientists measured the genetic activity of all the plants.




While the plants had the same chronological age, they were on different points along the path of plant "puberty." The researchers identified specific genetic changes that correlated with the timing of this developmental change.

They also discovered that plants start the process of killing their leaves even before the scientists saw visible reproductive structures.

Lead author of the study, Dr Daphne Ezer from the Department of Biology, said: "In some ways, plant and human growth is very similar: everyone experiences it in their own unique way.

"Our study uncovered specific genetic changes that could control the timing of plant developmental transition, paving the way for future improvements in crop uniformity and quality."

"Remarkably, we also found that plants are starting to redirect nutrients from their leaves to their flowering structures even earlier than we anticipated. To supercharge the nutritional value of crops, farmers might need to pay attention to these hidden processes happening well before any visible signs of the vegetative-to-reproductive transition."
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Gut microbial pathway identified as target for improved heart disease treatment | ScienceDaily
Cleveland Clinic researchers have made a significant discovery about how the gut microbiome interacts with cells to cause cardiovascular disease. The Nature Communicationsstudy found phenylacetylglutamine (PAG), produced by gut bacteria as a waste product, then absorbed and formed in the liver, interacts with previously undiscovered locations on beta-2 adrenergic receptors on heart cells once it enters the circulation.


						
PAG was shown to interact with beta-2 adrenergic receptors to influence how forcefully the heart muscle cells contract -- a process that investigators believe contributes to heart failure. Researchers showed mutating parts of the beta-2 adrenergic receptor that were previously thought to be unrelated to signaling activity in preclinical models prevented PAG from depressing the function of the receptor.

This is the latest in a series of investigations into PAG, led by Stanley Hazen, MD, PhD, chair of Cardiovascular and Metabolic Sciences in Cleveland Clinic's Lerner Research Institute and co-section head of Preventive Cardiology. Dr. Hazen's lab previously demonstrated that elevated circulating levels of PAG in subjects are associated with heightened risk for developing heart failure, and lead to worse outcomes for patients with heart failure. They also showed that the gut microbial PAG signaling pathway was mechanistically linked to numerous heart failure-related features and cardiovascular disease risks. The new findings bring us one step closer to therapeutically targeting this pathway to develop an improved treatment for the prevention of heart failure, Dr. Hazen says.

Blocking beta-2 adrenergic receptors is imperfect

A commonly used heart medication for the treatment of heart failure and blood pressure, called beta-blockers, target our body's "fight-or-flight" response. This critical response is controlled by beta adrenergic receptors and is fundamental to survival; but repeated instances of fight-or-flight over time can lead to chronic damage to the heart, contributing to heart failure development. Sathyamangla Prasad, PhD, who was a contributing author of the study, lent his expertise on beta-adrenergic receptors and heart failure to the investigation.

A standard treatment to alleviate stress on the heart is a beta-blocker medication, which works as an on/off switch for the beta-2 adrenergic receptors. To activate the fight-or-flight pathway, hormones like adrenaline bind directly into tailor-made slots in beta 2-andrenergic receptors -- like a key sliding into a lock.

Beta-blockers are designed to fit into the same keyhole, preventing adrenaline and other hormones from binding to the beta-2 adrenergic receptors. This in turn causes heart rate to slow, reduces strain on the heart and opens blood vessels. Previous studies by this research team discovered that circulating PAG levels were associated with heart failure presence and indices of severity, and that PAG directly fostered heart failure-relevant features, including a weakened heartbeat. The adverse effects of PAG on heart failure-relevant features were reversed by using a common beta-blocker in pre-clinical models, reinforcing the link between PAG, heart failure and beta-adrenergic receptors.




New PAG finding offers other potential treatment options

The present studies delved more deeply into determining how PAG interacts with our beta-adrenergic receptors. Prasenjit Saha, PhD, first author and member of Dr. Hazen's lab, mutated different areas in the beta-2 adrenergic receptor and tested whether signaling could occur with the natural hormone epinephrine (also called adrenaline). Preclinical tests showed that mutating certain locations kept the adrenaline binding site both intact and functioning, but the mutant receptor no longer was negatively regulated by PAG.

Dr. Hazen says these results indicate that beta-2 adrenergic receptors can be regulated from a second PAG binding site that acts as a custom "dimmer switch" for the adrenaline signaling pathway. Because PAG interacts with the receptor in a different location than the major hormone adrenaline, Dr. Hazen theorizes that they could be independently targeted to block harmful gut microbe-generated PAG signaling while still allowing the body's natural adrenaline signals to pass through.

Dr. Hazen says his team's findings point to an entirely new way to develop medications that regulate the beta-2 adrenergic receptor -- a more nuanced regulation than what is currently on the market. They are currently working to develop drugs that target the PAG pathway and its interactions with adrenergic receptors as a new form of cardiovascular disease-treating medication.

"A beta-blocker that is more targeted in blocking the harmful signaling from the adrenergic receptors, but allowing the healthy signals through, would be an entirely new approach for treating or preventing cardiovascular disease risk," Dr. Hazen says. "This would have the potential to improve the quality of life for patients who rely on beta-blockers to calm down their body's stress responses."

This research was supported by grants from the National Heart, Lung, and Blood Institute.
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        Early interventions may improve long-term academic achievement in young childhood brain tumor survivors
        Scientists have found infants and young children treated for brain tumors fell behind early in academic readiness, which predicted falling behind in later school years.

      

      
        Homicide rates are a major factor in the gap between Black and White life expectancy
        Homicide is a major reason behind lower and more variable reduction in life expectancy for Black rather than White men in recent years, according to a new study.

      

      
        Highest prediction of sea-level rise unlikely
        A new study challenges as highly unlikely an alarming prediction of sea-level rise that -- while designated as low likelihood --earned a spot in the latest UN climate report for its projection that the collapse of polar ice sheets could make the world's oceans up to 50 feet higher by 2300. But researchers found that the model is based on inaccurate physics of how ice sheets retreat and break apart, though they stress that the accelerating loss of ice from Greenland and Antarctica is still dire.

      

      
        More academic freedom leads to more innovation
        The innovative strength of a society depends on the level of academic freedom. An international team has now demonstrated this relationship. The researchers analyzed patent applications and patent citations in a sample from around 160 countries over the 1900--2015 period in relation to indicators used in the Academic Freedom Index. In view of the global decline in academic freedom over the past 10 years, the researchers predict a loss in innovative output.

      

      
        Occupational exposure to particles may increase the risk of chronic kidney disease
        Exposure to dust and particles at work may increase the risk of chronic kidney disease, a new study shows. Among Swedish construction workers, followed since the 1970s, the risk was 15% higher among exposed.

      

      
        Sharing risk to avoid power outages in an era of extreme weather
        Heat waves, droughts, and fires place growing stress on the West's electric grid. New research suggests that more integrated management of electricity resources across the region could significantly reduce the risk of power outages and accelerate the transition to clean energy.

      

      
        Organized youth sports are increasingly for the privileged
        A sweeping study of U.S. youth sports participation over the past 60 years found that there has been a significant increase over time in kids playing organized sports -- but particularly among more privileged, educated families.

      

      
        Renewable energy policies provide benefits across state lines
        New research suggests U.S. states with clean energy policies provide benefits to their neighbors, including states without their own renewable energy policies.

      

      
        It only takes 15 minutes to change your health
        Corporate Cup, lunchtime yoga, or even 'walk and talks', organizations come up with all sorts of wellness initiatives to encourage people to be more active in the workplace. But before you duck and hide, new research shows that all it takes is 15 minutes and a touch of gamification to put you on the path to success.

      

      
        Type 2 diabetes increased by almost 20% over a decade in U.S., study finds
        Type 2 diabetes increased by almost 20% between 2012 and 2022 in the United States, according to a new study. The researchers found an increase in diabetes among all sociodemographic groups. But non-Hispanic Black people were particularly hard hit by the disease, with just under 16% of Black study participants reporting being diagnosed with Type 2 diabetes.

      

      
        Growth from adversity: How older adults bounced back from the COVID-19 pandemic
        The study highlights the remarkable resilience of older adults (median age 86) during the COVID-19 pandemic. Disruptions to their routines led many to discover new hobbies like gardening and painting and explore virtual activities such as online yoga. While 51% experienced psychosocial issues such as anxiety and depression, 86% did not see worsening of their medical conditions and supported pandemic precautions. Despite the hardships, including the loss of residents and increased use of antidepre...

      

      
        Study explains why laws are written in an incomprehensible style
        A new study on 'legalese' suggests this convoluted language acts to convey a sense of authority in legal documents. The researchers also found that even non-lawyers use legalese when asked to write laws.

      

      
        Researchers develop index to quantify circular bioeconomy
        As the world faces the challenges of mitigating climate change and providing resources for a growing population, there is increasing focus on developing circular economies for sustainable production. But to evaluate strategies and impacts, it is necessary to have reliable metrics. Researchers have now developed a Circularity Index that provides a comprehensive method to quantify circularity in bioeconomic systems. In a new paper, they outline the method and apply it to two case studies -- a corn/...

      

      
        How 'winner and loser effects' impact social rank in animals -- and humans
        A new article provides a narrative review of the relevant similarities and distinctions between nonhumans and humans to assess the causes and consequences of winner and loser effects in humans.

      

      
        Urban street networks, building density shape severity of floods
        The design of streets and layout of buildings have an impact on a city's resilience in the face of increasingly severe floods brought on by climate change. Researchers look at buildings and other urban structures as physicists consider elements in complex material systems. With this insight, the researchers have developed a new approach to urban flood modelling and found their results helpful in analyzing city-to-city variations in flood risk globally.

      

      
        Number of pediatric inpatient psychiatric beds in the U.S. did not increase 2017-2020 despite youth mental health crisis
        U.S. pediatric inpatient psychiatric bed capacity did not change 2017 -- 2020, despite increases in pediatric mental health emergency visits, according to a new study . Researchers also found substantial geographic variation in inpatient psychiatric bed capacity per 100,000 children, ranging from zero in Alaska to 75 in Arkansas. Over 90 percent of pediatric inpatient beds are in urban centers, raising concerns for youth living in rural areas.

      

      
        New twist on synthesis technique promises sustainable manufacturing
        Researchers developed a new method known as flash-within-flash Joule heating (FWF) that could transform the synthesis of high-quality solid-state materials, offering a cleaner, faster and more sustainable manufacturing process.

      

      
        Nitrogen interventions as a key to better health and robust ecosystems
        An international research team combined multidisciplinary methods to evaluate how nitrogen interventions could improve air quality and reduce nitrogen deposition. Their study found that interventions, such as improving fuel combustion conditions, increasing agricultural nitrogen use efficiency, and reducing food loss and waste, could significantly lower premature deaths attributed to air pollution, crop losses, and ecosystems risks.

      

      
        Methamphetamine-involved psychiatric hospitalizations have increased, study says
        A new study that details trends among psychiatric hospitalizations between 2015-2019 finds that while most hospitalizations did not involve any substances, methamphetamine-related hospitalizations have increased while overall number of psychiatric hospitalizations remained stable.

      

      
        Brain wiring is guided by activity even in very early development
        In humans, the process of learning is driven by different groups of cells in the brain firing together. For instance, when the neurons associated with the process of recognizing a dog begin to fire in a coordinated manner in response to the cells that encode the features of a dog -- four legs, fur, a tail, etc. -- a young child will eventually be able to identify dogs going forward. But brain wiring begins before humans are born, before they have experiences or senses like sight to guide this cel...

      

      
        Why do researchers often prefer safe over risky projects? Explaining risk aversion in science
        A mathematical framework that builds on the economic theory of hidden-action models provides insight into how the unobservable nature of effort and risk shapes investigators' research strategies and the incentive structures within which they work, according to a new study.

      

      
        Sick days: Assessing the economic costs of long COVID
        A new study finds that the effects of long COVID have caused many Americans to miss extensive work time, and that 14% of study participants reported not returning to work in the months after their infection. The findings suggest that long COVID may have affected millions of Americans and generated steep economic costs, highlighting the need for policies to support those with the condition, researchers said.

      

      
        U.S. capable of achieving seafood independence
        If the U.S. became seafood independent, or meet its entire seafood needs through its own production, it could offer opportunities for improving dietary outcomes as well as individual and national food security, particularly against disruptions in global supply chains. Through analyzing 50 years of regional and national consumption and production data, from 1970-2021, researchers found that the U.S. could achieve seafood independence, although 'achieving greater seafood independence would require ...
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Early interventions may improve long-term academic achievement in young childhood brain tumor survivors | ScienceDaily
Children who survive a brain tumor often experience effects from both the cancer and its treatment long after therapy concludes. Scientists at St. Jude Children's Research Hospital found very young children treated for brain tumors were less prepared for school (represented by lower academic readiness scores) compared to their peers. This gap persisted once survivors entered formal schooling. Children from families of higher socioeconomic status were partially protected from the effect, suggesting that providing early developmental resources may proactively help reduce the academic achievement gap. The findings were published today in the Journal of the National Cancer Institute.


						
"Even in very young children, we found academic readiness was starting to lag behind healthy children their age," said corresponding author Heather Conklin, PhD, St. Jude Department of Psychology and Biobehavioral Sciences member and Section of Neuropsychology chief. "They were gradually falling behind their same-age peers in academic fundamentals, such as learning their letters, numbers and colors."

Previous research has focused on school-aged children, but this is one of the first studies to examine academic readiness after brain tumor treatment in infants and young children (less than 3 years old). The scientists uncovered the gap in readiness skills by following a group of 70 patients who had been treated for brain tumors over time. Six months after diagnosis and annually for five years, "we found an increasing gap between these young patients treated for brain tumors and their typically developing peers because their academic readiness skills were not developing as fast," Conklin said.

Even though the scientists observed gaps between the children's abilities as they aged, it was present early and had predictive power. "Early academic readiness was predictive of long-term reading and math outcomes," Conklin said. "The effect isn't temporary. These children don't just catch up naturally."

Intervening early may protect academic readiness and achievement

While presenting a challenge, the findings also offer a strategy to address this problem: early intervention. Since the difference in academic readiness arises early after treatment, intervening then, as opposed to in elementary school (when most conventional interventions begin), may improve outcomes.

"We now know that we don't need to wait until patients are struggling with math and reading; we can intervene earlier," Conklin said. "We showed that the variability we're seeing early on predicts longer-term academic skills, which highly suggests earlier interventions will be beneficial and make a real difference."

Early interventions need to be informed by what increases vulnerability to or protects against the academic readiness gap to succeed. The researchers looked at the factors involved, such as treatment type and demographics, and found only one characteristic mattered.




Socioeconomic status protects and suggests early interventions may work

"The only clinical or demographic factor we found that predicted academic readiness was socioeconomic status," Conklin said. "Being from a family of higher socioeconomic status had a protective effect on children's academic readiness."

The finding that higher socioeconomic status is partially protective suggests that investing in resources to replace lost early enrichment experiences can mitigate the readiness gap. By increasing access to those replacement opportunities, more children could be protected.

"We know that being away from their home environment, caregivers, daycare, play dates, parks and early intervention services during these critical developmental years is probably having a negative impact on very young patients," Conklin said. "Our results suggest that families can make play meaningful, and by making little changes in how they interact with their child, with the support of their medical team and receiving appropriate resources, they may be able to make a difference in their child's cognitive and academic outcomes."

Authors and funding

The study's first author is Melanie Somekh, formerly of St. Jude. The study's other authors are Michelle Swain, Queensland Children's Hospital; Lana Harder, Children's Medical Center Dallas; Bonnie Carlson-Green, Children's Minnesota; Joanna Wallace, Lucile Packard Children's Hospital Stanford; Ryan Kaner, Rady Children's Hospital San Diego; Jeanelle S Ali, The Children's Hospital of Eastern Ontario and Jason Ashford, Jennifer Harman, Catherine Billups, Arzu Onar-Thomas, Thomas Merchant and Amar Gajjar, all of St. Jude.

The study was supported by grants from the National Cancer Institute (St. Jude Cancer Center Support [CORE] Grant (P30 CA21765)) and ALSAC, the fundraising and awareness organization of St. Jude.
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Homicide rates are a major factor in the gap between Black and White life expectancy | ScienceDaily
Homicide is a major reason behind lower and more variable reduction in life expectancy for Black rather than White men in recent years, according to a new study published August 21, 2024 in the open-access journal PLOS ONE by Michael Light and Karl Vachuska of the University of Wisconsin-Madison, USA.


						
The COVID-19 pandemic precipitated a staggering drop in U.S. life expectancy and substantially widened Black-White disparities in lifespan. It also coincided with the largest one-year increase in the U.S. homicide rate in more than a century, with Black men bearing the brunt of these. Despite these trends, there has been limited research on the contribution of homicide to Black-White disparities in life expectancy during the pandemic.

In the new study, researchers used mortality data and multiple cause of death data files from the National Vital Statistics System division of the National Center for Health Statistics. The data spanned 2019 to 2021, and causes of death were organized into 20 main groupings.

Whereas Black men were expected to live on average 71.4 years in 2019, this dropped to 67.7 years in 2020. For White men, the corresponding decline was only from 76.4 years to 74.9 years. As a result, the life expectancy racial gap jumped from 5.0 to 7.2 fewer years for Black relative to White men.

The researchers found that in 2020 and 2021, homicide was the leading contributor to inequality both in life expectancy and in lifespan variability between Black and White men. Homicide accounted for far more of the racial gap in longevity and lifespan variability than deaths due to COVID-19. In 2021, for instance, the impact of homicide on the racial gap in lifespan variability was nine times greater than deaths from COVID-19.

The authors conclude that addressing homicides should be at the forefront of any public health discussion aimed at promoting racial health equity.

The authors add: "Increased homicide is one of the principal reasons why lifespans have become shorter for Black men than White men in recent years. In 2020 and 2021, homicide was the leading contributor to inequality in both life expectancy and lifespan variability between Black and White men, accounting for far more of the racial gap in longevity and variability than deaths from COVID-19."
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Highest prediction of sea-level rise unlikely | ScienceDaily
In recent years, the news about Earth's climate -- from raging wildfires and stronger hurricanes, to devastating floods and searing heat waves -- has provided little good news.


						
A new Dartmouth-led study, however, reports that one of the very worst projections of how high the world's oceans might rise as the planet's polar ice sheets melt is highly unlikely -- though it stresses that the accelerating loss of ice from Greenland and Antarctica is nonetheless dire.

The study challenges a new and alarming prediction in the latest high-profile report from the United Nations' Intergovernmental Panel on Climate Change (IPCC) to evaluate the latest climate research and project the long- and near-term effects of the climate crisis. Released in full last year, the IPCC's sixth assessment report introduced a possible scenario in which the collapse of the southern continent's ice sheets would make Antarctica's contribution to average global sea level twice as high by 2100 than other models project -- and three times as high by 2300.

Though the IPCC designated this specific prediction as "low likelihood," the potential of the world's oceans rising by as much as 50 feet as the model projects earned it a spot in the report. At that magnitude, the Florida Peninsula would be submerged, save for a strip of interior high ground spanning from Gainesville to north of Lake Okeechobee, with the state's coastal cities underwater.

But that prediction is based on a new hypothetical mechanism of how ice sheets -- the thick, land-based glaciers covering polar regions -- retreat and break apart. The mechanism, known as the Marine Ice Cliff Instability (MICI), has not been observed and has so far only been tested with a single low-resolution model, the researchers report in the journal Science Advances.

The researchers instead test MICI with three high-resolution models that more accurately capture the complex dynamics of ice sheets. They simulated the retreat of Antarctica's Thwaites Glacier, the 75-mile-wide ice sheet popularly nicknamed the "Doomsday Glacier" for the accelerating rate at which it is melting and its potential to raise global sea levels by more than two feet. Their models showed that even the imperiled Thwaites is unlikely to rapidly collapse during the 21st century as MICI would predict.

Mathieu Morlighem, a Dartmouth professor of earth sciences and the paper's corresponding author, said that the findings suggest that the physics underlying the extreme projection included in the IPCC report are inaccurate, which can have real-world effects. Policymakers sometimes use these high-estimation models when considering the construction of physical barriers such as sea walls or even relocating people who live in low-lying areas, Morlighem said.




"These projections are actually changing people's lives. Policymakers and planners rely on these models and they're frequently looking at the high-end risk. They don't want to design solutions and then the threat turns out to be even worse than they thought," Morlighem said.

"We're not reporting that the Antarctic is safe and that sea-level rise isn't going to continue -- all of our projections show a rapid retreat of the ice sheet," he continues. "But high-end projections are important for coastal planning and we want them to be accurate in terms of physics. In this case, we know this extreme projection is unlikely over the course of the 21st century."

Morlighem worked with Dartmouth's Helene Seroussi, associate professor in the Thayer School of Engineering, along with researchers from the University of Michigan, the University of Edinburgh and the University of St. Andrews in Scotland, and Northumbria University and the University of Stirling in England.

The idea behind MICI is that if an ice shelf -- the floating extension of the land-based ice sheet -- collapses rapidly, it would potentially leave the ice cliffs that form the outer edge of the ice sheet exposed and unsupported. If these cliffs are tall enough, they would break under its own weight, exposing an even taller cliff and leading to rapid retreat as the ice sheet collapses inward toward the interior like a row of dominos. The loss of this ice into the ocean where it would melt is what would lead to the projected dramatic sea-level rise.

But the authors of the Science Advances study find that the glacial collapse is not that simple or that fast. "Everyone agrees that cliff failure is real -- a cliff will collapse if it's too tall. The question is how fast that will happen," Morlighem said. "But we found that the rate of retreat is nowhere near as high as what was assumed in these initial simulations. When we use a rate that is better constrained by physics, we see that ice cliff instability never kicks in."

The researchers focused on Thwaites Glacier because it has been identified as especially vulnerable to collapse as its supporting ice shelf continues to break down. The researchers simulated Thwaites' retreat for 100 years following a sudden hypothetical collapse of its ice shelf, as well as for 50 years under the rate of retreat actually underway.




In all their simulations, the researchers found that Thwaites' ice cliffs never retreated inland at the speed MICI suggests. Instead, without the ice shelf holding the ice sheet back, the movement of the glacier toward the ocean accelerates rapidly, causing the ice sheet to expand away from the interior. This accelerated movement also thins the ice at the glacier's edge, which reduces the height of the ice cliffs and their susceptibility to collapse.

"We're not calling into question the standard, well-established projections that the IPCC's report is primarily based on," Seroussi said. "We're only calling into question this high-impact, low-likelihood projection that includes this new MICI process that is poorly understood. Other known instabilities in the polar ice sheets are still going to play a role in their loss in the coming decades and centuries."

Polar ice sheets are, for example, vulnerable to the established Marine Ice Sheet Instability (MISI), said study coauthor Dan Goldberg, a glaciologist at Edinburgh who was a visiting professor at Dartmouth when the project began. MISI predicts that, without the protection of ice shelves, a glacier resting on a submerged continent that slopes downward toward the interior of the ice sheet will retreat unstably. This process is expected to accelerate ice loss and contribute increasingly to sea-level rise, Goldberg said.

"While we did not observe MICI in the 21st century, this was in part because of processes that can lead to the MISI," Goldberg said. "In any case, Thwaites is likely to retreat unstably in the coming centuries, which underscores the need to better understand how the glacier will respond to ocean warming and ice-shelf collapse through ongoing modeling and observation."

The paper, "The West Antarctic Ice Sheet may not be vulnerable to Marine Ice Cliff Instability during the 21st Century," was published in Science Advances on Aug. 21, 2024. This work was supported by the National Science Foundation (grant no. 1739031) and Natural Environment Research Council (grant nos. NE/S006745/1 and NE/S006796/1).
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More academic freedom leads to more innovation | ScienceDaily
The innovative strength of a society depends on the level of academic freedom. An international team involving the Technical University of Munich (TUM) has now demonstrated this relationship for the first time. The researchers analyzed patent applications and patent citations in a sample from around 160 countries over the 1900-2015 period in relation to indicators used in the Academic Freedom Index. In view of the global decline in academic freedom over the past 10 years, the researchers predict a loss in innovative output.


						
In many countries scientists have experienced a loss of academic freedom in recent years. This trend has come in for criticism on the basis of fundamental principles. However, there has been no research to date on whether the degree of academic freedom also has an impact on a society's ability to produce innovations.

For the first time an international team of researchers has studied the relationship between academic freedom and innovation output. As indicators for the quantity and quality of innovations, the researchers used patent applications and citations. Their analysis covered the 1900-2015 period in 157 countries. The team analyzed two large and respected datasets and put the results into relation: the V-Dem Dataset (Varieties of Democracy) from the V-Dem Institute at the University of Gothenburg encompasses various democracy indicators, some of which date back to 1789. They include freedom of science, which the institute, together with FAU Erlangen-Nuremberg, has also presented in the Academic Freedom Index for several years. The team obtained data on numbers of patent applications and citations from the PATSTAT database from the European Patent Office.

"Alarming signs for many countries"

The study shows that more freedom for the work of scientists results in more innovations. When the degree of academic freedom improves, this is followed by increases in the numbers of patent applications and, subsequently, in the number of patent citations.

However, the situation for academic freedom declined on a global scale during the period 2011-2021 for the first time in the last 100 years. This also applies to the group of 25 countries with the strongest science base. For that decade, the research team used the results of the study to calculate the impact of the decline. "We predict a global decline of 4-6% in innovative capability. In the leading countries, the figure is as high as 5-8%," says study author Paul Momtaz, Professor of Entrepreneurial Finance at TUM.

"The results are an alarming sign for many countries. Those who restrict academic freedom also limit the ability to develop new technologies and processes and therefore hinder progress and prosperity," says Paul Momtaz. "We see this trend not only in dictatorships, but also increasingly in democratic states where populist parties have gained influence."

Numerous robustness checks confirm results




The researchers conducted several checks to confirm the robustness of the link between academic freedom and innovative output. For example they checked whether the correlation actually results from academic freedom in particular or from general freedom in a society. They also ruled out reverse causality, in other words the possibility of countries allowing more academic freedom when innovative output is too low. The results of the study were also confirmed when narrowing the perspective to countries with very high or very low numbers of patent applications, when only the post-1980 period was considered or when limiting the analysis to specific aspects of academic freedom.

Further information:

Scientists from the Technical University of Munich, Indiana University, the University of Luxembourg, the Polytechnic University of Milan and the University of Bergamo were involved in the study.
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Occupational exposure to particles may increase the risk of chronic kidney disease | ScienceDaily
Exposure to dust and particles at work may increase the risk of chronic kidney disease, a University of Gothenburg study shows. Among Swedish construction workers, followed since the 1970s, the risk was 15% higher among exposed.


						
Chronic kidney disease is the most common form of kidney disease and involves a slow and progressive deterioration of the kidneys' ability to cleanse the body. Harmful substances and fluids that would otherwise have been excreted from the body with the urine are instead retained.

Research in recent years shows that outdoor air pollution particles from sources such as industry, vehicle exhaust and heating may increase the risk of chronic kidney disease. The current study shows that this is also likely to be the case for occupational exposure to particles in the construction industry.

The first author of the study is Karl Kilbo Edlund, a PhD student in occupational and environmental medicine at the Sahlgrenska Academy at the University of Gothenburg:

"We see a clear link between having worked in construction environments with high dust levels and the risk of developing chronic kidney disease before the age of 65. But further studies are required to show whether there is a causal link and to identify the biological mechanisms," he says.

The importance of prevention 

The study, published in the journal Occupational and Environmental Medicine, is based on data from more than 280,000 construction workers who participated in health surveys between 1971 and 1993. The surveys were organized by Bygghalsan, a former occupational health service for the construction industry.




The results reveal that construction workers exposed to dust and particles were about 15% more likely to be diagnosed with chronic kidney disease and receive medical treatment to replace lost kidney function. However, the increased risk did not persist beyond retirement age.

The study is part of a research project about particles and kidney disease, funded by the Swedish Research Council Forte, which focuses on health, working life and welfare. The project leader is Leo Stockfelt, Associate Professor of Occupational and Environmental Medicine at Sahlgrenska Academy, University of Gothenburg:

"Chronic kidney disease is a serious disease that has a major impact on an individual's quality of life, increasing the risk of secondary diseases and leading to high healthcare costs. Primary prevention is therefore of great importance," he says.

More to do on occupational health and safety

Improvements in workplace emissions and the use of personal protective equipment have reduced the occupational exposure of construction workers to particulate matter over the period studied, from the 1970s to the 1990s. This is believed to have contributed to a reduction in kidney disease, but according to the researchers, more needs to be done to improve the occupational environment within the construction industry.

The study is the first to investigate the risk of kidney disease in construction workers, using registry data from Bygghalsan as a basis. The material, managed by Umea University, has been used in several previous studies on occupational environment and health within the construction industry.

The next step for the research team will be to study the link between dust and particle exposure and kidney disease in further groups, to see if the results can be confirmed and to better identify the mechanisms.
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Sharing risk to avoid power outages in an era of extreme weather | ScienceDaily
This summer's Western heat waves raise the specter of recent years' rotating power outages and record-breaking electricity demand in the region. If utilities across the area expanded current schemes to share electricity, they could cut outage risks by as much as 40%, according to new research by the Climate and Energy Policy Program at the Stanford Woods Institute for the Environment. The study highlights how such a change could also help ensure public opinion and policy remain favorable for renewable energy growth. It comes amid debate over initiatives like the West-Wide Governance Pathways Initiative, an effort led by Western regulators to create a multi-state grid operations and planning organization.


						
"Extreme weather events disregard state and electric utilities' boundaries, and so will the solution needed to mitigate the impact," said study co-author Mareldi Ahumada-Paras, a postdoctoral scholar in energy science and engineering in the Stanford Doerr School of Sustainability."Greater regional cooperation can benefit reliability under wide-spread stress conditions."

The new abnormal

Across the West, electricity providers are struggling with three new realities. Demand and resource availability are becoming harder to predict because of factors ranging from more frequent and widespread weather extremes to the proliferation of rooftop solar installations to more frequent and widespread weather extremes. Rapid growth of renewable energy, such as wind and solar, along with energy storage options requires new operating and planning strategies for meeting demand. On top of these trends, a patchwork of state and federal clean energy goals creates different incentives that influence utilities' operation and planning differently.

"New grid management approaches can capitalize on the opportunities created by our rapidly changing electricity system and address increasing stress from extreme heat, drought, and other climate-related events," said study co-author Michael Mastrandrea, research director of the Climate and Energy Policy Program.

The study focuses on the power grid that stretches from the West Coast to the Great Plains and from western Canada to Baja California. In recent years, extreme heat events and severe droughts have put major demand stresses on the grid and reduced hydropower availability.

The researchers used power system optimization models to simulate grid operations under stress conditions based on those experienced during a 2022 California heat wave that saw record-breaking energy demand. Their simulations demonstrated that expanding the area of cooperation could reduce the risk of power outages by as much as 40%, reduce the amount of unserved energy -- when electricity demand exceeds supply -- by more than half, and increase reliability.




Policy and public opinion

The researchers refer to these estimates as "illustrative and directional" because incomplete information makes it hard to precisely simulate how those responsible for ensuring power system reliability within specific service territories will respond to stress conditions. Still, the results highlight how expanded cooperation among utilities can improve responses to local shortages and excesses, offer greater flexibility in managing unexpected disruptions and balancing supply and demand, and ensure reliable electricity supply during extreme weather events.

Expanded cooperation among utilities could also maximize the value of the region's growing renewable energy portfolio, according to the researchers. Renewable power generation, such as wind and solar, can be variable since the wind doesn't always blow and the sun only shines so many hours per day. Expanding cooperation across a larger geographic area can ensure that renewable power generation is used (or stored for later) when it is available. Critics of these sources are also likely to blame them for major power outages, according to the researchers, feeding a narrative that could sour public opinion and lead to policies slowing the adoption or expansion of clean energy.

"Our work shows how greater cooperation isn't just about dollars and cents for utilities and their customers," said study co-author Michael Wara, director of the Climate and Energy Policy Program at the Stanford Woods Institute for the Environment. "It's about keeping the lights on as we confront the challenge of the energy transition and the growing impacts of climate change."

Wara and Mastrandrea are also senior director for policy and director for policy, respectively, in the Stanford Doerr School of Sustainability's Sustainability Accelerator.
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Organized youth sports are increasingly for the privileged | ScienceDaily
A sweeping study of U.S. youth sports participation over the past 60 years found that there has been a significant increase over time in kids playing organized sports -- but particularly among more privileged, educated families.


						
A national survey found that about 70% of Americans born in the '90s and reaching age 18 by 2015-16 said they took part in organized sports through recreational, school, or club teams. This finding showed a rather steady increase in organized sports participation across generations. Slightly more than half of those born in the '50s reported participating in organized youth sports.

But there were also significant generational variations in who took part in organized sports, the study found.

For kids born in the '50s, there were essentially no class differences in who played organized sports. But for kids born in the '90s, the share of those who played organized sports grew to be 24 percentage points higher when they had a college-educated parent when compared to not having had a college-educated parent.

"Childhood social class matters when it comes to whether you have the opportunity to participate in organized sports, something which is a relatively recent development," said Chris Knoester, lead author of the study and professor of sociology at The Ohio State University.

"We found that privileged families seem to be leveraging their advantages to strategically and intentionally invest in organized sports participation. That can give their children big benefits."

Knoester conducted the study with Chris Bjork, professor of education at Vassar. Their results were published recently in the journal Leisure/Loisir.

A major contribution of the study is providing an in-depth review of how patterns of youth sports participation have changed over the past 60 years, something that hasn't been done before, Knoester said.




The study used data from the National Sports and Society Survey, conducted in 2018 and 2019 by Ohio State. It included a sample of 3,935 adults from across the country who answered questions about their sports participation as children.

The finding that youth from privileged families are increasingly dominating organized sports speaks to the increased privatization of the youth sports industry, enhanced reliance on parents' involvement, and huge growth of club sports, according to the researchers.

"There has been a dramatic decrease in public support for extracurricular activities in schools that started in the '80s, including sports," Bjork said.

"One result has been the growth of club sports, which can be very expensive, and not all parents are in the position to afford that for their kids."

The average family paid $883 annually for one child's primary sport in 2022, according to Project Play by the Aspen Institute.

For many privileged parents, organized and especially private club sports are seen as a way to help their kids excel in a sport, potentially setting them up for college scholarships and a springboard to success in life, Knoester said.




The fact that fewer families have access to this because of the expense is concerning, he said.

One positive trend the study documented was the growth of girls participating in youth sports, Knoester said.

Among kids born in the 50's and growing up throughout the '60s, only about 45% of girls took part in organized sports, way behind boys. But by the '90s, about 70% of girls were out on the fields and courts, right on par with boys.

A lot of that had to do with Title IX, a federal law passed in 1972 that prohibited schools from sex-based discrimination, including in sports.

"It resulted in a dramatic increase in the number of girls taking part in sports," Knoester said.

And Americans saw one outcome of that in the recent Olympic games in Paris.

The U.S. won 126 medals, the most of any country -- and women won 67 of them, Knoester noted. In fact, if the U.S. women were their own nation, they would have placed third in the overall medal count, behind only the U.S. and China.

"Title IX and the increase in girls playing sports really set the stage for what we saw in Paris this summer, with the domination of U.S. women," Knoester said.

Another key finding of the study was that, while sports participation has increased over the generations, there has also been a concerning rise in the proportion of kids who start playing, but then drop out.

For those born in the '50s, just over 50% of those who started playing organized sports as children dropped out before they turned 18. But for those born in the '90s, over 70% of those who started playing organized sports dropped out before they reached adulthood. It is now much more common for children to play sports and drop out than to play continually or to never play while growing up.

A previous study by Knoester and colleagues showed that many kids who drop out do it because they were not having fun, or felt they were not a good enough player. This study suggests that the problem has been getting worse for recent generations of kids, Knoester said.

The issue of more youth dropping out of sports may be connected to the growth of club sports and the pressures kids feel to excel, the researchers said.

"Underlying all of this is the dramatic shift from sports being seen as a way to have fun and make friends and learn life lessons to sports being a way to get ahead in life," Bjork said.

There's a need to return to the promise of youth sports as a positive and inclusive force in society, and a way to help all kids meet health goals, make friends and learn how to work together, Knoester said.

"We need to find ways to keep kids involved and positive on the fields and courts, without the hyper-competitive, high-pressure, expensive culture that seems to predominate today," he said.
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Renewable energy policies provide benefits across state lines | ScienceDaily
While the U.S. federal government has clean energy targets, they are not binding. Most economically developed countries have mandatory policies designed to bolster renewable electricity production. Because the U.S. lacks an enforceable federal mandate for renewable electricity, individual states are left to develop their own regulations.


						
Marilyn Brown, Regents' and Brook Byers Professor of Sustainable Systemsin Georgia Tech's School of Public Policy; Shan Zhou, an assistant professor at Purdue University and Georgia Tech Ph.D. alumna; and Barry Solomon, a professor emeritus of environmental policy at Michigan Technological University, investigated how clean electricity policies affect not only the states that adopt them, but neighboring states as well. Using data-driven comparisons, the researchers found that the impact of these subnational clean energy policies is far greater -- and more nuanced -- than previously known.

Their research was recently published in the journal Proceedings of the National Academy of Sciences.

"Analysts are asking if the U.S. should have a federal renewable mandate to put the whole country on the same page, or if individual state policies are sufficient," Brown said. "To answer that question, it is useful to know if states with renewable energy policies are influencing those without them."

Brown, Solomon, and Zhou examined a common clean energy policy tool: the Renewable Portfolio Standard (RPS). Adopted by more than half of U.S. states, RPSs are regulations requiring a state's utility providers to generate a certain percentage of their electricity from renewable resources, such as wind or solar. Many of these standards are mandatory, with utility companies facing fines if they fail to reach targets within a given time.

To investigate the influence of these policies across state lines, the researchers first created a dataset that included 31 years (1991-2021) of annual renewable electricity generation data for 48 U.S. states and the District of Columbia. They then used the dataset to generate pairs of states linking each state to its geographic neighbors or electricity trading partners, allowing them to examine the influence of the RPS policy adopted by one of the pair on the renewable energy generation of the other -- a total of 1,519 paired comparisons.

"By only looking at the pairs, we can see if an RPS in one state directly affects renewable electricity generation in another state, and, if that's the case, whether it is because they are geographic neighbors or if it's because they are participating in the same wholesale electricity market," Zhou said.




Looking into the electricity market is important, because states often purchase electricity from other states through wholesale markets rather than exclusively producing their own power, and the purchased power can be generated from renewables. Utilities in some states may be allowed to meet their own RPS requirements by purchasing renewable energy credits based on the renewable electricity generated in other states.

In their analyses, the team also considered the concept of "policy stringency." A stringency measure evaluates a state's renewable electricity targets relative to the amount currently produced in the state. For example, if a state requires electric utilities to generate 30% of their electricity from renewable sources by 2030 and the state already has 25%, it isn't a very stringent policy. On the other hand, if a state has a 30% target and only uses 10% renewables currently, it has a more ambitious and stringent RPS.

Though policy experts have used the metric in related work for over a decade, the research team improved the design.

"Our stringency variable includes interim targets as well as the existing share of renewable energy generation," Solomon said.

The team found that the amount of renewable electricity generation in a state is not only influenced by whether that state has its own RPS, but also by the RPS policies of neighboring states.

"We also learned that the stronger a neighboring state's RPS policy is, the more likely a given state is to generate more renewable electricity," Brown said. "It's all a very interactive web with many co-benefits."

The authors were surprised to find that a given state's electricity trading partners did not hold the most influence over renewable generation, but rather the geographical proximity to RPS states. They suggest that past RPS policy research focusing on within-state impacts likely underestimated an RPS's full impact. While the researchers have not yet identified all factors that can cause spillover effects, they plan to investigate this further.

"The spillover effect is very significant and should not be overlooked by future research, especially for states without RPSs," Zhou said. "For states without policies, their renewable electricity generation is very heavily influenced by their neighbors."
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It only takes 15 minutes to change your health | ScienceDaily
Corporate Cup, lunchtime yoga, or even 'walk and talks', organisations come up with all sorts of wellness initiatives to encourage people to be more active in the workplace. But before you duck and hide, new research shows that all it takes is 15 minutes and a touch of gamification to put you on the path to success.


						
Assessing results from 11,575 participants, across 73 Australian, New Zealand, and UK companies, University of South Australia researchers found that a gamified workplace wellness program -- the 15 Minute Challenge* -- leads to substantial increases in physical activity levels, with 95% of participants meeting (36%) or exceeding (59%) physical activity guidelines.

In addition, participants' average daily physical activity levels increased by 12 minutes per day (85 minutes per week) throughout the six-week challenge, with the median daily exercise duration being 45 minutes.

Participants also reported improvements in fitness (14%), energy (12%), overall health (8%), sleep quality (8%), and mood (7.1%).

The WHO recommends that adults (aged 18-64) should do at least 150- 300 minutes of moderate-intensity aerobic physical activity, or at least 75-150 minutes of vigorous-intensity aerobic physical activity over a week. In Australia 37% of adults and 83% of teenagers do not meet the recommended levels of physical activity.

Lead researcher, UniSA's Dr Ben Singh, says the 15 Minute Challenge presents an effective mechanism to help boost employee health and wellbeing in the workplace.

"Regular physical activity provides significant physical and mental health benefits. It plays a key role in preventing and managing chronic disease, such as cardiovascular disease, type 2 diabetes, and cancer, and it also reduce symptoms of depression and anxiety," Dr Singh says.




"Yet around half of Australian adults do not meet the recommended levels of physical activity.

"With the majority of adults spending much of their waking time working, workplaces present ideal settings for promoting physical activity.

"In this study we showed that as little as 15 minutes of physical activity per day, can make a big difference when it comes to people's health and wellbeing. And while the program only required 15 minutes of activity, most people tended to do more.

"The 15-minute goal essentially serves as an accessible starting point -- especially for people who are particularly sedentary. So, it reduces barriers to entry and helps build the habit of regular exercise.

"Ultimately, the 15-minutes is a catalyst for increased physical activity, with many participants ending up exceeding the minimum goal and moving closer to or surpassing national recommendations."

Co-researcher, UniSA's Professor Carol Maher says that part of the program's success is in the gamification and the social aspects of the app.




"Encouraging and keeping your team-mates accountable through friendly competition is central to the 15 Minute Challenge app, and a key part of what motivates participants to stay committed and connected," Prof Maher says.

"The program encourages team collaboration, to track rankings, and display cumulative exercise. Achievements are clearly noted, and successes are celebrated. So, it's certainly a tool that engages people to work together and have fun.

"What we need to remember, however, is that addressing inactivity is everyone's responsibility. So, if an employer can initiate an effective, enjoyable, and cost-effective option to support their employees, it's a win-win.

"Physically active employees are happier and healthier; they are more productive, more satisfied, less stressed and less likely to get sick. Sustainable, scalable initiatives -- like the 15 Minute Challenge -- that can support employees to change their health and well-being for the better, should be on every employer's agenda."
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Type 2 diabetes increased by almost 20% over a decade in U.S., study finds | ScienceDaily
Type 2 diabetes increased by almost 20% between 2012 and 2022, according to a new study from the University of Georgia.


						
The researchers found an increase in diabetes among all sociodemographic groups. But non-Hispanic Black people were particularly hard hit by the disease, with just under 16% of Black study participants reporting being diagnosed with Type 2 diabetes.

More than one in five individuals aged 65 or older had the condition. The same age group was more than 10 times as likely to be diagnosed with diabetes than people in the 18-to-24-year age bracket. People between the ages of 45 and 64 were over five times as likely to receive the diagnosis.

The study also found that individuals with lower incomes had a significantly higher prevalence of diabetes than their higher income counterparts. People with high incomes were 41% less likely to be diagnosed with the disease. And individuals with a college education were 24% less likely to be given a diabetes diagnosis.

"Diabetes is increasing day by day in the U.S., and it will increase even more in the coming years," said Sulakshan Neupane, lead author of the study and a doctoral student in UGA's College of Agricultural and Environmental Sciences. "Diabetes costs around $412 billion, including medical costs and indirect costs like loss of productivity. That's a huge amount, and it's only going to increase as more people are diagnosed with the disease."

South, Midwest particularly vulnerable to diabetes

The researchers used data from the nationally representative Behavioral Risk Factor Surveillance System, an ongoing health survey of more than 400,000 people.




They relied on the same dataset for a paper published by the American Journal of Preventive Medicine in April, which emphasized the economic burden of Type 2 diabetes and the increased prevalence of the condition over the same study period as the current paper.

In addition to other risk factors, the researchers found regional differences in diabetes prevalence as well.

The South and Midwest, in particular, experienced large jumps in the number of individuals with Type 2 diabetes, with Arkansas, Kentucky and Nebraska reporting the highest increases between 2012 and 2022.

Ten states saw increases of 25% or more over the decade-long study period: Arkansas, Kentucky, Nebraska, Texas, Alabama, Minnesota, Illinois, West Virginia, Delaware and Massachusetts.

"In these areas, people are at higher risk of developing diabetes, so policymakers and public health officials need to focus on these regions," Neupane said.

Overweight, obese individuals more likely to have diabetes

Overweight and obese participants were also more likely to report being diagnosed with Type 2 diabetes. About one in five obese individuals reported having the disease in 2022 while one in 10 overweight participants reported having the condition.




Physical activity seemed to guard against diabetes to an extent, with physically active individuals facing a prevalence of under 10% while inactive people experienced a rate at closer to 19%.

"Identifying these risk factors and acting to mitigate them is key," Neupane said. "Be more active. Pay more attention to your physical health. Some risk factors like age and race cannot be modified, but you can do something to lower risk of diabetes, like, healthy eating, maintaining an active lifestyle and losing weight."

Published in Diabetes, Obesity and Metabolism, the study was co-authored by Wojciech Florkowski, of UGA's Department of Agricultural and Applied Economics; Uttam Dhakal and Chandra Dhakal, of CDC Atlanta.
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Growth from adversity: How older adults bounced back from the COVID-19 pandemic | ScienceDaily
During a pandemic, attention is usually focused on the immediate challenges, such as managing the disease, ensuring safety and coping with disruptions in daily routines. Adversity, while difficult, can sometimes lead to positive effects.


						
For older adults living in retirement communities, there has been limited research on how the COVID-19 pandemic and its regulatory measures affected them. Additionally, there is scant research on any potential positive effects for this population.

Now, a new study of 98 older adults (median age 86 years) living in a continuing care retirement community in South Florida during COVID-19 reveals how this population not only bounced back from adversity, but also grew stronger from challenging experiences.

Researchers from Florida Atlantic University's Christine E. Lynn College of Nursing explored both the challenges and growth experienced by the study participants as framed by "post-traumatic growth" theory, published in the Journal of Gerontological Nursing.

"Post-traumatic growth theory is a concept from psychology describing the positive change that can occur as a result of struggling with highly challenging life circumstances," said Lenny Chiang-Hanisko, Ph.D., senior author and an associate professor, FAU Christine E. Lynn College of Nursing. "While trauma and adversity, like a pandemic, can lead to distress and difficulties, this concept suggests that some individuals experience significant personal growth following these experiences."

Although the pandemic was a time of great stress and fear, the study results reveal that it also was a time of growth for many of the participants. With their usual routines disrupted, such as going for a walk with friends or sharing conversation during dinner, some discovered new interests and hobbies, such as gardening and painting. Others explored new ways to stay active, such as virtual yoga classes, online gaming and dancing. With more time at home, they found joy in exploring their creative side.

"Post-traumatic growth can lead to new possibilities, reevaluation of life goals, and pursuit of new opportunities," said Chiang-Hanisko. "It also can result in stronger connections and relationships; increased resilience and confidence; deeper spiritual beliefs aligned with life purpose; and a greater appreciation for life, with a shift in priorities toward living fully."

Findings show participants also deepened their relationships with family and friends, using video calls to stay connected despite social distancing. They drew on their life experience, including past hardships like recessions and wars, to cope with the pandemic. This period fostered reflection and spiritual growth, as many explored their beliefs and found solace in online religious services and a slower pace of life. The inability to see loved ones in person highlighted the value of these connections and led to greater appreciation for life's simple pleasures. Daily gratitude helped them focus on the positives and navigate the challenges.




"Living through these experiences helped our study participants use their inner strength and muster the ability to adapt and bounce back in the face of the health challenge of COVID," said Patricia Liehr, Ph.D., co-author and interim dean, FAU Christine E. Lynn College of Nursing. "Many of them indicated that with age comes the ability to see the bigger picture. Using this perspective helped them remind themselves that difficult times are usually temporary and that it is possible to find joy and meaning even during hardship."

Despite barriers, study participants incorporated technology-related competencies, thereby affirming their potential to be open to new ways of accomplishing daily routines.

"Given what we learned from our study, there is enhanced awareness of a need for policy changes to ensure that everyone, regardless of age, has access to and training for internet and digital services that are user-friendly," said Chiang-Hanisko.

Findings also show that participants faced challenges such as social isolation, managing pandemic restrictions and issues such as loneliness. Dining room restrictions were a major frustration as they limited social interactions. Despite these issues, 86% of participants' medical conditions did not worsen, and all were vaccinated. Most (86%) supported the community's pandemic precautions. However, 51% reported psychosocial challenges, including anxiety (32%) and depression (31%).

Additionally, 26% knew residents who died from COVID-19, attributing deaths to factors like loss of will to live (35%) and social isolation (30%). Notably, 29% missed seeing their health care provider, while 59% used telehealth, and there was an increase in antidepressant and sleeping pill use.

For the study, researchers developed a survey questionnaire, which included open-ended questions such as "What was the single most difficult or serious effect for you during the COVID-19 pandemic?" "What did you do to manage the most troublesome effect?" "What is the single most important thing you have learned about yourself during the COVID-19 pandemic?"

"Post-pandemic questions still remain, including the potential for new forms of living arrangements in preparation for the next pandemic, as current facilities are vulnerable to a forthcoming crisis," said Chiang-Hanisko. "The COVID-19 pandemic has highlighted the need for flexible, safe and socially engaging living arrangements for older adults that contribute to ongoing personal growth."

Study co-author is the late Elizabeth Force, Ph.D., a medical researcher who valued the importance of nursing research focused on preventing disease, relieving suffering and improving health.
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Study explains why laws are written in an incomprehensible style | ScienceDaily
Legal documents are notoriously difficult to understand, even for lawyers. This raises the question: Why are these documents written in a style that makes them so impenetrable?


						
MIT cognitive scientists believe they have uncovered the answer to that question. Just as "magic spells" use special rhymes and archaic terms to signal their power, the convoluted language of legalese acts to convey a sense of authority, they conclude.

In a study that will appear in the journal of the Proceedings of the National Academy of Sciences, the researchers found that even non-lawyers use this type of language when asked to write laws.

"People seem to understand that there's an implicit rule that this is how laws should sound, and they write them that way," says Edward Gibson, an MIT professor of brain and cognitive sciences and the senior author of the study.

Eric Martinez PhD '24 is the lead author of the study. Francis Mollica, a lecturer at the University of Melbourne, is also an author of the paper.

Casting a legal spell

Gibson's research group has been studying the unique characteristics of legalese since 2020, when Martinez came to MIT after earning a law degree from Harvard Law School. In a 2022 study, Gibson, Martinez, and Mollica analyzed legal contracts totaling about 3.5 million words, comparing them with other types of writing, including movie scripts, newspaper articles, and academic papers.




That analysis revealed that legal documents frequently have long definitions inserted in the middle of sentences -- a feature known as "center-embedding." Linguists have previously found that this kind of structure can make text much more difficult to understand.

"Legalese somehow has developed this tendency to put structures inside other structures, in a way which is not typical of human languages," Gibson says.

In a follow-up study published in 2023, the researchers found that legalese also makes documents more difficult for lawyers to understand. Lawyers tended to prefer plain English versions of documents, and they rated those versions to be just as enforceable as traditional legal documents.

"Lawyers also find legalese to be unwieldy and complicated," Gibson says. "Lawyers don't like it, laypeople don't like it, so the point of this current paper was to try and figure out why they write documents this way."

The researchers had a couple of hypotheses for why legalese is so prevalent. One was the "copy and edit hypothesis," which suggests that legal documents begin with a simple premise, and then additional information and definitions are inserted into already existing sentences, creating complex center-embedded clauses.

"We thought it was plausible that what happens is you start with an initial draft that's simple, and then later you think of all these other conditions that you want to include. And the idea is that once you've started, it's much easier to center-embed that into the existing provision," says Martinez, who is now a fellow and instructor at the University of Chicago Law School.




However, the findings ended up pointing toward a different hypothesis, the so-called "magic spell hypothesis." Just as magic spells are written with a distinctive style that sets them apart from everyday language, the convoluted style of legal language appears to signal a special kind of authority, the researchers say.

"In English culture, if you want to write something that's a magic spell, people know that the way to do that is you put a lot of old-fashioned rhymes in there. We think maybe center-embedding is signaling legalese in the same way," Gibson says.

In this study, the researchers asked about 200 non-lawyers (native speakers of English living in the United States, who were recruited through a crowdsourcing site called Prolific), to write two types of texts. In the first task, people were told to write laws prohibiting crimes such as drunk driving, burglary, arson, and drug trafficking. In the second task, they were asked to write stories about those crimes.

To test the copy and edit hypothesis, half of the participants were asked to add additional information after they wrote their initial law or story. The researchers found that all of the subjects wrote laws with center-embedded clauses, regardless of whether they wrote the law all at once or were told to write a draft and then add to it later. And, when they wrote stories related to those laws, they wrote in much plainer English, regardless of whether they had to add information later.

"When writing laws, they did a lot of center-embedding regardless of whether or not they had to edit it or write it from scratch. And in that narrative text, they did not use center-embedding in either case," Martinez says.

In another set of experiments, about 80 participants were asked to write laws, as well as descriptions that would explain those laws to visitors from another country. In these experiments, participants again used center-embedding for their laws, but not for the descriptions of those laws.

The origins of legalese

Gibson's lab is now investigating the origins of center-embedding in legal documents. Early American laws were based on British law, so the researchers plan to analyze British laws to see if they feature the same kind of grammatical construction. And going back much farther, they plan to analyze whether center-embedding is found in the Hammurabi Code, the earliest known set of laws, which dates to around 1750 BC.

"There may be just a stylistic way of writing from back then, and if it was seen as successful, people would use that style in other languages," Gibson says. "I would guess that it's an accidental property of how the laws were written the first time, but we don't know that yet."

The researchers hope that their work, which has identified specific aspects of legal language that make it more difficult to understand, will motivate lawmakers to try to make laws more comprehensible. Efforts to write legal documents in plainer language date to at least the 1970s, when President Richard Nixon declared that federal regulations should be written in "layman's terms." However, legal language has changed very little since that time.

"We have learned only very recently what it is that makes legal language so complicated, and therefore I am optimistic about being able to change it," Gibson says.
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Researchers develop index to quantify circular bioeconomy | ScienceDaily
As the world faces the challenges of mitigating climate change and providing resources for a growing population, there is increasing focus on developing circular economies for sustainable production. But to evaluate strategies and impacts, it is necessary to have reliable metrics. Researchers at the University of Illinois Urbana-Champaign have developed a Circularity Index that provides a comprehensive method to quantify circularity in bioeconomic systems. In a new paper, they outline the method and apply it to two case studies -- a corn/soybean farming operation and the entire U.S. food and agriculture system.


						
"The traditional economic system is linear -- we produce, distribute, use, and dispose of products. To increase sustainability, we need to develop a circular economy. Rather than just using natural resources, we must recover, reuse, and recycle waste materials," said lead author Yuanhui Zhang, a professor in the Department of Agricultural and Biological Engineering (ABE), part of the College of Agricultural, Consumer and Environmental Sciences and The Grainger College of Engineering at the U. of I.

"Circular bioeconomy has become a hot topic in research, but most studies are merely descriptive and there's no way to measure impacts. To move the technology forward, we need measurements to quantify effects, establish benchmarks, compare approaches, and identify weak spots," he said.

In the paper, the researchers provide a step-by-step outline of the Circularity Index (CI), which measures circularity on a scale from 0 to 1. Zero means the system is completely linear, and 1 means it is completely circular. The index includes eight categories: take, make, distribute, use, dispose, recover, remake, and reuse. The CI is computed by entering available data into each of these categories.

Zhang and his colleagues demonstrate how to use the CI in two case studies. The first examines nitrogen cycling in a corn-soybean farm in the Midwestern United States. The researchers enter production and output data for a period of 8 years, and compare the effect of two different fertilizer treatments: urea versus manure. They calculate the CI to be 0.687 for urea and 0.86 for manure, indicating the use of manure fertilizer provides a more circular economy.

In the second case study, Zhang and his colleagues look at the U.S. food and agriculture system, focusing on energy use. Drawing on national data from the USDA, EPA, and DOE, they compare the current system with an approach based on the Environment-Enhancing Food Energy and Water System framework, which involves recovery, remake, and reuse of organic waste. They find the existing system has a CI of 0.179, while the EE-FEWS approach would lead to a CI of 0.84.

"Our current production system relies primarily on fossil fuel, with some use of solar and wind energy. But there is very little recovery of biowaste. If we recover food waste and manure and turn it into energy and fertilizer, we can recycle it back to the agricultural systems it originates from. Employing the EE-FEWS framework would greatly improve circularity of the U.S. bioeconomy," Zhang explained.

The CI is a scalable method that can be used on different resource types and systems, depending on the focus of interest. Resources can be minerals, such as carbon or nitrogen, or non-mineral, such as water or energy. Systems can range from a process or a farm to an industry sector, a national economy, or even the global economy.

"We know it's important to reduce fossil fuel use, increase renewable resources, and minimize our water consumption. But to do so effectively, we need to know how much, and what the weak links and tradeoffs are. The CI provides a single number that allows you to establish a baseline, compare systems, and determine best strategies for action," Zhang said.

The CI can serve as an indicator to support policy initiatives such as the United Nations' Sustainable Development Goals. It also has potential commercial value; for example, food companies can demonstrate their production circularity to consumers.
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How 'winner and loser effects' impact social rank in animals -- and humans | ScienceDaily
Research has shown that in many animals, the winners of a fight are more likely to win subsequent contests, while the losers tend to lose their following fights. In experiments where male stickleback fish were randomly introduced to another fish, 65% of the winning fish won the second match, while all losing fish lost the second contest.


						
Such winner and loser effects can greatly influence individual behavior and fitness. This effect happens in humans as well. In "Winner and Loser Effects and Social Rank in Humans," recently published in The Quarterly Review of Biology, authors Noah M. T. Smith and Reuven Dukas provide a narrative review of the relevant similarities and distinctions between nonhumans and humans to assess the causes and consequences of winner and loser effects in humans.

The authors review winner and loser effects and their adaptive significance in nonhumans, including chimpanzees and fruit flies, and review additional factors that influence social rank in nonhumans and humans. The two-way interactions between social rank and winner and loser effects can alter cognition and behavior in various domains.

They then evaluate the potential role of such winner and loser effects and their social consequences. In nonhumans and humans, winner and loser effects may guide individuals to behave according to their apparent social rank, with winners adopting assertive postures and losers becoming submissive. While physical formidability is the dominant dimension determining social rank in nonhuman species, in adult humans, social conventions, physical attractiveness, competence in complex skills, and social competence are more important for social rank.

Recent studies have explored winner and loser effects in humans competing in sports. Smith and Dukas tested winner and loser effects using first-person shooter video games and a reading comprehension assignment. Randomly assigned video game winners performed significantly better in the second phase than did randomly assigned first-phase losers, and first-phase high scorers had higher reading scores in the second phase than first-phase low scorers.

The authors note that "our experimental protocol, which involved random assignment of participants to winner and loser treatments, is crucial for ruling out selection bias, whereby better performers simply win against weaker opponents in successive contests."

Future lines of research may provide further understanding of how and why winner and loser effects shape human cognition, mood, and behavior. These findings can provide additional implications in areas such as "red shirting" (the effect of enrolling children in school at a later age), winner and loser effects in investment banking and gambling, and the mood effects of winning and losing.
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Urban street networks, building density shape severity of floods | ScienceDaily
Cities around the globe are experiencing increased flooding due to the compounding effects of stronger storms in a warming climate and urban growth. New research from the University of California, Irvine suggests that urban form, specifically the building density and street network of a neighborhood, is also affecting the intensity of flooding.


						
For a paper published today in Nature Communications, researchers in UC Irvine's Department of Civil and Environmental Engineering turned to statistical mechanics to generate a new formula allowing urban planners to more easily assess flood risks presented by land development changes.

Co-author Mohammad Javad Abdolhosseini Qomi, UC Irvine associate professor of civil and environmental engineering who holds a joint appointment in UC Irvine's Department of Materials Science and Engineering, said that he and his colleagues were inspired by how physicists study intricate systems such as disordered porous solids, glasses and complex fluids to develop universal theories that can explain city-to-city variations in flood hazards.

"Application of statistical mechanics has yielded an analytical model that can project neighborhood-scale flood hazards anywhere in the world," Qomi said. "We can probe differences between cities experiencing flood hazards. The platform has been demonstrated to show links between flood losses, urban form and observed rainfall extremes."

Lead author Sarah Balaian, a UC Irvine Ph.D. candidate in civil and environmental engineering, said that we can expect the future to be marked by more severe weather events and that concentrated masses of people, many of whom lack the means of protection or escape, will be heavily affected by urban flooding.

"Furthermore, detailed modeling worldwide is presently impossible for many cities because of inadequate data, so our team was motivated to develop a new way of looking at flood risk based on the form of the built urban environment," she said.

Co-author Brett Sanders, UC Irvine Chancellor's Professor of civil and environmental engineering and professor of urban planning and public policy, said that the new formula was made possible by thousands of flood simulations across many different urban forms -- simulations grounded in physical laws of motion.

"We created a physics-based dataset of flood depth and velocity for types of city layouts seen globally and then used data analysis techniques to derive a relatively simple formula that can be used for planning and vulnerability assessments globally," Sanders said. "The equation can also be taught in our classes so that the next generation of civil engineers is able to anticipate the potential impacts of land development on flood hazards."

This project received financial support from UC Irvine's Henry Samueli School of Engineering, the National Science Foundation and the U.S. Department of Education.
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Number of pediatric inpatient psychiatric beds in the U.S. did not increase 2017-2020 despite youth mental health crisis | ScienceDaily
U.S. pediatric inpatient psychiatric bed capacity did not change 2017 -- 2020, despite increases in pediatric mental health emergency visits, according to a study published in JAMA Pediatrics. Researchers also found substantial geographic variation in inpatient psychiatric bed capacity per 100,000 children, ranging from zero in Alaska to 75 in Arkansas. Over 90 percent of pediatric inpatient beds are in urban centers, raising concerns for youth living in rural areas.


						
"Access to psychiatric inpatient care for youth is insufficient to meet the growing demand, forcing patients to wait for hours or even days in emergency departments or on medical units until a psychiatric bed becomes available," said senior author Jennifer Hoffmann, MD, MS, emergency medicine physician at Ann & Robert H. Lurie Children's Hospital of Chicago and Assistant Professor of Pediatrics at Northwestern University Feinberg School of Medicine. "It is also critical to ensure that access is equitably distributed across the country, as well as available in rural areas where we found a serious shortage of psychiatric beds for youth. Every child deserves access to psychiatric care. The lack of psychiatric beds for children in some areas places a significant burden on families, emotionally and financially."

Mark S. Johnson, a parent from Juneau, Alaska, described the challenges his family faced: "My 14-year-old stepson needed inpatient mental health treatment but there were no options available in Alaska. Our local hospital kept him under observation while we sought psychiatric placement for him in Washington, over 900 miles from our home. It was very stressful and visiting him every two weeks was expensive."

Dr. Hoffmann emphasized that early detection of mental health concerns and prevention of mental health emergencies in youth can be part of the solution to the psychiatric bed shortage. This can be accomplished in primary care and school-based health centers. She also stressed the need to support the 988 Suicide and Crisis Lifeline, which helps to address mental health crises via telephone and text messages.

"Other ways to improve access to youth mental health services could involve mobile mental health units and increased use of telehealth for rural areas," added Dr. Hoffmann.

Kenneth Michelson, MD, MPH, from Lurie Children's was a co-author on the study.

Research at Ann & Robert H. Lurie Children's Hospital of Chicago is conducted through Stanley Manne Children's Research Institute, which is focused on improving child health, transforming pediatric medicine and ensuring healthier futures through the relentless pursuit of knowledge. Lurie Children's is a nonprofit organization committed to providing access to exceptional care for every child. It is ranked as one of the nation's top children's hospitals by U.S. News & World Report. Lurie Children's is the pediatric training ground for Northwestern University Feinberg School of Medicine. Emergency medicine-focused research at Lurie Children's is conducted through the Grainger Research Program in Pediatric Emergency Medicine.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/08/240819130516.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



New twist on synthesis technique promises sustainable manufacturing | ScienceDaily
James Tour's lab at Rice University has developed a new method known as flash-within-flash Joule heating (FWF) that could transform the synthesis of high-quality solid-state materials, offering a cleaner, faster and more sustainable manufacturing process. The findings were published in  Nature Chemistry  on Aug. 8.


						
Traditionally, synthesizing solid-state materials has been a time-consuming and energy-intensive process, often accompanied by the production of harmful byproducts. But FWF enables gram-scale production of diverse compounds in seconds while reducing energy, water consumption and greenhouse gas emissions by more than 50%, setting a new standard for sustainable manufacturing.

The innovative research builds on Tour's 2020 development of waste disposal and upcycling applications using flash Joule heating, a technique that passes a current through a moderately resistive material to quickly heat it to over 3,000 degrees Celsius (over 5,000 degrees Fahrenheit) and transform it into other substances.

"The key is that formerly we were flashing carbon and a few other compounds that could be conductive," said Tour, the T.T. and W.F. Chao Professor of Chemistry and professor of materials science and nanoengineering. "Now we can flash synthesize the rest of the periodic table. It is a big advance."

FWF's success lies in its ability to overcome the conductivity limitations of conventional flash Joule heating methods. The team -- including Ph.D. student Chi Hun "Will" Choi and corresponding author Yimo Han , assistant professor of chemistry, materials science and nanoengineering -- incorporated an outer flash heating vessel filled with metallurgical coke and a semiclosed inner reactor containing the target reagents. FWF generates intense heat of about 2,000 degrees Celsius, which rapidly converts the reagents into high-quality materials through heat conduction.

This novel approach allows for the synthesis of more than 20 unique, phase-selective materials with high purity and consistency, according to the study. FWF's versatility and scalability is ideal for the production of next-generation semiconductor materials such as molybdenum diselenide (MoSe2), tungsten diselenide and alpha phase indium selenide, which are notoriously difficult to synthesize using conventional techniques.

"Unlike traditional methods, FWF does not require the addition of conductive agents, reducing the formation of impurities and byproducts," Choi said.

This advancement creates new opportunities in electronics, catalysis, energy and fundamental research. It also offers a sustainable solution for manufacturing a wide range of materials. Moreover, FWF has the potential to revolutionize industries such as aerospace, where materials like FWF-made MoSe2 demonstrate superior performance as solid-state lubricants.

"FWF represents a transformative shift in material synthesis," Han said. "By providing a scalable and sustainable method for producing high-quality solid-state materials, it addresses barriers in manufacturing while paving the way for a cleaner and more efficient future."
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Nitrogen interventions as a key to better health and robust ecosystems | ScienceDaily
Food and energy production have caused substantial nitrogen pollution, harming air and water quality and posing risks to the climate and ecosystems. A new study shows how nitrogen interventions can reduce pollution, improving health, and supporting the Sustainable Development Goals (SDGs).


						
The Earth's nitrogen cycle is among the most heavily exceeded planetary boundaries. Agricultural production and fossil fuel burning release nitrogen pollutants like ammonia (NH3), nitrogen oxides (NOx), and nitrous oxide (N2O), which contribute to air pollution and damage ecosystems. These pollutants harm human health, crops, and ecosystems. Given the growing global energy and food demand, this damage is expected to increase even further.

The potential of nitrogen pollution mitigation technologies and policies -- so-called "nitrogen interventions" -- for improving air quality and reducing impacts on ecosystems, has been underexplored. A gap exists between traditional nitrogen budget research, which tracks nitrogen flows across air, water, and soil, but lacks detail on biogeochemical transformations, and Earth science research, which models these transformations but usually focuses on a single environmental medium.

To address this knowledge gap, an international research team combined multidisciplinary methods to evaluate how nitrogen interventions could improve air quality and reduce nitrogen deposition. Their study, published in Science Advances, found that interventions, such as improving fuel combustion conditions, increasing agricultural nitrogen use efficiency, and reducing food loss and waste, could significantly lower premature deaths attributed to air pollution, crop losses, and ecosystems risks. While typically considered for individual goals like air or water quality, recognizing the broad co-benefits of nitrogen management is critical for future policy design and effective pollution control.

"We established an integrated assessment framework combining future nitrogen policy scenarios with integrated assessment models, air quality models and dose-response relationships to assess how ambitious measures can reduce air pollution and ecosystems damage at detailed geographic levels," explains lead author Yixin Guo, a postdoctoral researcher jointly appointed by Peking University and IIASA.

The study shows that by 2050, high-ambition nitrogen interventions could cut global ammonia and nitrogen oxides emissions by 40% and 52%, respectively, compared to 2015 levels. This would reduce air pollution, preventing 817,000 premature deaths, lower ground-level ozone concentrations, and cut crop yield losses. Without these interventions, environmental damage will worsen by 2050, with Africa and Asia being affected the most. On the other hand, should those measures be implemented, Africa and Asia would benefit from them the most.

"We found that nitrogen interventions offer increasing benefits over time, with greater effects by 2050 than by 2030. The biggest reductions in ammonia and nitrogen oxides are expected in East and South Asia, mainly through improved crop practices and technology adoption in industrial sectors. These reductions will help lower air pollutions levels, making it easier for many regions to achieve the World Health Organization interim targets. Additionally, as populations grow, the health benefits of these interventions will increase, especially in developing areas," adds Yixin.

"Our results highlight that nitrogen interventions can significantly help achieve multiple SDGs, including Good Health and Well-being (SDG3), Zero Hunger (SDG2), Responsible Consumption and Production (SDG12), and Life on Land (SDG15)," says Lin Zhang, a study coauthor and tenured associated professor at Department of Atmospheric and Oceanic Sciences at Peking University.

"This collaborative research shows how IIASA research can be rolled out globally. Solutions for environmental impacts will vary by region, enabling customized policy recommendations, even for complex issues like nitrogen pollution," concludes Wilfried Winiwarter, a study coauthor and senior researcher in the Pollution Management Research Group of the IIASA Energy, Climate, and Environment Program.
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Methamphetamine-involved psychiatric hospitalizations have increased, study says | ScienceDaily

Additionally, researchers detail that psychiatric hospitalizations caused by methamphetamine use were highest in the Mountain West region but were also shifting geographically. "Rates of methamphetamine-involved psychiatric hospitalizations with were by far the highest in the Mountain West. As expected, this mirrors rates of self-reported methamphetamine use and methamphetamine-related overdose deaths in the Mountain West." says Susan Calcaterra, MD, MPH, professor at the University of Colorado Anschutz Medical Campus and study lead author. "Psychiatric hospitalizations involving methamphetamine use is really taking off in the Midwest and Northeast, in particular."

While rates of methamphetamine-related psychiatric hospitalizations increased 68% over the study period, opioid-related hospitalizations decreased by 22%. Methamphetamine rate increases may be attributed to methamphetamines ubiquitousness and affordability, as well as the lack of resources available to manage methamphetamine use. Why opioid-involved psychiatric hospitalizations declined is less clear but may be related to the lethality of fentanyl.

"An important takeaway from this study is the need for resources to address the mental and physical treatment of methamphetamine use," says Calcaterra.

"While the vast majority of psychiatric hospitalizations in this timeframe did not involve substance use, the significant increase in methamphetamine use means we have to better consider harm reduction in clinical settings. Evidence-based interventions such as contingency management which involves offering incentives for abstinence, harm reduction education, provision of naloxone for overdose reversal and access to expanded mental health treatments are proven to help mitigate dangerous effects from methamphetamine use, especially when contaminated with fentanyl much like the campaigns aimed at public awareness around opioid use."
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Brain wiring is guided by activity even in very early development | ScienceDaily
In humans, the process of learning is driven by different groups of cells in the brain firing together. For instance, when the neurons associated with the process of recognizing a dog begin to fire in a coordinated manner in response to the cells that encode the features of a dog -- four legs, fur, a tail, etc. -- a young child will eventually be able to identify dogs going forward. But brain wiring begins before humans are born, before they have experiences or senses like sight to guide this cellular circuitry. How does that happen?


						
In a new study published Aug. 15 in Science, Yale researchers identified how brain cells begin to coalesce into this wired network in early development before experience has a chance to shape the brain. It turns out that very early development follows the same rules as later development -- cells that fire together wire together. But rather than experience being the driving force, it's spontaneous cellular activity.

"One of the fundamental questions we are pursuing is how the brain gets wired during development," said Michael Crair, co-senior author of the study and the William Ziegler III Professor of Neuroscience at Yale School of Medicine. "What are the rules and mechanisms that govern brain wiring? These findings help answer that question."

For the study, researchers focused on mouse retinal ganglion cells, which project from the retina to a region of the brain called the superior colliculus where they connect to downstream target neurons. The researchers simultaneously measured the activity of a single retinal ganglion cell, the anatomical changes that occurred in that cell during development, and the activity of surrounding cells in awake neonatal mice whose eyes had not yet opened. This technically complex experiment was made possible by advanced microscopy techniques and fluorescent proteins that indicate cell activity and anatomical changes.

Previous research has shown that before sensory experience can take place -- for instance, when humans are in the womb or, in the days before young mice open their eyes -- spontaneously generated neuronal activity correlates and forms waves. In the new study, researchers found that when the activity of a single retinal ganglion cell was highly synchronized with waves of spontaneous activity in surrounding cells, the single cell's axon -- the part of the cell that connects to other cells -- grew new branches. When the activity was poorly synchronized, axon branches were instead eliminated.

"That tells us that when these cells fire together, associations are strengthened," said Liang Liang, co-senior author of the study and an assistant professor of neuroscience at Yale School of Medicine. "The branching of axons allows more connections to be made between the retinal ganglion cell and the neurons sharing the synchronized activity in the superior colliculus circuit."

This finding follows what's known as "Hebb's rule," an idea put forward by psychologist Donald Hebb in 1949; at that time Hebb proposed that when one cell repeatedly causes another cell to fire, the connections between the two are strengthened.




"Hebb's rule is applied quite a lot in psychology to explain the brain basis of learning," said Crair, who is also the vice provost for research and a professor of ophthalmology and visual science. "Here we show that it also applies during early brain development with subcellular precision."

In the new study, the researchers were also able to determine where on the cell branch formation was most likely to occur, a pattern that was disrupted when the researchers disturbed synchronization between the cell and the spontaneous waves.

Spontaneous activity occurs during development in several other neural circuits, including in the spinal cord, hippocampus, and cochlea. While the specific pattern of cellular activity would be different in each of those areas, similar rules may govern how cellular wiring takes place in those circuits, said Crair.

Going forward, the researchers will explore whether these patterns of axon branching persist after a mouse's eyes open and what happens to the downstream connected neuron when a new axon branch forms.

"The Crair and Liang labs will continue to combine our expertise in brain development and single-cell imaging to examine how the assembly and refinement of brain circuits is guided by precise patterns of neural activity at different developmental stages," said Liang.

The research was supported in part by the Kavli Institute of Neuroscience at Yale School of Medicine.
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Why do researchers often prefer safe over risky projects? Explaining risk aversion in science | ScienceDaily
A mathematical framework that builds on the economic theory of hidden-action models provides insight into how the unobservable nature of effort and risk shapes investigators' research strategies and the incentive structures within which they work, according to a study published August 15 in the open-access journal PLOS Biology by Kevin Gross from North Carolina State University, U.S., and Carl Bergstrom from the University of Washington, U.S.


						
Scientific research requires taking risks, as the most cautious approaches are unlikely to lead to the most rapid progress. Yet much funded scientific research plays it safe and funding agencies bemoan the difficulty of attracting high-risk, high-return research projects. Gross and Bergstrom adapted an economic contracting model to explore how the unobservability of risk and effort discourages risky research.

The model considers a hidden-action problem, in which the scientific community must reward discoveries in a way that encourages effort and risk-taking while simultaneously protecting researchers' livelihoods against the unpredictability of scientific outcomes. Its challenge when doing so is that incentives to motivate effort clash with incentives to motivate risk-taking, because a failed project may be evidence of a risky undertaking but could also be the result of simple sloth. As a result, the incentives that are needed to encourage effort do actively discourage risk-taking.

Scientists respond by working on safe projects that generate evidence of effort but that don't move science forward as rapidly as riskier projects would. A social planner who prizes scientific productivity above researchers' well-being could remedy the problem by rewarding major discoveries richly enough to induce high-risk research, but in doing so would expose scientists to a degree of livelihood risk that ultimately leaves them worse off. Because the scientific community is approximately self-governing and constructs its own reward schedule, the incentives that researchers are willing to impose on themselves are inadequate to motivate the scientific risks that would best expedite scientific progress.

In deciding how to reward discoveries, the scientific community must contend with the fact that reward schemes that motivate effort inherently discourage scientific risk-taking, and vice versa. Because the community must motivate both effort and scientific risk-taking, and because effort is costly to investigators, the community inevitably establishes a tradition that encourages more conservative science than would be optimal for maximizing scientific progress, even when risky research is no more onerous than safer lines of inquiry.

The authors add, "Commentators regularly bemoan the dearth of high-risk, high-return research in science and suppose that this state of affairs is evidence of institutional or personal failings. We argue here that this is not the case; instead, scientists who don't want to gamble with their careers will inevitably choose projects that are safer than scientific funders would prefer."
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Sick days: Assessing the economic costs of long COVID | ScienceDaily
A new Yale study finds that the effects of long COVID have caused many Americans to miss extensive work time, and that 14% of study participants reported not returning to work in the months after their infection.


						
The findings, published recently in PLOS One, suggest that long COVID may have affected millions of Americans and generated steep economic costs, highlighting the need for policies to support those with the condition, researchers said.

The study drew on a long-term survey of individuals who contracted COVID-19 -- dubbed Innovative Support for Patients with SARS-CoV-2 Infections Registry, or INSPIRE -- that began recruiting participants in the fall of 2020 and continued through summer 2022. More than 6,000 participants -- at eight study sites in Illinois, Connecticut, Washington, Pennsylvania, Texas, and California -- received surveys upon recruitment and every three months thereafter for 18 months.

The Yale researchers focused specifically on participant responses to questions pertaining to work -- including whether they returned to work after contracting COVID-19 and how many workdays they missed due to COVID-19-related symptoms. They also assessed how many symptoms participants experienced after having COVID-19.

Among the nearly 3,000 participants who were employed prior to the pandemic, almost 10% reported having five or more symptoms three months after having contracted COVID-19.

"And this number was important because we've shown in previous studies that the number of symptoms someone has after being infected with SARS-CoV-2 may be more indicative of how severe their long COVID is," said Arjun Venkatesh, lead author of the study and chair of the Department of Emergency Medicine at Yale School of Medicine.

The researchers also found that more than 7% of participants missed more than 10 days of work in the three months following SARS-CoV-2 infection due to COVID-19 symptoms. (Most of the study data was collected after the U.S. Centers for Disease Control and Prevention reduced their recommended isolation period to five days for those with COVID-19.) Additionally, nearly 14% of participants did not return to work within three months after their infection; those with five or more symptoms were more than twice as likely to not return to work than individuals with no symptoms.




"We found that having five or more symptoms three months after infection was strongly associated with not returning to work," said Venkatesh. "And when we compare the rates observed in this study to the national population, it could mean as many as 2 million people may be out of work because of post-COVID conditions."

This is especially startling, Venkatesh said, since the participants in this study were fairly young; the average age was roughly 40.

"This has big economic impacts," he added. "It also has impacts on those people individually in terms of their own income security and their ability to care for themselves and their families."

At the beginning of the pandemic, Venkatesh said, policymakers enacted key measures to offer economic relief and support to Americans, including federal legislation that helped workers remain employed even if they weren't able to work and to weather the economic storm of the initial part of the pandemic. But the economic and personal costs of long COVID have not yet received the same level of attention, he said.

As public health officials and lawmakers consider the long-term health and economic effects of COVID-19 and long COVID, said Venkatesh, they may want to assess how disability policy should address long COVID and whether to support work transitions for people whose long COVID symptoms prevent them from returning to their previous jobs.

"Given the millions of people who have had COVID-19 in the United States and the millions of people that report prolonged symptoms, this is not a small problem," said Venkatesh. "So it does require big interventions."
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U.S. capable of achieving seafood independence | ScienceDaily
From lobster to haddock and seaweed, seafood plays an important role in the U.S. economy, diet and culture. The nation is one of the top producers of marine and aquatic foods worldwide, but also the second largest seafood importer.


						
Through extensive data analysis and calculations, University of Maine researchers found the U.S. could achieve seafood independence, or meet its entire seafood needs through its own production. But according to their new study in the academic journal Ocean Sustainability, published by Nature, "achieving greater seafood independence would require shifts in consumer behavior, investments in infrastructure and continual adaptation in the face of climate change."

Becoming seafood independent offers opportunities for the U.S. to improve dietary outcomes as well as individual and national food security, particularly against disruptions in global supply chains, according to the research team. Despite its capacity to rely solely on the seafood it produces, the nation exports the majority of it and imports 80-90% of the seafood Americans consume.

"There is a tendency to forget that seafood is an integral part of the nation's food system, but achieving greater seafood independence can improve equity, health and buffers from climate change," said Joshua Stoll, UMaine associate professor of marine policy, who co-authored the study with postdoctoral research fellow Sahir Advani and Ph.D. student Tolulope Oyikeke.

Researchers conducted the study using 50 years of consumption and production data, from 1970-2021, for the nation and its seven regions as classified by the U.S Regional Fishery Management Council. Those regions are New England, the Gulf of Mexico, the mid-Atlantic, the south Atlantic, Alaska, the West Coast, Hawaii and other states. Based on that data, the team determined the extent to which the nation and its regions could meet their seafood demand through their own production, with 100% indicating the potential for complete seafood independence.

National seafood consumption, particularly of fish and other non-shellfish species, has increased over the past century alongside population growth and shifts in culinary preferences, but not enough to pass the overall uptick in production. Per capita consumption rose from 11.7 to 20.3 pounds, according to researchers. Producers, however, have reached a mean annual production volume of 7.5 billion pounds, which could yield 21.4 pounds of food per capita.

Despite the high production volume, the U.S. most recently could meet only 76% of its seafood demand with its own supply between 2012-21. That metric, akin to seafood self-reliance, and the ability to achieve independence fluctuated over the past 50 years from a low of 59% to a high of 110%, according to researchers. The disparity between actual seafood self-reliance and the ability to increase it comes from using much of what is harvested for global exports or as bait fish for more profitable species.




"As we strive to enhance our seafood self-reliance, we have the potential to reassess our consumption of harvested species. By focusing on species like herring, anchovy and other less widely consumed species over those that we export or use for bait, we can tap into their exceptional nutritional value, rich in omega-3 fatty acids and essential nutrients. This shift would not only strengthen our domestic seafood supply but also contribute to a more sustainable, affordable and health-conscious food system," said Oyikeke

U.S. potential to achieve seafood independence is driven primarily by Alaska, home to two-thirds of the nation's annual seafood harvest for the past three decades. With the ability to meet 27,000% of its regional seafood demand with a production that peaked at about 6 billion pounds in 2015, it proves to be the most self-sufficient region. The Mid-Atlantic region, however, is the least self-sufficient, only capable of meeting 7% of its seafood demand through the half-century.

New England was the third most self-sufficient region in the country from 1971-2021. Its capacity for self-reliance fluctuated over the years, peaking in 1979 with the ability to meet 179% of its seafood demand. Since then, however, its self-sufficiency plummeted to only being able to meet 36% of its demand through its own production in 2021 "due to historic overfishing, catch regulations, and the increasing total per capita consumption," according to the study.

"It is hard to predict what will happen in the future, but ongoing efforts to restore fisheries in the Gulf of Maine and the nascent, but burgeoning aquaculture sector may help to increase the potential for self-reliance in the future," said Oyikeke.

While the U.S. is capable of achieving seafood independence, researchers said its per capita consumption of 20.3 pounds falls short of the recommendations of the U.S. Department of Health, which is 26.07 pounds.

To increase self-reliance and better dietary outcomes, researchers said the industry must work toward incentivizing changes in consumer preferences, particularly incorporating fish that are typically only used as bait into their diets; as well as increasing shellfish production to meet current demand for these species by investing in small-scale community aquaculture.

They must also eliminate barriers to access experienced by historically marginalized populations and reshape infrastructure to better serve local and regional markets by investing in more cold storage, waterfront access and distribution networks. Additionally, researchers said any actions taken should factor in the possible impacts of climate change.

"As more attention is being given to the relationship between socioeconomic well-being, human health and food, now is the time to invest in increasing seafood self-reliance. Given current seafood production levels, doing this is not beyond reach," said Stoll.
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      Strange &amp; Offbeat News

      Quirky stories from all of ScienceDaily's health, technology, environment, and society sections.


      
        To kill mammoths in the Ice Age, people used planted pikes, not throwing spears, researchers say
        Archeologists say new findings might help resolve the debate about Clovis points and reshape how we think about what life was like roughly 13,000 years ago. After an extensive review of writings and artwork -- and an experiment with replica Clovis point spears -- a team of archaeologists says humans may have braced the butt of their weapons against the ground in a way that would impale a charging animal. The force would have driven the spear deeper into the predator's body, unleashing a more dama...

      

      
        Chalk-based coating creates a cooling fabric
        In the scorching heat of summer, anyone who spends time outside could benefit from a cooling fabric. While there are some textiles that reflect the sun's rays or wick heat away, current options require boutique fibers or complex manufacturing processes. But now, demonstrations of a durable chalk-based coating show it can cool the air underneath treated fabric by up to 8 degrees Fahrenheit.

      

      
        Pilot study uses recycled glass to grow plants for salsa ingredients
        Tortilla chips and fresh salsa are tasty, but they could be even more appealing if you grow the ingredients yourself. Now, researchers report that some salsa ingredients -- cilantro, bell pepper and jalapeno -- can be more sustainably cultivated with recycled glass. Their pilot study found that partially substituting soil in a planter with recycled glass fragments speeds up plant development and reduces unwanted fungal growth.

      

      
        Beetle that pushes dung with the help of 100 billion stars unlocks the key to better navigation systems in drones and satellites
        An insect species that evolved 130 million years ago is the inspiration for a new research study to improve navigation systems in drones, robots, and orbiting satellites.

      

      
        The power of face time: Insights from zebra finch courtship
        A new study on songbirds sheds light on the power of social interaction to facilitate learning, insights that potentially apply to human development. Researchers discovered that zebra finches deprived of early social experiences could still form strong bonds with a partner later in life. Once placed into cohabitation with a male, females that had never heard a mating song before could quickly develop a preference for his melody.

      

      
        New heaviest exotic antimatter nucleus
        Scientists studying the tracks of particles streaming from six billion collisions of atomic nuclei at the Relativistic Heavy Ion Collider (RHIC) -- an 'atom smasher' that recreates the conditions of the early universe -- have discovered a new kind of antimatter nucleus, the heaviest ever detected. Composed of four antimatter particles -- an antiproton, two antineutrons, and one antihyperon -- these exotic antinuclei are known as antihyperhydrogen-4.

      

      
        Humpbacks are among animals who manufacture and wield tools
        Researchers suggest a new designation of the humpback whales they study: tool wielders. Researchers have known that humpback whales create "bubble-nets" to hunt, but they have learned that the animals don't just create the bubble-nets; they manipulate this unique tool in a variety of ways to maximize their food intake in Alaskan feeding grounds.

      

      
        New view of North Star reveals spotted surface
        High-resolution images show large spots on the surface of Polaris.

      

      
        Deadly sea snail toxin could be key to making better medicines
        Scientists are finding clues for how to treat diabetes and hormone disorders in an unexpected place: a toxin from one of the most venomous animals on the planet.

      

      
        Adaptive 3D printing system to pick and place bugs and other organisms
        A new adaptive 3D printing system can identify the positions of randomly distributed organisms and safely move them to specific locations for assembly.

      

      
        Researchers uncover the secrets of 'plant puberty'
        Researchers have identified the genetic changes linked to why plants go through a developmental change similar to 'puberty' at different rates, a discovery which could lead to better crop nutrition.

      

      
        Analyzing 'Finnegans Wake' for novel spacing between punctuation marks
        James Joyce's tome 'Finnegans Wake' famously breaks the rules of normal prose through its unusual, dreamlike stream of consciousness, and new work in chaos theory takes a closer look at how Joyce's challenging novel stands out mathematically. Researchers compared the distribution of punctuation marks in various experimental novels to determine the underlying order of 'Finnegans Wake' and by statistically analyzing the texts, researchers found the tome exhibits an unusual but statistically identif...

      

      
        Spectacular increase in the deuterium/hydrogen ratio in Venus' atmosphere
        Our understanding of Venus' water history and the potential that it was once habitable in the past is being challenged by recent observations.

      

      
        Evidence stacks up for poisonous books containing toxic dyes
        Some of the attractive hues of brightly colored, cloth-bound books from the Victorian era come from dyes that could pose a health risk to readers, collectors or librarians. The latest research on these 'poison books' used three techniques -- including one that hasn't previously been applied to books -- to assess dangerous dyes in a university collection and found some volumes had levels that might be unsafe.

      

      
        Study explains why laws are written in an incomprehensible style
        A new study on 'legalese' suggests this convoluted language acts to convey a sense of authority in legal documents. The researchers also found that even non-lawyers use legalese when asked to write laws.

      

      
        How 'winner and loser effects' impact social rank in animals -- and humans
        A new article provides a narrative review of the relevant similarities and distinctions between nonhumans and humans to assess the causes and consequences of winner and loser effects in humans.

      

      
        Searching old stem cells that stay young forever
        The sea anemone Nematostella vectensis is potentially immortal. Using molecular genetic methods, developmental biologists have now identified possible candidates for multipotent stem cells in the sea anemone for the first time. These stem cells are regulated by evolutionary highly conserved genes.

      

      
        Morphable materials: Researchers coax nanoparticles to reconfigure themselves
        A view into how nanoscale building blocks can rearrange into different organized structures on command is now possible with an approach that combines an electron microscope, a small sample holder with microscopic channels, and computer simulations, according to a new study.

      

      
        Spider exploits firefly's flashing signals to lure more prey
        Fireflies rely on flashing signals to communicate to other fireflies using light-emitting lanterns on their abdomens. In fireflies of the species Abscondita terminalis, males make multi-pulse flashes with two lanterns to attract females, while females make single-pulse flashes with their one lantern to attract males. Now researchers have evidence that an orb-weaving spider (Araneus ventricosus) manipulates the flashing signals of male fireflies ensnared in its web such that they mimic the typical...

      

      
        Tracking down the asteroid that sealed the fate of the dinosaurs
        The asteroid that led to the extinction of the dinosaurs 66 million years ago probably came from the outer solar system.

      

      
        Hailstone library to improve extreme weather forecasting
        Researchers are measuring and scanning samples for a global 'hailstone library'. Storm simulations using 3-D modelling of real hailstones -- in all sorts of weird shapes from oblong to flat discs or with spikes coming out -- show it behaves differently than spherical hail shapes. Data from the hail library could lead to more accurate storm forecasts.

      

      
        Rethinking the dodo
        Researchers are setting out to challenge our misconceptions about the Dodo, one of the most well-known but poorly understood species of bird. Researchers have undertaken the most comprehensive review of the taxonomy of the Dodo and its closest relative, the Rodriguez Island Solitaire.

      

      
        New research shows unprecedented atmospheric changes during May's geomagnetic superstorm
        On May 11, a gorgeous aurora surprised stargazers across the southern United States. That same weekend, a tractor guided by GPS missed its mark. What do the visibility of the northern lights have in common with compromised farming equipment in the Midwest? A uniquely powerful geomagnetic storm, according to new research.

      

      
        Engineers design tiny batteries for powering cell-sized robots
        A zinc-air microbattery could enable the deployment of cell-sized, autonomous robots for drug delivery within in the human body, as well as other applications such as locating leaks in gas pipelines.

      

      
        Blind cavefish have extraordinary taste buds
        A biologist studies blind cavefish, a species of fish that dwell in cave ponds in Mexico. He looked at the timeline for when the cavefish develop additional taste buds on the head and chin, finding the taste bud expansion starts at five months and continues into adulthood.
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To kill mammoths in the Ice Age, people used planted pikes, not throwing spears, researchers say | ScienceDaily
After an extensive review of writings and artwork -- and an experiment with replica Clovis point spears -- a team of UC Berkeley archaeologists says humans may have braced the butt of their weapons against the ground in a way that would impale a charging animal. The force would have driven the spear deeper into the predator's body, unleashing a more damaging blow than even the strongest prehistoric hunters would have been capable of by throwing or jabbing megafauna.


						
How did early humans use sharpened rocks to bring down megafauna 13,000 years ago? Did they throw spears tipped with carefully crafted, razor-sharp rocks called Clovis points? Did they surround and jab mammoths and mastadons? Or did they scavenge wounded animals, using Clovis points as a versatile tool to harvest meat and bones for food and supplies?

UC Berkeley archaeologists say the answer might be none of the above.

Instead, researchers say humans may have braced the butt of their pointed spears against the ground and angled the weapon upward in a way that would impale a charging animal. The force would have driven the spear deeper into the predator's body, unleashing a more damaging blow than even the strongest prehistoric hunters would have been capable of on their own.

Drawing upon multiple sources of writings and artwork, a team of Berkeley archaeologists reviewed historical evidence from around the world about people hunting with planted spears.

They also ran the first experimental study of stone weapons that focused on pike hunting techniques, revealing how spears react to the simulated force of an approaching animal. Once the sharpened rock pierced the flesh and activated its engineered mounting system, they say, the spear tip functioned like a modern day hollow-point bullet and could inflict serious wounds to mastodons, bison and saber-toothed cats.

"This ancient Native American design was an amazing innovation in hunting strategies," said Scott Byram, a research associate with Berkeley's Archeological Research Facility and first-author of a paper on the topic published today in the journal PLOS ONE. "This distinctive Indigenous technology is providing a window into hunting and survival techniques used for millennia throughout much of the world."

The historical review and experiment may help solve a puzzle that has fueled decades of debate in archaeology circles: How did communities in North America actually use Clovis points, which are among the most frequently unearthed items from the Ice Age?




Named for the town of Clovis, New Mexico, where the shaped stones were first recovered nearly a century ago, Clovis points were shaped from rocks, such as chert, flint or jasper. They range from the size of a person's thumb to that of a midsize iPhone and have a distinct, razor-sharp edge and fluted indentations on both sides of their base. Thousands of them have been recovered across the U.S. -- some have even been unearthed within preserved mammoth skeletons.

They've also been a pop culture plot point. Characters in the video game "Far Cry Primal" use spears tipped with stone points to ambush mastodons. The movie 10,000 B.C. uses a similar spear to hunt mammoths. Scholars and hobbyists reconstruct Clovis points -- and some even document on YouTube the process of building them and using them to hunt bison.

Those depictions make for a good story. But they likely fail to consider the realities of life in the Ice Age, said Byram and his co-author, Jun Sunseri, a Berkeley associate professor of anthropology.

Clovis points are often the only recovered part of a spear. The intricately designed bone shafts at the end of the weapon are sometimes found, but the wood at the base of the spear and the pine pitch and lacing that help make them function as a complete system have been lost to time.

Plus, research silos limit that kind of systems thinking about prehistoric weaponry, Jun said. And if stone specialists aren't experts in bone, they might not see the full picture.

"You have to look beyond the simple artifact," he said. "One of the things that's key here is that we're looking at this as an engineered system that requires multiple kinds of sub-specialties within our field and other fields."

Building tools as strong, effective systems was likely a priority for communities 13,000 years ago. The tools needed to be resilient. The people had a limited number of suitable rocks to work with while traversing the land. They might go hundreds of miles without access to the right kind of long, straight poles from which to fashion a spear. So it stands to reason they wouldn't want to risk throwing or destroying their tools without knowing if they'd even land the animal, said Byram, who mined archival records, spanning anthropology to art to Greek history, to trace the arc of planted pikes as weapons.




"People who are doing metal military artifact analysis know all about it because it was used for stopping horses in warfare," Byram said. "But prior to that, and in other contexts with boar hunting or bear hunting, it wasn't very well known. It's a theme that comes back in literature quite a bit. But for whatever reason, it hasn't been talked about too much in anthropology."

To evaluate their pike hypothesis, the Berkeley team built a test platform measuring the force a spear system could withstand before the point snapped and/or the shaft expanded. Their low-tech, static version of an animal attack using a braced, replica Clovis point spear allowed them to test how different spears reached their breaking points and how the expansion system responded.

It was based on prior experiments where researchers fired stone-tipped spears into clay and ballistics gel -- something that might feel like a pinprick to a 9-ton mammoth.

"The kind of energy that you can generate with the human arm is nothing like the kind of energy generated by a charging animal. It's an order of magnitude different," Jun said. "These spears were engineered to do what they're doing to protect the user."

The experiment put to the test something Byram had mulled for decades. When he was in graduate school and analyzing prehistoric stone tools, he crafted replica Clovis points and fashioned spears using traditional techniques. He remembered thinking how time-intensive a process it was to invest in a stone Clovis point -- and how important it would be for the point to function effectively.

"It just started to make sense to me that it actually had a different purpose than some of the other tools," Byram said. "Unlike some of the notched arrowheads, it was a more substantial weapon. And it was probably also used defensively."

Conversations around a campfire early in the pandemic between Jun, a zooarchaeologist who learned from local communities during his time in Africa, and Kent Lightfoot, a Berkeley anthropology professor emeritus, prompted them to dig into the mystery. Through talks with his VhaVenda mentors, Jun learned how the engineering that went into the butt of some spears was just as critical as the work that went into the points.

"The sophisticated Clovis technology that developed independently in North America is testimony to the ingenuity and skills that early Indigenous people employed in their cohabitation of the ancient landscape with now-extinct megafauna," said Lightfoot, a co-author of the study.

In the coming months, the team plans to further test its theory by building something akin to a replica mammoth. Using a type of slide or pendulum, they hope to simulate what an attack might have looked like as a planted Clovis-tipped pike made impact with a massive, fast-moving mammal.

"Sometimes in archaeology, the pieces just start fitting together like they seem to now with Clovis technology, and this puts pike hunting front and center with extinct megafauna," Byram said. "It opens up a whole new way of looking at how people lived among these incredible animals during much of human history."
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Chalk-based coating creates a cooling fabric | ScienceDaily
In the scorching heat of summer, anyone who spends time outside -- athletes, landscapers, kids at the park or beachgoers -- could benefit from a cooling fabric. While there are some textiles that reflect the sun's rays or transfer heat away from the body, current options require boutique fibers or complex manufacturing processes. But now, researchers report a durable chalk-based coating that cools the air underneath treated fabric by up to 8 degrees Fahrenheit.


						
Evan D. Patamia, a graduate student at the University of Massachusetts Amherst, will present their team's results at the fall meeting of the American Chemical Society (ACS).

"If you walk out into the sunlight, you will get increasingly hot because your body and clothing are absorbing ultraviolet (UV) and near-infrared (near-IR) light from the sun," says Trisha L. Andrew, a chemist and materials scientist working with Patamia. "And as long as you're alive, your body is generating heat, which can be thought of as light, too."

To make people more comfortable outside, scientists have been developing textiles that simultaneously deflect the sun's rays and push out natural body heat -- a process known as radiative cooling. Some of those materials have light-refracting synthetic particles, such as titanium dioxide or aluminum oxide, embedded into spun fibers. Others use organic polymers, such as polyvinylidene difluoride, which require perfluoroalkyl and polyfluoroalkyl substances, known as PFAS or forever chemicals, in their production processes to create light-reflective textiles.

But scaling the manufacturing of these materials for commercialization isn't sustainable, according to Andrew. So, she posed the question to research team members Patamia and Megan K. Yee, "Can we develop a textile coating that does the same thing using natural or environmentally benign materials?"

Previously, Andrew and colleagues created a simple technique to apply durable polymer coatings on fabric called chemical vapor deposition (CVD). The method combines synthesis and deposition into the same step: grafting a thin polymer layer onto commercial textiles with fewer steps and less environmental impact than other ways to attach coatings.

So, inspired by the crushed limestone-based plasters used historically to keep houses cool in extremely sunny places, Patamia and Yee worked on innovating a process to integrate calcium carbonate -- the main component in limestone and chalk -- as well as bio-compatible barium sulfate onto the polymer applied by CVD. Small particles of calcium carbonate are good at reflecting visible and near-IR wavelengths, and barium sulfate particles reflect UV light.




Treating small squares of fabric, the researchers applied a 5-micrometer-thick poly(2-hydroxyethyl acrylate) layer and repeatedly dipped the polymer-treated squares into solutions containing calcium or barium ions and solutions containing carbonate or sulfate ions. With each dip, the crystals become larger and more uniform, and the fabric develops a chalky, matte finish. Patamia says that by changing the number of dipping cycles, the particles can be tuned to reach the ideal size distribution (between 1 and 10 micrometers in diameter) for reflecting both UV and near-IR light.

The researchers tested the cooling abilities of treated and untreated fabrics outside on a sunny day when the temperature measured more than 90 F. They observed air temperatures underneath the treated fabric that registered 8 F cooler than the ambient temperature in the middle of the afternoon. The difference was even greater, a maximum of 15 F, between treated and untreated fabric, which heated the air underneath the sample. "We see a true cooling effect," says Patamia. "What is underneath the sample feels colder than standing in the shade."

As a final evaluation of the mineral-polymer coating, Yee simulated the friction and impact of laundry detergent in a washing machine. She found that the coating didn't rub away and the material retained its cooling ability.

"So far in our processes, we've been limited by the size of our laboratory equipment," says Andrew. But she's part of a startup company that's scaling the CVD process for bolts of fabric, which are about 5 feet wide and 100 yards long. Andrew explains that this venture could provide a way to translate Patamia and Yee's innovations into pilot-scale production.

"What makes our technique unique is that we can do this on nearly any commercially available fabric and turn it into something that can keep people cool," concludes Patamia. "Without any power input, we're able to reduce how hot a person feels, which could be a valuable resource where people are struggling to stay cool in extremely hot environments."

The research was funded by the U.S. National Science Foundation. Trisha L. Andrew is involved in commercializing the polymer coating process. 
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Pilot study uses recycled glass to grow plants for salsa ingredients | ScienceDaily
Tortilla chips and fresh salsa are tasty in themselves, but they could be even more appealing if you grow the ingredients in a sustainable way. Researchers report that cilantro, bell pepper and jalapeno can be cultivated in recycled glass from discarded, pulverized bottles like those from beer or soda. The pilot study found that partially substituting soil in a planter with recycled glass fragments speeds up plant development and reduces unwanted fungal growth.


						
The researchers will present their results at the fall meeting of the American Chemical Society (ACS).

When nanomaterial scientist Julie Vanegas joined the faculty at The University of Texas Rio Grande Valley, she was paired with a faculty mentor, Teresa Patricia Feria Arroyo, an ecologist who works on solving problems related to food security and sustainability. During their early conversations, Vanegas mentioned that she'd been assessing recycled glass particles for coastal restoration projects, such as growing willow trees. Feria wondered if glass could also be used for growing produce. To answer Feria's question, they developed experiments for growing foods that people are familiar with, mature quickly and can be cultivated in container and backyard gardens -- the ingredients for pico de gallo.

"We're trying to reduce landfill waste at the same time as growing edible vegetables," says Andrea Quezada, a chemistry graduate student in the Nanoworld Vanegas lab who is presenting the team's research at the meeting. "If this is viable, then we might be able to introduce glass-based soils into agricultural practices for people here in the Rio Grande Valley and across the country."

For their experiments, the researchers get recycled glass particles from a company that diverts bottles from landfills, crushes them into particles and tumbles the pieces to round off the edges. The final product is smooth enough that people can handle the glass bits without getting cut, says Quezada. Similarly, plant roots can easily grow around the glass pieces without being harmed.

In initial tests, the researchers assessed the soil-like qualities, such as compaction and water retention, of three different sized glass fragments. They found that a size similar to coarse sand grains had characteristics, such as allowing oxygen to reach the roots and maintaining sufficient moisture levels, that could be ideal for plant cultivation.

Now, Quezada is evaluating the recyclable glass material as a viable substitute for soil. In a greenhouse on campus, she's growing cilantro, bell pepper and jalapeno plants in a variety of pots containing anywhere from 100% commercial potting soil to 100% recycled glass. Pots with more soil have higher levels of nutrients required for plant growth, including nitrogen, phosphorus and potassium, compared to those with more glass. But there's little variation in pH level among the pots, which is a promising result because plants thrive in a narrow soil pH range.




Early results suggest that the plants grown in recyclable glass have faster growth rates and retain more water compared to those grown in 100% traditional soil. "A weight ratio of more than 50% of glass particles to soil appears best for plant growth compared to the other mixtures we tested," says Vanegas. Though, the researchers are waiting until harvest time to confirm what soil mixture produces the highest yields -- and tastiest produce.

Another noteworthy result is that pots with 100% potting soil developed a fungus that stunted plant growth. Feria hypothesizes the fungus may impact nutrient uptake by the roots. However, the pots that included any amount of recyclable glass didn't have any fungal growth. The researchers are collecting data to determine why this might be.

These results are particularly promising to Quezada because the study was done without fertilizers, pesticides or fungicides. From her experience working in agriculture, she notes that a lot of the chemicals applied to the land impact people like her family members who work or live around farming communities. "I think it's really important to try to minimize the usage of any chemicals that can negatively affect our health," says Quezada. "If we are able to reduce them, and help the community by collecting recyclables, then we can give people a better quality of life."

The research was funded by an Empowering Future Agricultural Scientists grant from the U.S. Department of Agriculture's National Institute of Food and Agriculture, and a U.S. National Science Foundation grant that's also supporting Glass Half Full, the company that supplied the glass particles.
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Beetle that pushes dung with the help of 100 billion stars unlocks the key to better navigation systems in drones and satellites | ScienceDaily
An insect species that evolved 130 million years ago is the inspiration for a new research study to improve navigation systems in drones, robots, and orbiting satellites.


						
The dung beetle is the first known species to use the Milky Way at night to navigate, focusing on the constellation of stars as a reference point to roll balls of dung in a straight line away from their competitors.

Swedish researchers made this discovery in 2013 and a decade later, Australian engineers are modelling the same technique used by the dung beetle to develop an AI sensor that can accurately measure the orientation of the Milky Way in low light.

University of South Australia remote sensing engineer Professor Javaan Chahl and his team of PhD students have used computer vision to demonstrate that the large stripe of light that forms the Milky Way is not affected by motion blur, unlike individual stars.

"Nocturnal dung beetles move their head and body extensively when rolling balls of manure across a field, needing a fixed orientation point in the night sky to help them steer in a straight line," Prof Chahl says. "Their tiny compound eyes make it difficult to distinguish individual stars, particularly while in motion, whereas the Milky Way is highly visible."

In a series of experiments using a camera mounted to the roof of a vehicle, the UniSA researchers captured images of the Milky Way while the vehicle was both stationery and moving. Using information from those images they have developed a computer vision system that reliably measures the orientation of the Milky Way, which is the first step towards building a navigation system.

Their findings have been published in the journal Biomimetics.

Lead author UniSA PhD candidate Yiting Tao says the orientation sensor could be a backup method to stabilise satellites and help drones and robots to navigate in low light, even when there is a lot of blur caused by movement and vibration.




"For the next step I want to put the algorithm on a drone and allow it to control the aircraft in flight during the night," Tao says.

The sun helps many insects to navigate during the day, including wasps, dragonflies, honeybees, and desert ants. At night, the moon also provides a reference point for nocturnal insects, but it is not always visible, hence why dung beetles and some moths use the Milky Way for orientation.

Prof Chahl says insect vision has long inspired engineers where navigation systems are concerned.

"Insects have been solving navigational problems for millions of years, including those that even the most advanced machines struggle with. And they've done it in a tiny little package. Their brains consist of tens of thousands of neurons compared to billions of neurons in humans, yet they still manage to find solutions from the natural world."
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The power of face time: Insights from zebra finch courtship | ScienceDaily
A new study on songbirds sheds light on the power of social interaction to facilitate learning, insights that potentially apply to human development.


						
McGill University researchers discovered that zebra finches deprived of early social experiences could still form strong bonds with a partner later in life. Once placed into cohabitation with a male, females that had never heard a mating song before could quickly develop a preference for his melody.

The findings, published in Proceedings of the Royal Society B: Biological Sciences, challenge the belief that early experiences alone are critical for learning song preference.

"Young humans become attuned to the language they hear most, making it difficult to learn a new language as an adult because some sounds are hard to distinguish. Similarly, female zebra finches need to hear their species' songs when they're young to perceive them correctly. However, our study shows that social interactions later in life can help make up for this missed experience," said senior author Sarah Woolley, an Associate Professor in the Department of Biology.

A bird's-eye view of zebra finch courtship

Zebra finches are small Australian songbirds that often partner for life. Males sing melodies to attract a mate, while females learn which tunes they prefer by listening to adults.

In their experiments, the McGill team captured this courtship ritual on video. They split the zebra finches into groups: birds raised by their mom without exposure to song, and birds raised by both parents. Each group was then either paired with a male or housed with a female and only overheard males singing nearby.




To test song preference, female finches were given the opportunity to pull on strings that triggered different songs from a speaker; it was understood that the more a female pulled a certain string, the stronger her fondness for that melody.

Notably, females only developed an affinity for their partner's song when they lived together. In contrast, females who only overheard males did not form these bonds. This suggests quality time is crucial for forming strong bonds, the researchers said.

Direct social interaction is key

"Think of it as the difference between people chatting over the phone versus spending quality time together. Direct social interaction allows zebra finches to form deeper connections with their mates," said lead author Erin Wall, a PhD graduate in the Integrated Program in Neuroscience. "Females that never see or interact with a male directly become familiar with his voice, but they don't develop a preference for him. They only know his song in the context of him courting someone else," said Wall.

Zebra finches are often studied because they are highly social creatures with complex communication behaviours, making them ideal for research on social interaction and learning. The team's future research will use brain scans to delve into the neural changes associated with pair bonding.

In an increasingly online world, the researchers say these findings could open new avenues of research into the role of face-to-face interaction in learning and social bonds.
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New heaviest exotic antimatter nucleus | ScienceDaily
Scientists studying the tracks of particles streaming from six billion collisions of atomic nuclei at the Relativistic Heavy Ion Collider (RHIC) -- an "atom smasher" that recreates the conditions of the early universe -- have discovered a new kind of antimatter nucleus, the heaviest ever detected. Composed of four antimatter particles -- an antiproton, two antineutrons, and one antihyperon -- these exotic antinuclei are known as antihyperhydrogen-4.


						
Members of RHIC's STAR Collaboration made the discovery by using their house-sized particle detector to analyze details of the collision debris. They report their results in the journal Nature and explain how they've already used these exotic antiparticles to look for differences between matter and antimatter.

"Our physics knowledge about matter and antimatter is that, except for having opposite electric charges, antimatter has the same properties as matter -- same mass, same lifetime before decaying, and same interactions," said STAR collaborator Junlin Wu, a graduate student at the Joint Department for Nuclear Physics, Lanzhou University and Institute of Modern Physics, China. But the reality is that our universe is made of matter rather than antimatter, even though both are believed to have been created in equal amounts at the time of the Big Bang some 14 billion years ago.

"Why our universe is dominated by matter is still a question, and we don't know the full answer," Wu said.

RHIC, a U.S. Department of Energy (DOE) Office of Science user facility for nuclear physics research at DOE's Brookhaven National Laboratory, is a good place to study antimatter. Its collisions of heavy ions -- atomic nuclei that have been stripped of their electrons and accelerated close to the speed of light -- melt the boundaries of the ions' individual protons and neutrons. The energy deposited in the resulting soup of free quarks and gluons, visible matter's most fundamental building blocks, generates thousands of new particles. And like the early universe, RHIC makes matter and antimatter in nearly equal amounts. Comparing characteristics of matter and antimatter particles generated in these particle smashups might offer clues to some asymmetry that tipped the balance to favor the existence of matter in today's world.

Detecting heavy antimatter

"To study the matter-antimatter asymmetry, the first step is to discover new antimatter particles," said STAR physicist Hao Qiu, Wu's advisor at IMP. "That's the basic logic behind this study."

STAR physicists had previously observed nuclei made of antimatter created in RHIC collisions. In 2010, they detected the antihypertriton. This was the first instance of an antimatter nucleus containing a hyperon, which is a particle containing at least one "strange" quark rather than just the lighter "up" and "down" quarks that make up ordinary protons and neutrons. Then, just a year later, STAR physicists toppled that heavyweight antimatter record by detecting the antimatter equivalent of the helium nucleus: antihelium-4.




A more recent analysis suggested that antihyperhydrogen-4 might also be within reach. But detecting this unstable antihypernucleus -- where the addition of an antihyperon (specifically an antilambda particle) in place of one of the protons in antihelium would edge out the heavyweight record holder once again -- would be a rare event. It would require all four components -- one antiproton, two antineutrons, and one antilambda -- to be emitted from the quark-gluon soup generated in RHIC collisions in just the right place, headed in the same direction, and at the right time to clump together into a temporarily bound state.

"It is only by chance that you have these four constituent particles emerge from the RHIC collisions close enough together that they can combine to form this antihypernucleus," said Brookhaven Lab physicist Lijuan Ruan, one of two co-spokespersons for the STAR Collaboration.

Needle in a "pi" stack

To find antihyperhydrogen-4, the STAR physicists looked at the tracks of the particles this unstable antihypernucleus decays into. One of those decay products is the previously detected antihelium-4 nucleus; the other is a simple positively charged particle called a pion (pi+).

"Since antihelium-4 was already discovered in STAR, we used the same method used previously to pick up those events and then reconstructed them with pi+ tracks to find these particles," Wu said.

By reconstruct, he means retracing the trajectories of the antihelium-4 and pi+ particles to see if they emerged from a single point. But RHIC smashups produce a lot of pions. And to find the rare antihypernuclei, the scientists were sifting through billions of collision events! Each antihelium-4 emerging from a collision could be paired with hundreds or even 1,000 pi+ particles.




"The key was to find the ones where the two particle tracks have a crossing point, or decay vertex, with particular characteristics," Ruan said. That is, the decay vertex has to be far enough from the collision point that the two particles could have originated from the decay of an antihypernucleus formed just after the collision from particles initially generated in the fireball.

The STAR team worked hard to rule out the background of all the other potential decay pair partners. In the end, their analysis turned up 22 candidate events with an estimated background count of 6.4.

"That means around six of the ones that look like decays from antihyperhydrogen-4 may just be random noise," said Emilie Duckworth, a doctoral student at Kent State University whose role was to ensure that the computer code used to sift through all those events and pick out the signals was written properly.

Subtracting that background from 22 gives the physicists confidence they've detected about 16 actual antihyperhydrogen-4 nuclei.

Matter-antimatter comparison

The result was significant enough for the STAR team to do some direct matter-antimatter comparisons.

They compared the lifetime of antihyperhydrogen-4 with that of hyperhydrogen-4, which is made of the ordinary-matter varieties of the same building blocks. They also compared lifetimes for another matter-antimatter pair: the antihypertriton and the hypertriton.

Neither showed a significant difference, which did not surprise the scientists.

The experiments, they explained, were a test of a particularly strong form of symmetry. Physicists generally agree that a violation of this symmetry would be extremely rare and will not hold the answer to the matter-antimatter imbalance in the universe.

"If we were to see a violation of [this particular] symmetry, basically we'd have to throw a lot of what we know about physics out the window," Duckworth said.

So, in this case, it was sort of comforting that the symmetry still works. The team agreed the results further confirmed that physicists' models are correct and are "a great step forward in the experimental research on antimatter."

The next step will be to measure the mass difference between the particles and antiparticles, which Duckworth, who was selected in 2022 to receive funding from the DOE Office of Science Graduate Student Research program, is pursuing.

This work was supported by the DOE Office of Science, the U.S. National Science Foundation, and a range of international agencies and organizations listed in the scientific paper. The researchers made use of computing resources in the Scientific Data and Computing Center at Brookhaven Lab, the National Energy Research Scientific Computing Center (NERSC) at DOE's Lawrence Berkeley National Laboratory, and the Open Science Grid consortium. NERSC is another DOE Office of Science user facility.
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Humpbacks are among animals who manufacture and wield tools | ScienceDaily

"Many animals use tools to help them find food," explains Professor Lars Bejder, co-lead author of the study and Director of MMRP, "but very few actually create or modify these tools themselves. We discovered that solitary humpback whales in southeast (SE) Alaska craft complex bubble nets to catch krill, which are tiny shrimp-like creatures. These whales skillfully blow bubbles in patterns that form nets with internal rings, actively controlling details like the number of rings, the size and depth of the net, and the spacing between bubbles. This method lets them capture up to seven times more prey in a single feeding dive without using extra energy. This impressive behavior places humpback whales among the rare group of animals that both make and use their own tools for hunting."

Success in hunting is key for the whales' survival. The population of humpback whales in SE Alaska overwinters in Hawai'i, and their energy budget for the entire year depends on their ability to capture enough food during summer and fall in SE Alaska. Unraveling the nuances of their carefully honed hunting technique sheds light on how migratory humpback whales consume enough calories to traverse the Pacific Ocean.

Advanced Tools & Partnerships are Key to Demystifying Whale Behavior

Marine mammals known as cetaceans include whales, dolphins, and porpoises, and they are notoriously difficult to study. Advances in research tools are making it easier to track and understand their behavior, and in this instance, researchers employed specialty tags and drones to study the whales' movements from above and below the water.

"We deployed non-invasive suction-cup tags on whales and flew drones over solitary bubble-netting humpback whales in SE Alaska, collecting data on their underwater movements," shares co-author and MMRP researcher William Gough. The tools have incredible capability, but honing them takes practice. Gough reflects, "Whales are a difficult group to study, requiring skill and precision to successfully tag and/or drone them."

The logistics of working in a remote location in SE Alaska brought its own challenges to the research. "We are so grateful to our research partners at the Alaska Whale Foundation (AWF) for their immense knowledge of the local area and the whales in that part of the world," emphasizes Bejder. "This research would not have been possible without the strong collaborative effort with AWF."

More Insights and Improved Management to Come




Cetaceans throughout the globe face a slough of threats that range from habitat degradation, climate change, fisheries, to chemical and noise pollution. One quarter of the 92 known cetacean species are at risk of extinction, and there is a clear and urgent need to implement effective conservation strategies on their behalf. How the animals hunt is key to their survival, and understanding this essential behavior makes resource managers better poised to adeptly monitor and conserve the feeding grounds that are critical to their survival.

"This little-studied foraging behavior is wholly unique to humpback whales," notes Gough. "It's so incredible to see these animals in their natural habitat, performing behaviors that only a few people ever get to see. And it's rewarding to be able to come back to the lab, dive into the data, and learn about what they're doing underwater once they disappear from view."

With powerful new tools in researchers' hands, many more exciting cetacean behavioral discoveries lie on the horizon. "This is a rich dataset that will allow us to learn even more about the physics and energetics of solitary bubble-netting," shares Bejder. "There is also data coming in from humpback whales performing other feeding behaviors, such as cooperative bubble-netting, surface feeding, and deep lunge feeding, allowing for further exploration of this population's energetic landscape and fitness."

"What I find exciting is that humpbacks have come up with complex tools allowing them to exploit prey aggregations that otherwise would be unavailable to them," says Dr. Andy Szabo, AWF Executive Director and study co-lead. "It is this behavioral flexibility and ingenuity that I hope will serve these whales well as our oceans continue to change."

This groundbreaking work was made possible with support from Lindblad Expeditions -- National Geographic Fund, the University of Hawai'i at Manoa, and a Department of Defense (DOD) Defense University Research Instrumentation Program (DURIP) grant.

This study was conducted under a NOAA permit issued to Alaska Whale Foundation (no. 19703). All research was conducted under institution IACUC approvals.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/08/240820221814.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



New view of North Star reveals spotted surface | ScienceDaily
Researchers using Georgia State University's Center for High Angular Resolution Astronomy (CHARA) Array have identified new details about the size and appearance of the North Star, also known as Polaris. The new research is published in The Astrophysical Journal.


						
Earth's North Pole points to a direction in space marked by the North Star. Polaris is both a navigation aid and a remarkable star in its own right. It is the brightest member of a triple-star system and is a pulsating variable star. Polaris gets brighter and fainter periodically as the star's diameter grows and shrinks over a four-day cycle.

Polaris is a kind of star known as a Cepheid variable. Astronomers use these stars as "standard candles" because their true brightness depends on their period of pulsation: Brighter stars pulsate slower than fainter stars. How bright a star appears in the sky depends on the star's true brightness and the distance to the star. Because we know the true brightness of a Cepheid based on its pulsational period, astronomers can use them to measure the distances to their host galaxies and to infer the expansion rate of the universe.

A team of astronomers led by Nancy Evans at the Center for Astrophysics | Harvard & Smithsonian observed Polaris using the CHARA optical interferometric array of six telescopes at Mount Wilson, Calif. The goal of the investigation was to map the orbit of the close, faint companion that orbits Polaris every 30 years.

"The small separation and large contrast in brightness between the two stars makes it extremely challenging to resolve the binary system during their closest approach," Evans said.

The CHARA Array combines the light of six telescopes that are spread across the mountaintop at the historic Mount Wilson Observatory. By combining the light, the CHARA Array acted like a 330-meter telescope to detect the faint companion as it passed close to Polaris. The observations of Polaris were recorded using the MIRC-X camera which was built by astronomers at the University of Michigan and Exeter University in the U.K. The MIRC-X camera has the remarkable ability to capture details of stellar surfaces.

The team successfully tracked the orbit of the close companion and measured changes in the size of the Cepheid as it pulsated. The orbital motion showed that Polaris has a mass five times larger than that of the Sun. The images of Polaris showed that it has a diameter 46 times the size of the Sun.




The biggest surprise was the appearance of Polaris in close-up images. The CHARA observations provided the first glimpse of what the surface of a Cepheid variable looks like.

CHARA Array false-color image of Polaris from April 2021 that reveals large bright and dark spots on the surface. Polaris appears about 600,000 times smaller than the Full Moon in the sky.

"The CHARA images revealed large bright and dark spots on the surface of Polaris that changed over time," said Gail Schaefer, director of the CHARA Array. The presence of spots and the rotation of the star might be linked to a 120-day variation in measured velocity.

"We plan to continue imaging Polaris in the future," said John Monnier, an astronomy professor at the University of Michigan. "We hope to better understand the mechanism that generates the spots on the surface of Polaris."

The new observations of Polaris were made and recorded as part of the open access program at the CHARA Array, where astronomers from around the world can apply for time through the National Optical-Infrared Astronomy Research Laboratory (NOIRLab).

The CHARA Array is located at the Mount Wilson Observatory in the San Gabriel Mountains of southern California. The six telescopes of the CHARA Array are arranged along three arms. The light from each telescope is transported through vacuum pipes to the central beam combining lab. All the beams converge on the MIRC-X camera in the lab.

The CHARA Array open access program is funded by the National Science Foundation (grant AST-2034336). Institutional support for the CHARA Array is provided by Georgia State's College of Arts & Sciences and the Office of the Vice President for Research and Economic Development.
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Deadly sea snail toxin could be key to making better medicines | ScienceDaily
Scientists are finding clues for how to treat diabetes and hormone disorders in an unexpected place: a toxin from one of the most venomous animals on the planet.


						
A multinational research team led by University of Utah scientists has identified a component within the venom of a deadly marine cone snail, the geography cone, that mimics a human hormone called somatostatin, which regulates the levels of blood sugar and various hormones in the body. The hormone-like toxin's specific, long-lasting effects, which help the snail hunt its prey, could also help scientists design better drugs for people with diabetes or hormone disorders, conditions that can be serious and sometimes fatal.

The results published in the peer-reviewed journal Nature Communications on August 20, 2024.

A blueprint for better drugs

The somatostatin-like toxin the researchers characterized could hold the key to improving medications for people with diabetes and hormone disorders.

Somatostatin acts like a brake pedal for many processes in the human body, preventing the levels of blood sugar, various hormones, and many other important molecules from rising dangerously high. The cone snail toxin, called consomatin, works similarly, the researchers found -- but consomatin is more stable and specific than the human hormone, which makes it a promising blueprint for drug design.

By measuring how consomatin interacts with somatostatin's targets in human cells in a dish, the researchers found that consomatin interacts with one of the same proteins that somatostatin does. But while somatostatin directly interacts with several proteins, consomatin only interacts with one. This fine-tuned targeting means that the cone snail toxin affects hormone levels and blood sugar levels but not the levels of many other molecules.




In fact, the cone snail toxin is more precisely targeted than the most specific synthetic drugs designed to regulate hormone levels, such as drugs that regulate growth hormone. Such drugs are an important therapy for people whose bodies overproduce growth hormone. Consomatin's effects on blood sugar could make it dangerous to use as a therapeutic, but by studying its structure, researchers could start to design drugs for endocrine disorders that have fewer side effects.

Consomatin is more specific than top-of-the-line synthetic drugs -- and it also lasts far longer in the body than the human hormone, thanks to the inclusion of an unusual amino acid that makes it difficult to break down. This is a useful feature for pharmaceutical researchers looking for ways to make drugs that will have long-lasting benefits.

Learning from cone snails

Finding better drugs by studying deadly venoms may seem unintuitive, but Helena Safavi, PhD, associate professor of biochemistry in the Spencer Fox Eccles School of Medicine (SFESOM) at the University of Utah and the senior author on the study, explains that the toxins' lethality is often aided by pinpoint targeting of specific molecules in the victim's body. That same precision can be extraordinarily useful when treating disease.

"Venomous animals have, through evolution, fine-tuned venom components to hit a particular target in the prey and disrupt it," Safavi says. "If you take one individual component out of the venom mixture and look at how it disrupts normal physiology, that pathway is often really relevant in disease." For medicinal chemists, "it's a bit of a shortcut."

Consomatin shares an evolutionary lineage with somatostatin, but over millions of years of evolution, the cone snail turned its own hormone into a weapon.




For the cone snail's fishy prey, consomatin's deadly effects hinge on its ability to prevent blood sugar levels from rising. And importantly, consomatin doesn't work alone. Safavi's team had previously found that cone snail venom includes another toxin which resembles insulin, lowering the level of blood sugar so quickly that the cone snail's prey becomes nonresponsive. Then, consomatin keeps blood sugar levels from recovering.

"We think the cone snail developed this highly selective toxin to work together with the insulin-like toxin to bring down blood glucose to a really low level," says Ho Yan Yeung, PhD, a postdoctoral researcher in biochemistry in SFESOM and the first author on the study.

The fact that multiple parts of the cone snail's venom target blood sugar regulation hints that the venom could include many other molecules that do similar things. "It means that there might not only be insulin and somatostatin-like toxins in the venom," Yeung says. "There could potentially be other toxins that have glucose-regulating properties too." Such toxins could be used to design better diabetes medications.

It may seem surprising that a snail is able to outperform the best human chemists at drug design, but Safavi says that the cone snails have evolutionary time on their side. "We've been trying to do medicinal chemistry and drug development for a few hundred years, sometimes badly," she says. "Cone snails have had a lot of time to do it really well."

Or, as Yeung puts it, "Cone snails are just really good chemists."
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Adaptive 3D printing system to pick and place bugs and other organisms | ScienceDaily
A first-of-its-kind adaptive 3D printing system developed by University of Minnesota Twin Cities researchers can identify the positions of randomly distributed organisms and safely move them to specific locations for assembly. This autonomous technology will save researchers time and money in bioimaging, cybernetics, cryopreservation, and devices that integrate living organisms.


						
The research is published in Advanced Science, a peer-reviewed scientific journal. The researchers have a patent pending on the technology. 

The system can track, collect, and accurately position bugs and other organisms, whether they are stationary, in droplets, or in motion. The pick-and-place method guided by real-time visual and spatial data adapts and can ensure precise placement of the organisms. 

"The printer itself can act like a human would, with the printer acting as hands, the machine vision system as eyes, and the computer as the brain," said Guebum Han, a former University of Minnesota mechanical engineering postdoctoral researcher and first author on the paper. "The printer can adapt in real-time to moving or still organisms and assemble them in a certain array or pattern."

Typically, this process has been done manually and takes extensive training, which can lead to inconsistencies in organism-based applications. With this new type of system, the amount of time decreases for researchers and allows for more consistent outcomes.

This technology could increase the number of organisms processed for cryopreservation, sort live organisms from deceased ones, place organisms on curved surfaces, and integrate organisms with materials and devices in customizable shapes. It also could lay the groundwork for creating complex arrangements of organisms, such as superorganism hierarchies--organized structures found in insect colonies like ants and bees. In addition, the research could lead to advances in autonomous biomanufacturing by making it possible to evaluate and assemble organisms.

For example, this system was used to improve cryopreservation methods for zebrafish embryos, which was previously done through manual manipulation. With this new technology, the researchers were able to show that the process could be completed 12 times faster compared to the manual process. Another example showcases how its adaptive strategy tracked, picked up and placed randomly moving beetles, and integrated them with functional devices.

In the future, the researchers hope to continue to advance this technology and combine it with robotics to make it portable for field research. This could allow researchers to collect organisms or samples in areas that would normally be inaccessible.

In addition to Han, the University of Minnesota Department of Mechanical Engineering team included graduate research assistants Kieran Smith and Daniel Wai Hou Ng, Assistant Professor JiYong Lee, Professor John Bischof, Professor Michael McAlpine, and former postdoctoral researchers Kanav Khosla and Xia Ouyang. In addition, the work was in collaboration with the Engineering Research Center (ERC) for Advanced Technologies for the Preservation of Biological Systems (ATP-Bio).

This work was funded by the National Science Foundation, the National Institutes of Health, and Regenerative Medicine Minnesota. 
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Researchers uncover the secrets of 'plant puberty' | ScienceDaily
Researchers have identified the genetic changes linked to why plants go through a developmental change similar to "puberty" at different rates, a discovery which could lead to better crop nutrition.


						
This developmental change called the vegetative-to-reproductive transition -- happens over the course of a few days where they slow down their leaf growth and instead develop reproductive organs.

This dramatic physical change is really important to farmers and consumers, because it starts the process of nutrients in the leaves being diverted into the reproductive organs of the plant and eventually into their fruits and grains. Well-timed plant development means more nutritious food.

Farmers have tried to breed crops to be as uniform as possible, but despite their efforts, just like in humans, puberty happens at different ages in different individual plants.

To investigate the factors that influence the timing of this transition, researchers from the University of York grew Arabidopsis thaliana -- a kind of wild mustard most similar to Brassica crops like cabbage and broccoli -- in conditions where the soil, temperature, humidity and light were as consistent as possible.

Researchers chose this species because it has been inbred over generations to create a nearly genetically identical pool of seeds.

Even in these highly controlled conditions, the plants started showing signs of the developmental transition on different days. When around half the plants had undergone the transition, the scientists measured the genetic activity of all the plants.




While the plants had the same chronological age, they were on different points along the path of plant "puberty." The researchers identified specific genetic changes that correlated with the timing of this developmental change.

They also discovered that plants start the process of killing their leaves even before the scientists saw visible reproductive structures.

Lead author of the study, Dr Daphne Ezer from the Department of Biology, said: "In some ways, plant and human growth is very similar: everyone experiences it in their own unique way.

"Our study uncovered specific genetic changes that could control the timing of plant developmental transition, paving the way for future improvements in crop uniformity and quality."

"Remarkably, we also found that plants are starting to redirect nutrients from their leaves to their flowering structures even earlier than we anticipated. To supercharge the nutritional value of crops, farmers might need to pay attention to these hidden processes happening well before any visible signs of the vegetative-to-reproductive transition."
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Analyzing 'Finnegans Wake' for novel spacing between punctuation marks | ScienceDaily
tatistical analysis of classic literature has shown that the way punctuation breaks up text obeys certain universal mathematical relationships. James Joyce's tome "Finnegans Wake," however, famously breaks the rules of normal prose through its unusual, dreamlike stream of consciousness. New work in chaos theory, published in the journal Chaos, from AIP Publishing, takes a closer look at how Joyce's challenging novel stands out, mathematically.


						
Researchers have compared the distribution of punctuation marks in various experimental novels to determine the underlying order of "Finnegans Wake." By statistically analyzing the texts, Stanisz et al. found the tome exhibits an unusual but statistically identifiable structure.

"'Finnegans Wake' exhibits the type of narrative that makes it possible to continue longer strings of words without the need for punctuation breaks," said author Stanislaw Drozdz. "This may indicate that this type of narrative is less taxing on the human perceptual and respiratory systems or, equivalently, that it resonates better with them."

As word sequences run longer without punctuation marks, the higher the probability that a punctuation mark appears next. Such a relationship is called a Weibull distribution. Weibull distributions apply to anything from human diseases to "The Gates of Paradise," a Polish novel written almost entirely in a single sentence spanning nearly 40,000 words.

Enter "Finnegans Wake," which weaves together puns, phrases, and portmanteaus from up to 70 languages into a dreamlike stream of consciousness. The book typifies Joyce's later works, some of the only known examples to appear to not adhere to the Weibull distribution in punctuation.

The team broke down 10 experimental novels by word counts between punctuation marks. These sets of numbers were compiled into a singularity spectrum for each book that described how orderly sentences of different lengths are proportioned. "Finnegans Wake" has a notoriously broad range of sentence lengths, making for a wide spectrum.

While most punctuation distributions skew toward shorter word sequences, the wide singularity spectrum in "Finnegans Wake" was perfectly symmetrical, meaning sentence length variability follows an orderly curve.

This level of symmetry is a rare feat in the real world, implying a well-organized, complex hierarchical structure that aligns perfectly with a phenomenon known as multifractality, systems represented by fractals within fractals.

"'Finnegans Wake' appears to have the unique property that the probability of interrupting a sequence of words with a punctuation character decreases with the length of the sequence," Drozdz said. "This makes the narrative more flexible to create perfect, long-range correlated cascading patterns that better reflect the functioning of nature."

Drozdz hopes the work helps large language models better capture long-range correlations in text. The team next looks to apply their work in this domain.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/08/240820124425.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Spectacular increase in the deuterium/hydrogen ratio in Venus' atmosphere | ScienceDaily
Thanks to observations by the Solar Occultation in the Infrared (SOIR) instrument on the Venus Express space probe of the European Space Agency (ESA), researchers have discovered an unexpected increase in the abundances of two water molecule variants -- H2O and HDO -- and their ratio HDO/H2O in Venus' mesosphere. This phenomenon challenges our understanding of Venus' water history and the potential that it was once habitable in the past.


						
Currently, Venus is a dry, hostile planet. Venus has pressures nearly 100 times higher than Earth and temperatures around 460degC. Its atmosphere, covered by thick clouds of sulphuric acid and water droplets, is extremely dry. Most water is found below and within these cloud layers. However, Venus may have once supported just as much water as Earth.

"Venus is often called Earth's twin due to its similar size," remarks Hiroki Karyu, a researcher at Tohoku University, "Despite the similarities between the two planets, it has evolved differently. Unlike Earth, Venus has extreme surface conditions."

Investigating the abundances of H2O and its deuterated counterpart HDO (isotopologues) reveals insights into Venus' water history. It is generally accepted that Venus and Earth initially had a similar HDO/H2O ratio. However, the ratio observed in Venus' bulk atmosphere (below 70 km) is 120 times higher, indicating significant deuterium enrichment over time. This enrichment is primarily due to solar radiation breaking down water isotopologues in the upper atmosphere, producing hydrogen (H) and deuterium (D) atoms. Since H atoms escape into space more readily due to their lower mass, the HDO/H2O ratio gradually increases.

To figure out how much H and D are escaping into space, it is crucial to measure the water isotopologue amounts at heights where sunlight can break them down, which occurs above the clouds at altitudes larger than ~70 km. The study found two surprising results: the concentrations of H2O and HDO increase with altitude between 70 and 110 km, and the HDO/H2O ratio rises significantly by an order of magnitude over this range, reaching levels over 1500 times higher than in Earth's oceans.

A proposed mechanism to explain these findings involves the behaviour of hydrated sulphuric acid (H2SO4) aerosols. These aerosols form just above the clouds, where temperatures drop below the sulphurated water dew point, leading to the formation of deuterium-enriched aerosols. These particles rise to higher altitudes, where increased temperatures cause them to evaporate, releasing more significant fraction of HDO compared to H2O. The vapour then is transported downwards, restarting the cycle.

The study emphasizes two key points. First, variations in altitude play a crucial role in locating the D and H reservoirs. Second, the increased HDO/H2O ratio ultimately increases deuterium release, impacting long-term evolution of the D/H ratio. These findings encourage the incorporation of altitude-dependent processes into models to make accurate predictions about D/H evolution. Understanding the evolution of Venus' habitability and water history will help us understand the factors that make a planet become inhabitable, so that we know how to avoid letting the Earth follow in its' twin's footsteps.
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Evidence stacks up for poisonous books containing toxic dyes | ScienceDaily
If you come across brightly colored, cloth-bound books from the Victorian era, you might want to handle them gently, or even steer clear altogether. Some of their attractive hues come from dyes that could pose a health risk to readers, collectors or librarians. The latest research on these poisonous books used three techniques -- including one that hasn't previously been applied to books -- to assess dangerous dyes in a university collection and found some volumes may be unsafe to handle.


						
The researchers will present their results at the fall meeting of the American Chemical Society (ACS).

"These old books with toxic dyes may be in universities, public libraries and private collections," says Abigail Hoermann, an undergraduate studying chemistry at Lipscomb University. Users can be put at risk if pigments from the cloth covers rub onto their hands or become airborne and are inhaled. "So, we want to find a way to make it easy for everyone to be able to find what their exposure is to these books, and how to safely store them." Hoermann, recent graduate Jafer Aljorani, and undergraduate Leila Ais have been conducting the study with Joseph Weinstein-Webb, an assistant chemistry professor at Lipscomb.

The study began after Lipscomb librarians Jan Cohu and Michaela Rutledge approached the university's chemistry department to test brilliantly colored 19th- and early-20th-century fabric-covered books from the school's Beaman Library. Weinstein-Webb was intrigued to hear about how the Winterthur Museum, Garden & Library had previously examined its own 19th-century books for the presence of an arsenic compound known as copper acetoarsenite. This emerald-green pigment was used in Victorian era wallpaper, garments and -- as Winterthur found out -- in cloth book covers. This discovery led to the launch of the Poison Book Project, a crowdsourced research effort that uses X-ray fluorescence (XRF), Raman spectroscopy and other techniques to reveal toxic pigments in books around the world. Weinstein-Webb and the Lipscomb students he recruited launched their own investigation in 2022.

For the Lipscomb book project, the team used three spectroscopic techniques:
    	XRF to qualitatively check whether arsenic or other heavy metals were present in any of the book covers.
    	Inductively coupled plasma optical emission spectroscopy (ICP-OES) to determine the concentration of those metals.
    	X-ray diffraction (XRD) to identify the pigment molecules that contain those metals.

Although XRD has been previously used to examine paintings and wallpaper, this is the first time it has been used to check for poison in books, Ais says. The XRD testing is being done in collaboration with Janet Macdonald at Vanderbilt University.

Recently, the researchers used XRF data to show that lead and chromium were present in some of the Lipscomb books. To quantify the amounts, they snipped samples roughly the size of a small paperclip from the cloth covers and then dissolved them in nitric acid. Their analysis by ICP-OES showed that lead and chromium were both present at high levels in some samples. Subsequent XRD testing indicated that in some instances these heavy metals were in the form of lead(II) chromate, one of the compounds that contributes to the chrome yellow pigment favored by Vincent van Gogh in his sunflower paintings.




However, there was far more lead than chromium in the book covers, which is somewhat mystifying, since lead(II) chromate contains equal amounts of lead and chromium. The researchers speculate that the dyes used to color the books contain other lead-based pigments that lack chromium, such as lead(II) oxide or lead(II) sulfide. The team is working to identify those other compounds in the yellow pigments.

Weinstein-Webb and the students also wanted to find out whether the levels of heavy metals in the Lipscomb books could be harmful for librarians who might handle them. For some of the book covers, the researchers discovered metal concentrations above acceptable limits for chronic exposure, according to standards set by the Centers for Disease Control and Prevention (CDC). In the dissolved sample from the most contaminated cover, the lead concentration was more than twice the CDC limit, and the chromium concentration was almost six times the limit. Chronic exposure to inhaled lead or chromium could lead to health effects such as cancer, lung damage or fertility issues.

"I find it fascinating to know what previous generations thought was safe, and then we learn, oh, actually, that might not have been a great idea to use these brilliant dyes," Weinstein-Webb says.

The findings led the Lipscomb library to seal colorful 19th-century books that have not yet been tested in plastic zip-close bags for handling and storage. Meanwhile, books confirmed to contain dangerous dyes have also been sealed in bags and removed from public circulation.

Once the researchers have done some more testing, they plan to contribute their results to the Poison Book Project and to help spread awareness on safe handling, conservation and storage of these books among librarians and collectors.

They also hope others will follow their lead and begin using XRD, because it doesn't require investigators to cut samples from books. "Moving forward," says Hoermann, "we want libraries to be able to test their collections without destroying them."

The research was supported by funds from Lipscomb University's chemistry department. 
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Study explains why laws are written in an incomprehensible style | ScienceDaily
Legal documents are notoriously difficult to understand, even for lawyers. This raises the question: Why are these documents written in a style that makes them so impenetrable?


						
MIT cognitive scientists believe they have uncovered the answer to that question. Just as "magic spells" use special rhymes and archaic terms to signal their power, the convoluted language of legalese acts to convey a sense of authority, they conclude.

In a study that will appear in the journal of the Proceedings of the National Academy of Sciences, the researchers found that even non-lawyers use this type of language when asked to write laws.

"People seem to understand that there's an implicit rule that this is how laws should sound, and they write them that way," says Edward Gibson, an MIT professor of brain and cognitive sciences and the senior author of the study.

Eric Martinez PhD '24 is the lead author of the study. Francis Mollica, a lecturer at the University of Melbourne, is also an author of the paper.

Casting a legal spell

Gibson's research group has been studying the unique characteristics of legalese since 2020, when Martinez came to MIT after earning a law degree from Harvard Law School. In a 2022 study, Gibson, Martinez, and Mollica analyzed legal contracts totaling about 3.5 million words, comparing them with other types of writing, including movie scripts, newspaper articles, and academic papers.




That analysis revealed that legal documents frequently have long definitions inserted in the middle of sentences -- a feature known as "center-embedding." Linguists have previously found that this kind of structure can make text much more difficult to understand.

"Legalese somehow has developed this tendency to put structures inside other structures, in a way which is not typical of human languages," Gibson says.

In a follow-up study published in 2023, the researchers found that legalese also makes documents more difficult for lawyers to understand. Lawyers tended to prefer plain English versions of documents, and they rated those versions to be just as enforceable as traditional legal documents.

"Lawyers also find legalese to be unwieldy and complicated," Gibson says. "Lawyers don't like it, laypeople don't like it, so the point of this current paper was to try and figure out why they write documents this way."

The researchers had a couple of hypotheses for why legalese is so prevalent. One was the "copy and edit hypothesis," which suggests that legal documents begin with a simple premise, and then additional information and definitions are inserted into already existing sentences, creating complex center-embedded clauses.

"We thought it was plausible that what happens is you start with an initial draft that's simple, and then later you think of all these other conditions that you want to include. And the idea is that once you've started, it's much easier to center-embed that into the existing provision," says Martinez, who is now a fellow and instructor at the University of Chicago Law School.




However, the findings ended up pointing toward a different hypothesis, the so-called "magic spell hypothesis." Just as magic spells are written with a distinctive style that sets them apart from everyday language, the convoluted style of legal language appears to signal a special kind of authority, the researchers say.

"In English culture, if you want to write something that's a magic spell, people know that the way to do that is you put a lot of old-fashioned rhymes in there. We think maybe center-embedding is signaling legalese in the same way," Gibson says.

In this study, the researchers asked about 200 non-lawyers (native speakers of English living in the United States, who were recruited through a crowdsourcing site called Prolific), to write two types of texts. In the first task, people were told to write laws prohibiting crimes such as drunk driving, burglary, arson, and drug trafficking. In the second task, they were asked to write stories about those crimes.

To test the copy and edit hypothesis, half of the participants were asked to add additional information after they wrote their initial law or story. The researchers found that all of the subjects wrote laws with center-embedded clauses, regardless of whether they wrote the law all at once or were told to write a draft and then add to it later. And, when they wrote stories related to those laws, they wrote in much plainer English, regardless of whether they had to add information later.

"When writing laws, they did a lot of center-embedding regardless of whether or not they had to edit it or write it from scratch. And in that narrative text, they did not use center-embedding in either case," Martinez says.

In another set of experiments, about 80 participants were asked to write laws, as well as descriptions that would explain those laws to visitors from another country. In these experiments, participants again used center-embedding for their laws, but not for the descriptions of those laws.

The origins of legalese

Gibson's lab is now investigating the origins of center-embedding in legal documents. Early American laws were based on British law, so the researchers plan to analyze British laws to see if they feature the same kind of grammatical construction. And going back much farther, they plan to analyze whether center-embedding is found in the Hammurabi Code, the earliest known set of laws, which dates to around 1750 BC.

"There may be just a stylistic way of writing from back then, and if it was seen as successful, people would use that style in other languages," Gibson says. "I would guess that it's an accidental property of how the laws were written the first time, but we don't know that yet."

The researchers hope that their work, which has identified specific aspects of legal language that make it more difficult to understand, will motivate lawmakers to try to make laws more comprehensible. Efforts to write legal documents in plainer language date to at least the 1970s, when President Richard Nixon declared that federal regulations should be written in "layman's terms." However, legal language has changed very little since that time.

"We have learned only very recently what it is that makes legal language so complicated, and therefore I am optimistic about being able to change it," Gibson says.
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How 'winner and loser effects' impact social rank in animals -- and humans | ScienceDaily
Research has shown that in many animals, the winners of a fight are more likely to win subsequent contests, while the losers tend to lose their following fights. In experiments where male stickleback fish were randomly introduced to another fish, 65% of the winning fish won the second match, while all losing fish lost the second contest.


						
Such winner and loser effects can greatly influence individual behavior and fitness. This effect happens in humans as well. In "Winner and Loser Effects and Social Rank in Humans," recently published in The Quarterly Review of Biology, authors Noah M. T. Smith and Reuven Dukas provide a narrative review of the relevant similarities and distinctions between nonhumans and humans to assess the causes and consequences of winner and loser effects in humans.

The authors review winner and loser effects and their adaptive significance in nonhumans, including chimpanzees and fruit flies, and review additional factors that influence social rank in nonhumans and humans. The two-way interactions between social rank and winner and loser effects can alter cognition and behavior in various domains.

They then evaluate the potential role of such winner and loser effects and their social consequences. In nonhumans and humans, winner and loser effects may guide individuals to behave according to their apparent social rank, with winners adopting assertive postures and losers becoming submissive. While physical formidability is the dominant dimension determining social rank in nonhuman species, in adult humans, social conventions, physical attractiveness, competence in complex skills, and social competence are more important for social rank.

Recent studies have explored winner and loser effects in humans competing in sports. Smith and Dukas tested winner and loser effects using first-person shooter video games and a reading comprehension assignment. Randomly assigned video game winners performed significantly better in the second phase than did randomly assigned first-phase losers, and first-phase high scorers had higher reading scores in the second phase than first-phase low scorers.

The authors note that "our experimental protocol, which involved random assignment of participants to winner and loser treatments, is crucial for ruling out selection bias, whereby better performers simply win against weaker opponents in successive contests."

Future lines of research may provide further understanding of how and why winner and loser effects shape human cognition, mood, and behavior. These findings can provide additional implications in areas such as "red shirting" (the effect of enrolling children in school at a later age), winner and loser effects in investment banking and gambling, and the mood effects of winning and losing.
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Searching old stem cells that stay young forever | ScienceDaily

"We live as long as our stem cells" is a somewhat bold but essentially accurate statement. Stem cells contribute to the constant renewal of various cells and tissues in humans, e.g. blood cells, skin or hair. If stem cells lose this ability or their number decreases in the course of life, the body ages or develops diseases. Stem cells are therefore of great interest for biomedical research.

While humans and most vertebrates can only regenerate parts of certain organs or limbs, other animal groups have far stronger regeneration mechanisms. This ability is made possible by pluripotent or multipotent stem cells, which can form (differentiate) almost all cell types of the body. The sea anemone Nematostella vectensis is also highly regenerative: it can reproduce asexually by budding and also shows no signs of ageing, which makes it an interesting subject for stem cell research. However, researchers have not yet been able to identify any stem cells in these animals.

Using the new "Single Cell Genomics" method, Technau and his team could identify cells of a complex organism based on their specific transcriptome profiles and determine from which stem cells they have developed. "By combining single-cell gene expression analyses and transgenesis, we have now been able to identify a large population of cells in the sea anemone that form differentiated cells such as nerve cells and glandular cells and are therefore candidates for multipotent stem cells," explains first author Andreas Denner from the University of Vienna. They have remained undiscovered until now due to their tiny size.

These potential stem cells express the evolutionarily highly conserved genes nanos and piwi, which enable the development of germ cells (sperm and egg cells) in all animals, including humans. By specifically mutating the nanos2 gene using the CRISPR gene scissors, the scientists were also able to prove that the gene is necessary for the formation of germ cells in sea anemones. It has also been shown in other animals that this gene is essential for the production of gametes.

This proves that this gene function emerged around 600 million years ago and has been preserved to this day. In future studies, Ulrich Technau and his team now want to investigate which special properties of the sea anemone's stem cells are responsible for its potential immortality.
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Morphable materials: Researchers coax nanoparticles to reconfigure themselves | ScienceDaily
A view into how nanoscale building blocks can rearrange into different organized structures on command is now possible with an approach that combines an electron microscope, a small sample holder with microscopic channels, and computer simulations, according to a new study by researchers at the University of Michigan and Indiana University.


						
The approach could eventually enable smart materials and coatings that can switch between different optical, mechanical and electronic properties.

"One of my favorite examples of this phenomenon in nature is in chameleons," said Tobias Dwyer, U-M doctoral student in chemical engineering and co-first author of the study published in Nature Chemical Engineering. "Chameleons change color by altering the spacing between nanocrystals in their skin. The dream is to design a dynamic and multifunctional system that can be as good as some of the examples that we see in biology."

The imaging technique lets researchers watch how nanoparticles react to changes in their environment in real time, offering an unprecedented window into their assembly behavior.

In the study, the Indiana team first suspended nanoparticles, a class of materials smaller than the average bacteria cell, in tiny channels of liquid on a microfluidic flow cell. This type of device allowed the researchers to flush different kinds of fluid into the cell on the fly while they viewed the mixture under their electron microscope. The researchers learned that the instrument gave the nanoparticles -- which normally are attracted to each other -- just enough electrostatic repulsion to push them apart and allow them to assemble into ordered arrangements.

The nanoparticles, which are cubes made of gold, either perfectly aligned their faces in a tidy cluster or formed a more messy arrangement. The final arrangement of the material depended on the properties of the liquid the blocks were suspended in, and flushing new liquids into the flow cell caused the nanoblocks to switch between the two arrangements.

The experiment was a proof of concept for how to steer nanoparticles into desired structures. Nanoparticles are too small to manually manipulate, but the approach could help engineers learn to reconfigure other nanoparticles by changing their environment.




"You might have been able to move the particles into new liquids before, but you wouldn't have been able to watch how they respond to their new environment in real-time," said Xingchen Ye, IU associate professor of chemistry who developed the experimental technique and is the study's lead corresponding author.

"We can use this tool to image many types of nanoscale objects, like chains of molecules, viruses, lipids and composite particles. Pharmaceutical companies could use this technique to learn how viruses interact with cells in different conditions, which could impact drug development."

An electron microscope isn't necessary to activate the particles in practical morphable materials, the researchers said. Changes in light and pH could also serve that purpose.

But to extend the technique to different kinds of nanoparticles, the researchers will need to know how to change their liquids and microscope settings to arrange the particles. Computer simulations run by the U-M team open the door to that future work by identifying the forces that caused the particles to interact and assemble.

"We think we now have a good enough understanding of all the physics at play to predict what would happen if we use particles of a different shape or material," said Tim Moore, U-M assistant research scientist of chemical engineering and co-first author of the study. He designed the computer simulations together with Dwyer and Sharon Glotzer, the Anthony C. Lembke Department Chair of Chemical Engineering at U-M and a corresponding author of the study.

"The combination of experiments and simulations is exciting because we now have a platform to design, predict, make and observe in real time new, morphable materials together with our IU partners," said Glotzer, who is also the John Werner Cahn Distinguished University Professor and Stuart W. Churchill Collegiate Professor of Chemical Engineering.

The research is funded by the National Science Foundation.
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Spider exploits firefly's flashing signals to lure more prey | ScienceDaily
Fireflies rely on flashing signals to communicate to other fireflies using light-emitting lanterns on their abdomens. In fireflies of the species Abscondita terminalis, males make multi-pulse flashes with two lanterns to attract females, while females make single-pulse flashes with their one lantern to attract males. Now researchers reporting in the journal Current Biology on August 19 have evidence that an orb-weaving spider (Araneus ventricosus) manipulates the flashing signals of male fireflies ensnared in its web such that they mimic the typical flashes of a female firefly, thereby luring other males to serve as their next meal.


						
"Drawing from extensive field observations, we propose that Araneus ventricosus practices deceptive interspecific communication by first ensnaring firefly males in its web and then predisposing the entrapped male fireflies to broadcast bioluminescent signals that deviate from female-attracting signals typically made by A. terminalis males and instead mimic the male-attracting signals typically made by females," the researchers wrote. "The outcome is that the entrapped male fireflies broadcast false signals that lure more male fireflies into the web."

The discovery came after the first author of the new study, Xinhua Fu, from Huazhong Agricultural University, China, noticed several male fireflies ensnared in the webs of orb-weaving spiders while in the field. Strangely, he rarely, if ever, saw a female firefly in a web. Subsequent trips also revealed a similarly skewed pattern.

This led Fu to suspect that the spiders might be attracting males to their webs by somehow manipulating their flashing behavior. To test this hypothesis, behavioral ecologists Daiqin Li and Shichang Zhang from Hubei University, along with Fu, conducted field experiments that allowed them to observe both the spider's behavior and the fireflies' signals. Their studies showed that the spider's web more often captured male fireflies when the spider was present in comparison to when the spider was absent from the web.

With further analysis, they found that the signals made by male fireflies in webs with spiders looked a lot more like the signals of free females. More specifically, the ensnared males used single-pulse signals using only one of their lanterns, not both. These ensnared male fireflies rarely lured other males when they were alone in the web.

The findings suggested that the males weren't altering their flashes as a distress signal. The researchers propose that the spiders alter the firefly's signal.

"While the eyes of orb-web spiders typically support limited spatial acuity, they rely more on temporal acuity rather than spatial acuity for discriminating flash signals," Li said. "Upon detecting the bioluminescent signals of ensnared male fireflies, the spider deploys a specialized prey-handling procedure involving repeated wrap-bite attacks."

The findings show that animals can use indirect yet dynamic signaling to target an exceptionally specific category of prey in nature. The researchers further suggest there may be many more undescribed examples in nature yet to be found in which predators may use mimicry to manipulate the behavior of their prey, based on communicative signals that may include sound, pheromones, or other means. They note that more study is needed to find out if the spider's venom or the bite itself leads to changes in the ensnared males' flashing pattern.

This work was supported by the National Natural Science Foundation of China, the National Key R&D Program of China, the Singapore Ministry of Education Academic Research Fund, and the Slovenian Research and Innovation Agency.
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Tracking down the asteroid that sealed the fate of the dinosaurs | ScienceDaily
Geoscientists from the University of Cologne have led an international study to determine the origin of the huge piece of rock that hit the Earth around 66 million years ago and permanently changed the climate. The scientists analysed samples of the rock layer that marks the boundary between the Cretaceous and Paleogene periods. This period also saw the last major mass extinction event on Earth, in which around 70 percent of all animal species became extinct. The results of the study published in Science indicate that the asteroid formed outside Jupiter's orbit during the early development of our solar system.


						
According to a widely accepted theory, the mass extinction at the Cretaceous-Paleogene boundary was triggered by the impact of an asteroid at least 10 kilometres in diameter near Chicxulub on the Yucatan Peninsula in Mexico. On impact, the asteroid and large quantities of earth rock vaporized. Fine dust particles spread into the stratosphere and obscured the sun. This led to dramatic changes in the living conditions on the planet and brought photosynthetic activity to a halt for several years.

The dust particles released by the impact formed a layer of sediment around the entire globe. This is why the Cretaceous-Paleogene boundary can be identified and sampled in many places on Earth. It contains high concentrations of platinum-group metals, which come from the asteroid and are otherwise extremely rare in the rock that forms the Earth's crust.

By analysing the isotopic composition of the platinum metal ruthenium in the cleanroom laboratory of the University of Cologne's Institute of Geology and Mineralogy, the scientists discovered that the asteroid originally came from the outer solar system. "The asteroid's composition is consistent with that of carbonaceous asteroids that formed outside of Jupiter's orbit during the formation of the solar system," said Dr Mario Fischer-Godde, first author of the study.

The ruthenium isotope compositions were also determined for other craters and impact structures of different ages on Earth for comparison. This data shows that within the last 500 million years, almost exclusively fragments of S-type asteroids have hit the Earth. In contrast to the impact at the Cretaceous-Paleogene boundary, these asteroids originate from the inner solar system. Well over 80 percent of all asteroid fragments that hit the Earth in the form of meteorites come from the inner solar system. Professor Dr Carsten Munker, co-author of the study, added: "We found that the impact of an asteroid like the one at Chicxulub is a very rare and unique event in geological time. The fate of the dinosaurs and many other species was sealed by this projectile from the outer reaches of the solar system."
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Hailstone library to improve extreme weather forecasting | ScienceDaily
A University of Queensland library -- full of hailstones instead of books -- is helping researchers to better understand and predict damaging storms.


						
Dr Joshua Soderholm, an Honorary Senior Research Fellow from UQ's School of the Environment, and lead researcher PhD candidate Yuzhu Lin from Penn State in the US, have found storm modelling outcomes change significantly when using real hailstones.

Key points:
    	Researchers are measuring and scanning samples for a global 'hailstone library'
    	Storm simulations using 3-D modelling of real hailstones show it behaves differently than spherical hail shapes
    	Data from the hail library could lead to more accurate storm forecasts

"People tend to think of a hailstone as a perfect sphere, like a golf ball or cricket ball," Dr Soderholm said.

"But hail can be all sorts of weird shapes, from oblong to a flat disc or have spikes coming out -- no two pieces of hail are the same.

"Conventional scientific modelling of hail assumes spherical hailstones, and we wanted to know if that changed when non-spherical, natural hail shapes are used."

Ms Lin said they found the differences were dramatic.




"Modelling of the more naturally shaped hail showed it took different pathways through the storm, experienced different growth and landed in different places," Ms Lin said.

"It also affected the speed and impact the hail had on the ground.

"This way of modelling had never been done before, so it's exciting science."

Dr Soderholm said building a 'hailstone library' was critical to further fine-tuning hailstorm simulations.

"This is effectively a dataset to represent the many and varied shapes of hailstones, to make weather modelling more accurate," he said.

"Our study used data from 217 hail samples, which were 3-D scanned and the sliced in half, to tell us more about how the hailstone formed.




"This data is now part of a global library, as we try and get a really clear picture of hailstone shape and structure."

Dr Soderholm said the research has significant potential.

"At the moment, the modelling is specifically for scientists studying storms, but the end game is to be able to predict in real-time how big hail will be, and where it will fall," he said.

"More accurate forecasts would of course warn the public so they can stay safe during hailstorms and mitigate damage.

"But it could also significantly benefit industries such as insurance, agriculture and solar farming which are all sensitive to hail."

The research paper was published in the Journal of the Atmospheric Sciences.

Dr Soderholm is also a Research Scientist at the Australian Bureau of Meteorology.

Some hail samples for the UQ data set were provided by Higgins Storm Chasing.
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Rethinking the dodo | ScienceDaily
Researchers are setting out to challenge our misconceptions about the Dodo, one of the most well-known but poorly understood species of bird.


						
In a paper published today [16 August 2024] in the Zoological Journal of the Linnean Society researchers from the University of Southampton, Natural History Museum (NHM) and Oxford University Museum of Natural History have undertaken the most comprehensive review of the taxonomy of the Dodo and its closest relative, the Rodriguez Island Solitaire.

They've painstakingly gone through 400 years' worth of scientific literature and visited collections around the UK to ensure this iconic species, embodying humanity's destructive potential, is correctly classified.

"The Dodo was the first living thing that was recorded as being present and then disappeared," says Dr Neil Gostling from the University of Southampton, supervising author of the paper. "Before this, it hadn't been thought possible for human beings to influence God's creation in such a way.

"This was a time before the scientific principles and systems we rely on to label and classify a species were in place. Both the Dodo and the Solitaire were gone before we had a chance to understand what we were looking at."

Correcting the record

Much of what was written about the Dodo and the Solitaire was based on accounts from Dutch sailors, representations by artists, and incomplete remains.




The lack of a definitive reference point (type specimen) or convention to label species (zoological nomenclature) led to a series of misidentifications in the centuries following their extinction. New species such as the Nazarene Dodo, the White Dodo, and the White Solitaire were named, but the paper confirms that none of these creatures existed. Still, these erroneous 'pebbles' sent ripples through the waters of zoological literature.

"By the 18th and early 19th centuries, the Dodo and the Solitaire were considered to be mythological beasts," says Dr Mark Young, lead author of the paper from the University of Southampton. "It was the hard work of Victorian-era scientists who finally proved that the Dodo and the Solitaire were not mythological but were giant ground doves."

"Unfortunately, no one could agree how many species there had been," continues Dr Young. "Throughout most of the 19th and 20th centuries, researchers thought there were three different species, although some people thought there had been four or even five different species."

To unpick this confusion, researchers went through all the literature on the Dodo and Rodriguez Solitaire encompassing hundreds of accounts dating back to 1598 and visited specimens around the UK, including the world's only surviving soft tissue from the Dodo, in the Oxford Museum.

"More has been written about the Dodo than any other bird, yet virtually nothing is known about it in life," says Dr Julian Hume, an avian palaeontologist at the Natural History Museum and coauthor of the paper.

"Based on centuries of nomenclatural confusion, and some 400 years after its extinction, the Dodo and Solitaire, continue to prompt heated debate. We've gone from where the first statements were made, seen how these have developed, and identified various rabbit holes to correct the record, as best we can."

Through this work, researchers were able to confirm that both birds were members of the columbid (pigeon and dove) family.




"Understanding its wider relationships with other pigeons is of taxonomic importance, but from the perspective of conservation, the loss of the dodo and the solitaire a few decades later means a unique branch of the pigeon family tree was lost," says Dr Gostling. "There are no other birds alive today like these two species of giant ground dove."

Challenging our misconceptions

The researchers believe the popular idea of the Dodo as a fat, slow animal, predestined for extinction is flawed.

"Even four centuries later, we have so much to learn about these remarkable birds," says Dr Young. "Was the Dodo really the dumb, slow animal we've been brought up to believe it was? The few written accounts of live Dodos say it was a fast-moving animal that loved the forest."

Dr Gostling adds: "Evidence from bone specimens suggests that the Dodo's tendon which closed its toes was exceptionally powerful, analogous to climbing and running birds alive today. The dodo was almost certainly a very active, very fast animal.

"These creatures were perfectly adapted to their environment, but the islands they lived on lacked mammalian predators. So, when humans arrived, bringing rats, cats, and pigs, the Dodo and the Solitaire never stood a chance.

"Dodos held an integral place in their ecosystems. If we understand them, we might be able to support ecosystem recovery in Mauritius, perhaps starting to undo the damage that began with the arrival of humans nearly half a millennium ago."

Learning 'valuable lessons'

The study marks the beginning of a wider project to understand the biology of these iconic animals.

"The mystery of the Dodo bird is about to be cracked wide open," says Dr Markus Heller, Professor of Biomechanics at the University of Southampton, a coauthor on the paper.

"We have assembled a fantastic team of scientists to uncover the true nature of this famous extinct bird. But we are not just looking back in time -- our research could help save today's endangered birds too."

Dr Heller explains: "Using cutting-edge computer technology, we are piecing together how the Dodo lived and moved. This isn't just about satisfying our curiosity. By understanding how birds evolved in the past, we are learning valuable lessons that could help protect bird species today."

"It's like solving a 300-year-old puzzle, and the solution might just help us prevent more birds from going the way of the Dodo."

The project will include work with palaeoartist Karen Fawcett, who has created a detailed, life-size model of the Dodo to bring the words on the pages of books and journal articles to life. She says: "This work has been the merging of science and art to achieve accuracy and realism so that these creatures come back from the dead, real and tangible for people to touch and see."

The work is supported by the University of Southampton's Institute for Life Sciences. The Institute Director, Professor Max Crispin, says: "The Institute was delighted to support this exciting work which exemplifies Southampton's strength in interdisciplinary research and advanced scholarship."
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New research shows unprecedented atmospheric changes during May's geomagnetic superstorm | ScienceDaily
On May 11, a gorgeous aurora surprised stargazers across the southern United States. That same weekend, a tractor guided by GPS missed its mark.


						
What do the visibility of the northern lights have in common with compromised farming equipment in the Midwest?

A uniquely powerful geomagnetic storm, according to two newly published papers co-authored by Virginia Tech's Scott England.

"The northern lights are caused by energetic, charged particles hitting our upper atmosphere, which are impacted by numerous factors in space, including the sun," said England, associate professor in the Kevin T. Crofton Department of Aerospace and Ocean Engineering. "During solar geomagnetic storms, there's a lot more of these energetic charged particles in the space around Earth, so we see a brightening of the northern lights and the region over which you can see them spreads out to include places like the lower 48 states that usually don't see this display."

England and a team of university and industry collaborators tracked the upper atmospheric event on May 11 using NASA's GOLD instrument. It turned out to be the strongest geomagnetic storm captured in the last 20 years. Their findings were recently published in Geophysical Research Letters in two studies, both co-authored by England. The first study, by first author Deepak Karan, from the University of Colorado, Boulder, showed unprecedented changes in location and spread of particles in the upper atmosphere. The second study, by first author and Virginia Tech alumnus J. Scott Evans '88, documented composition and temperature changes.

Among the collected data, England noted witnessing some "delightful swirly patterns" for the first time, and a dramatic motion of the air away from the aurora causing the formation of enormous vortices that moved air in a spiral larger than a hurricane. Specific observations included:
    	Unpredictable movement of low energy charged particles from around the equator toward the aurora
    	Charged particles that can be divided into two buckets: low energy and high energy, the latter of which can hurt humans working in space and damage electronics
    	Changes in temperature and pressure that likely lead to the swirls and vortices seen
    	Changes in locations and spread of low energy particles, which can negatively impact GPS, satellites, and even the electrical grid

"As the aurora intensifies, you see more lights, but along with that, there's more energy entering the atmosphere, so it makes the atmosphere near the poles very hot, which starts to push air away from the poles and towards the equator," England said. "This data poses a lot of questions like, did something really different happen during this geomagnetic storm than has happened previously, or do we just have better instruments to measure the changes?"

Furthermore, what could those changes mean for the human-made technology that orbits that region of the atmosphere?




More than a northern lights show

Earth's upper atmosphere, spanning from about 60 to 400 miles above us, borders space and is the hang-out zone for satellites and the International Space Station. The upper atmosphere is made up of some of the same particles as the lower atmosphere, where we live and breathe. But it also has another side, the ionosphere that can be thought of almost like an electric blanket -- highly charged and constantly fluctuating. These charged particles in the ionosphere are one thing that makes this region of space so dynamic. It's common for the temperature and composition of the upper atmosphere and ionosphere to change. In fact, it does so predictably during the day and night and even changes overtime with seasons.

England said the particles in earth's atmosphere are impacted by numerous factors in space, including the sun's activity. During a solar geomagnetic storm flare, an intense burst of radiation from the sun changes the composition and speed of the particles within the earth's atmosphere. So why in recent months all over the globe the northern lights have been visible in places where they've not been seen before now?

"The number of sunspots, flares, and storms changes with an 11-year cycle that we call the solar cycle," England said. "The number of flares we are seeing has been increasing gradually for the last couple of years as we move toward the peak of the solar cycle."

In addition to the visibility of the northern lights, geomagnetic storms have a range of impacts on our technology. Because radio and GPS signals travel through this constantly fluctuating "electric blanket," changes in this layer of the atmosphere can disrupt signals and impede navigation and communication systems such as GPS. Various factors from both earth's weather and space weather can impact this crucial layer, but there's much to be learned about why changes in the upper and lower atmosphere occur and how they might impact life as we know it.

"These storms can also increase electrical currents that flow around the Earth, which can impact technological devices that use very long wires. In recent years, there have been impacts to the power grid when too much current was flowing through the wires. During the largest geomagnetic storm ever recorded, the Carrington Event in 1859, these caused telegraph systems -- peak technology at that time -- to catch on fire," England said.

Scientists suspect that a storm similar to the 1859 Carrington Event, if it happened today, could cause an internet apocalypse, sending large numbers of people and businesses offline. While the May 11 storm did not cause drastic disruptions, with the peak of the solar cycle expected to reach in July 2025, we are still about a year away from knowing those potential effects.

"One reason we study geomagnetic storms is to try and build models to predict their impacts," England said. "Based on the solar cycle, we'd expect the conditions we're seeing this year to be around for about the next two years."
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Engineers design tiny batteries for powering cell-sized robots | ScienceDaily
A tiny battery designed by MIT engineers could enable the deployment of cell-sized, autonomous robots for drug delivery within in the human body, as well as other applications such as locating leaks in gas pipelines.


						
The new battery, which is 0.1 millimeters long and 0.002 millimeters thick -- roughly the thickness of a human hair -- can capture oxygen from air and use it to oxidize zinc, creating a current with a potential of up to 1 volt. That is enough to power a small circuit, sensor, or actuator, the researchers showed.

"We think this is going to be very enabling for robotics," says Michael Strano, the Carbon P. Dubbs Professor of Chemical Engineering at MIT and the senior author of the study. "We're building robotic functions onto the battery and starting to put these components together into devices."

Ge Zhang PhD '22 and Sungyun Yang, an MIT graduate student, are the lead author of the paper, which appears in Science Robotics.

Powered by batteries

For several years, Strano's lab has been working on tiny robots that can sense and respond to stimuli in their environment. One of the major challenges in developing such tiny robots is making sure that they have enough power.

Other researchers have shown that they can power microscale devices using solar power, but the limitation to that approach is that the robots must have a laser or another light source pointed at them at all times. Such devices are known as "marionettes" because they are controlled by an external power source. Putting a power source such as a battery inside these tiny devices could free them to roam much farther.




"The marionette systems don't really need a battery because they're getting all the energy they need from outside," Strano says. "But if you want a small robot to be able to get into spaces that you couldn't access otherwise, it needs to have a greater level of autonomy. A battery is essential for something that's not going to be tethered to the outside world."

To create robots that could become more autonomous, Strano's lab decided to use a type of battery known as a zinc-air battery. These batteries, which have a longer lifespan than many other types of batteries due to their high energy density, are often used in hearing aids.

The battery that they designed consists of a zinc electrode connected to a platinum electrode, embedded into a strip of a polymer called SU-8, which is commonly used for microelectronics. When these electrodes interact with oxygen molecules from the air, the zinc becomes oxidized and releases electrons that flow to the platinum electrode, creating a current.

In this study, the researchers showed that this battery could provide enough energy to power an actuator -- in this case, a robotic arm that can be raised and lowered. The battery could also power a memristor, an electrical component that can store memories of events by changing its electrical resistance, and a clock circuit, which allows robotic devices to keep track of time.

The battery also provides enough power to run two different types of sensors that change their electrical resistance when they encounter chemicals in the environment. One of the sensors is made from atomically thin molybdenum disulfide and the other from carbon nanotubes.

"We're making the basic building blocks in order to build up functions at the cellular level," Strano says.




Robotic swarms

In this study, the researchers used a wire to connect their battery to an external device, but in future work they plan to build robots in which the battery is incorporated into a device.

"This is going to form the core of a lot of our robotic efforts," Strano says. "You can build a robot around an energy source, sort of like you can build an electric car around the battery."

One of those efforts revolves around designing tiny robots that could be injected into the human body, where they could seek out a target site and then release a drug such as insulin. For use in the human body, the researchers envision that the devices would be made of biocompatible materials that would break apart once they were no longer needed.

The researchers are also working on increasing the voltage of the battery, which may enable additional applications.

The research was funded by the U.S. Army Research Office, the U.S. Department of Energy, the National Science Foundation, and a MathWorks Engineering Fellowship.
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Blind cavefish have extraordinary taste buds | ScienceDaily
Over thousands of years, cavefish evolved and lost their vision, earning the moniker "the blind cavefish," but some cavefish also developed an inordinate number of taste buds on the head and chin.


						
In a new study, now published in the Nature journal Communications Biology, scientists at the University of Cincinnati have determined when the taste buds start to appear in areas beyond the oral cavity. The study was supported by the National Science Foundation.

To begin, blind cavefish evolved in cave ponds in northeastern Mexico. They are pale pink and nearly translucent compared to their silvery counterparts that live in surface rivers and streams. While cavefish have the faintest outline of eye sockets, the surface fish have enormous round eyes that give them a perpetually surprised expression.

Despite the many obvious physical differences, the two fish are considered the same species.

"Regression, such as the loss of eyesight and pigmentation, is a well-studied phenomenon, but the biological bases of constructive features are less well understood," says the article's senior author UC professor and biologist Joshua Gross, whose laboratory is dedicated to the study of evolution and development of cave-dwelling vertebrates.

Although scientists in the 1960s discovered that certain populations of blind cavefish had extra taste buds -- on the head and chin -- there was no further study of the developmental or genetic processes that explain this unusual trait, says Gross.

To determine when the extra taste buds appear, Gross and his research team looked at the species Astyanax mexicanus, including two separate cavefish populations that dwell in the Pachon and Tinaja caves in northwestern Mexico, known to have the additional taste buds.




The research team found that the number of taste buds is similar to the surface fish from birth through 5 months of age. The taste buds then start to increase in number and appear on the head and chin in smatterings, well into adulthood, at approximately 18 months.

Cavefish can live much longer than 18 months in nature and captivity, and the authors suspect even more taste buds continually accumulate as the fish get older.

While timing of taste bud appearance was comparable for the Pachon and Tinaja cavefish populations, some differences were evident with respect to density and timing of expansion, says Gross. The other surprising discovery from this study, says Gross, is the genetic architecture of this trait: "Despite the complexity of this feature, it appears that more taste buds on the head are controlled mainly by only two regions of the genome."

The increase correlates with the time that the cavefish stop eating other live foods for sustenance and start to pursue other food sources, Gross says, such as bat guano. Equally fascinating, he says, is that the expansion may occur in other cave locations where there are no bat populations.

With more taste buds, he says, the cavefish have a keener sense of taste, "which is likely an adaptive trait."

"It remains unclear what is the precise functional and adaptive relevance of this augmented taste system," says Gross, which has led the team to begin new studies that focus on taste, by exposing the fish to different flavors such as sour, sweet and bitter.
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