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New Insights on Dinosaurs, Pain and Carbon Capture

How we'll learn more about dark matter, quantum gravity and substitutes for lab animals

By Laura Helmuth
[image: Cover of the September 2024 issue of Scientific American.] Scientific American, September 2024


A 1974 essay called "What Is It Like to Be a Bat?," which is still taught in cognitive science and philosophy courses, argues that we can never completely understand another organism's consciousness. That may well be, but we're getting closer, and not just for bats. New research combining neuroscience with advanced fossil scanning is revealing the size, shape and specializations of dinosaurs' brains, which can tell us a lot about what it was like to be a dinosaur. In this issue's cover story, evolutionary biologist Amy M. Balanoff and paleontologist Daniel T. Ksepka reconstruct the perceptions and actions of Tyrannosaurus rex, Triceratops, Stegosaurus, and other classic characters. I hope you enjoy the lush and dramatic illustration by Beth Zaiken; see our Contributors column for more about her paleo-art career.
We at Scientific American have been fascinated for decades by the discovery that dark matter exists and the subsequent search for its true nature. At the beginning, as physicists Tracy R. Slatyer and Tim M. P. Tait recall, scientists came up with quite a few great hypotheses, some of which linked dark matter to other puzzles in physics. But now most of the easy answers have been eliminated, as well as many of the not-easy ones. Physicists are expanding the search, and to get a sense of the search space, please delve into the graphic by Tait and senior graphics editor Jen Christiansen. As the authors write, "the scope of the problem is both intimidating and exhilarating."
A long-awaited class of pain relievers could become available soon. One in five adults in the U.S. suffers from chronic pain, and many more people endure temporary, acute pain. Over-the-counter medications can't provide enough relief, and opioids have dangerous side effects. The new drugs, one of which has made it through several stages of clinical trials, block sodium channels in nerves, dampening pain signals before they reach the brain. Health writer Marla Broadfoot discusses this approach and what it could mean for people in pain.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Today new pain medications and other drugs are tested in animals before they go to human trials. But laboratory models that are more efficient and accurate are being designed to replace at least some rats, monkeys, rabbits, and other guinea pigs. As author Rachel Nuwer explains, organ-chip technology mimics human cells and tissues; organoids made from a patient's stem cells can show signs of their pathology in a dish; and engineered organs can make it easier for scientists to study rare diseases.
Last year was the hottest year on record, according to the National Oceanic and Atmospheric Administration's 175-year climate history. The average temperature for 2023 was 0.15 degree Celsius hotter than the second-hottest year, 2016, and that margin is itself a record. We have to do something; we have to do a lot of things. Direct air capture would suck carbon dioxide out of the atmosphere, and it's getting plenty of private and public investment. Journalist Alec Luhn shows how it works, how it could scale up, why it seems promising, and why we should be wary of some of the claims that it will fix climate change.
Einstein's general theory of relativity explains almost everything there is to know about gravity. But it doesn't explain the quantum nature of spacetime, and physicists have been trying for decades to understand quantum gravity. Now a proposed series of lab experiments could finally point us in the right direction, as philosopher Nick Huggett and physicist Carlo Rovelli spell out, with illuminating graphics, again from our very own great Jen Christiansen.

Laura Helmuth is editor in chief of Scientific American. She previously worked as an editor for the Washington Post, National Geographic, Slate, Smithsonian and Science. She is a former president of the National Association of Science Writers. She is currently a member of the National Academies of Sciences, Engineering, and Medicine's standing committee on advancing science communication and an advisory board member for SciLine, Spectrum, and 500 Women Scientists. She has a Ph.D. in cognitive neuroscience from the University of California, Berkeley. She recently won a Friend of Darwin Award from the National Center for Science Education.
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Contributors to Scientific American's September 2024 Issue

Writers, artists, photographers and researchers share the stories behind the stories

By Allison Parshall
[image: Image of Beth Zaiken in front of a pre-historic landscape] Tim Quady/Blue Rhino Studio


Beth Zaiken
What Was It Like to Be a Dinosaur?
Since childhood, Beth Zaiken (above) has been enamored by old-school natural history museum exhibits--the ones that use visual tricks to make sculptures and murals behind a glass panel feel like expansive, immersive worlds. "It's a totally magical illusion," she says. "It's like the painting coming alive." Today Zaiken designs similar murals for museum exhibits, often featuring dinosaurs, mammoths, or other prehistoric fauna. For this month's cover story, written by evolutionary biologist Amy M. Balanoff and paleontologist Daniel T. Ksepka on what it was like being a dinosaur, she brought the world of a T. rex and a Triceratops to life.
Zaiken enjoys the challenge of illustrating bygone eras: you have to "imagine Earth in different time periods and transport yourself there." She lives in Minnesota on a back channel of the Mississippi River and describes herself as a "totally aquatic creature"--one who loves fishing, canoeing and kayaking. The river is home to an abundance of catfish, and she also keeps these native freshwater fish as pets in her 125-gallon aquarium. And she has four dogs and two snakes. "If you give me half a chance, I will fall in love with anything that moves," Zaiken says.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Alec Luhn
Out of Thin Air
For nearly a decade Alec Luhn lived and worked in Russia as a news correspondent. He traveled all over the country, reporting on everything from politics to sports to science. One of his first climate stories was on how thawing permafrost is destroying Arctic cities. Later, he wrote about a town taken over by polar bears and about reindeer herders displaced by the oil industry. His time in Russia made it clear to him that climate change was "the big story of our era," says Luhn, who is now a freelance climate journalist based in England.
For his feature story in this issue, Luhn traveled to California, Texas and Louisiana to visit the sites of current and future direct-air-capture (DAC) plants. This technology promises to suck carbon dioxide from the air, leaving it ready to be sequestered in the ground, but it is costly. Its use is also loaded with important ethical questions, which makes the tech "extremely contentious," Luhn says. "Is DAC going to save the world by helping us compensate for those last few billion tons of CO2, or is it just going to perpetuate the fossil-fuel industry that we're all so heavily reliant on today?"
Veronica Falconieri Hays
A New Type of Pain Pill
As a medical illustrator, Veronica Falconieri Hays specializes in both the very complicated and the very small. "Molecular biology is my jam," she says. Ever since studying biology in college, she has loved to peer through powerful microscopes at the molecules and structures that underpin life. "It's easy to get lost in" these complex worlds, she says. "You just kind of want to keep looking."
For every project, Hays learns about a new area of science and tries to wrangle that information into a visual representation that will "bring [you] along to learn what I just learned." In this month's feature on new pain medications, written by science journalist Marla Broadfoot, Hays illustrated how ion channels allow nerves to fire--and how sodium channel blockers can target them to stop pain at its source.
When Hays worked for the National Cancer Institute in a cell biology lab from 2014 to 2018, scientists were still trying to understand the structure of these ion channels. So she was particularly interested to learn how new drugs are able to target them. "I'm really, really hopeful that these [new medications] are going to help a lot of people who deal with pain in their everyday life," Hays says.
Lydia Denworth
Improving with Age
In high school and college, Lydia Denworth was more of a history and English person--"I took the minimum amount of science classes possible," she says. Yet in her career as a journalist, she often found herself covering health-related topics. Her first book, published in 2009, followed the scientists who uncovered the toxic effects of lead. "I was really proud of it," she says. From there Denworth began to delve more into science reporting, often with a focus on neuroscience. "Science felt important. It felt like stories worth telling." As it turned out, her lack of prior knowledge was an asset that allowed her to ask better questions and explore better explanations.
Now a contributing editor at Scientific American, Denworth splits her time between Brooklyn and her family's farm in central New York State. In her Science of Health column, she writes about new or interesting science that answers questions readers may have about their own health. In this issue, she dispels the pervasive myth that aging always comes with cognitive decline. "There's just this real cultural stereotype that everybody declines cognitively as they age," Denworth says. But in reality, "if you have a healthy brain, many people don't decline almost at all."

Allison Parshall is an associate news editor at Scientific American who often covers biology, health, technology and physics. She edits the magazine's Contributors column and has previously edited the Advances section. As a multimedia journalist, Parshall contributes to Scientific American's podcast Science Quickly. Her work includes a three-part miniseries on music-making artificial intelligence. Her work has also appeared in Quanta Magazine and Inverse. Parshall graduated from New York University's Arthur L. Carter Journalism Institute with a master's degree in science, health and environmental reporting. She has a bachelor's degree in psychology from Georgetown University. Follow Parshall on X (formerly Twitter) @parshallison
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Readers Respond to the April 2024 Issue

Letters to the editors for the April 2024 issue of Scientific American

By Aaron Shattuck
[image: ] Scientific American, April 2024


CONSCIOUS FEELINGS
In "A Truly Intelligent Machine," George Musser outlines future possibilities for the use of artificial intelligence in several fields of study and wrestles with the concept of consciousness.
The primary means of learning in the brains of complex organisms include the experience of pain or pleasure in response to a stimulus. It is this means of learning that AI lacks. If I kick a machine with AI, it will not kick me back unless it is programmed and constructed to do so. (I hope such a machine is never thus programmed.) Even if it could be programmed to fight back, it would never encompass the mass of emotions that millions of years of evolution have shaped in response to situations and conditions that can often change. Our slow synaptic connections cannot compete in speed with computers, but neither can computers be programmed, as yet, with the emotions by which we most often learn about the world.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Because artificial intelligence lacks emotional responses, it cannot be presumed to have consciousness. Absent an emotional component, the goal of creating truly intelligent and self-aware machines is quite a distance away, and I believe that distance may be infinite.
BARRY MALETZKY PORTLAND, ORE. 
"Absent an emotional component, the goal of creating truly intelligent and self-aware machines is quite a distance away." 
--Barry Maletzky Portland, Ore. 

IN-PERSON INNOVATION
In "Facing Facts" [Advances], Simon Makin reports on social scientist Lingfei Wu's research about how scientists innovate more when they work together in person.
I read the article with interest. In the business world, this effect has been known for a long time. In my experience, teams of any kind working together in person, from sales to basic research, all benefit from collaboration, collegiality and cross-pollination. It is good to have a scientific affirmation of this practice.
JOHN M. BLOCHER SUGAR LAND, TEX.
DEGREES OF SEPARATION
"A Nomadic Math Eccentric," by Jack Murtagh [Math], mentioned the "Erdos number," a measure of "authorship distance" from mathematician Paul Erdos. That reminded me of something similar that I heard about in chess circles in the 1970s and 1980s: the Fischer number, named after the late mercurial chess genius Bobby Fischer. A Fischer number of one meant that you had played against him. My Fischer number was two.
PETER SMITH WATTON AT STONE, ENGLAND
EDITOR'S NOTE: In his 2011 book The Joys of Chess, mathematician Christian Hesse proposed a Fischer number based on wins: anyone who defeated Fischer in a game of chess would have a Fischer number of one, anyone who beat someone in that category would have a number of two, and so on. 
EXOPLANET TRAVEL RESTRICTIONS
In "Observations from a Government UFO Hunter" [Forum], Sean M. Kirkpatrick describes the frustration of trying to convince uninformed believers in alien visitors that there is no evidence they exist. Another way to look at this question is: How would they get here?
Of the more than 5,000 exoplanets so far discovered, none has been found to be conducive to the development of intelligent life. So planets with such life are certainly not nearby.
Interstellar travel is impossible for humans because of the speed limit dictated by Einstein's special theory of relativity, the distances involved and the bounds of life expectancy. Such restrictions would apply to aliens on exoplanets. There is no way for them to get here.
TERRENCE DUNN VANCOUVER, WASH.
Anti-LGBTQ Bullying
I was glad that you published "Families under Attack," by Marla Broadfoot. I am transgender and have been the target of bullying many times. There has been a backlash against the LGBTQ movement since Donald Trump was president. I would like to see a follow-up article about why people bully those who are different and what can be done about it.
STELLA ARNOLD VIA E-MAIL
SAFE NOISE LEVEL?
"A Healthy Dose of Quiet," by Joanne Silberner [May], notes the idea that we are prehistorically predisposed to associate noise with danger. It occurs to me that there are noises, such as the chirping of crickets and croaking of frogs, that many people find appealing, soothing or comforting. Admittedly, the noise level generated by these creatures is generally low. And these animals are sensitive to disturbances from approaching creatures: frogs and crickets typically clam up when they detect a potential threat. I speculate that we may find these noises comforting because they indicate that there is no threat in the area.
KARL STEINKE VIA E-MAIL
HACKING HUMANS
"Quantum-Proof Secrets," by Kelsey Houston-Edwards [February], describes how researchers are racing to prepare for a time when a quantum computer will be able to break an essential form of cryptography. It is helpful to think like a criminal when considering future data-security risks.
Social engineering exploits account for most attempted break-ins today. Attacking encryption systems is much more difficult for criminals. Cleverly tricking a credulous employee (or a future artificial-intelligence agent), the same old "con job" used for centuries, will remain the preferred way to commit cybercrimes regardless of future encryption efficacy.
TOBY JESSUP SEATTLE
RODENT HEROICS
"Mine Spotting," by Lori Youmshajekian [Advances, December 2023], noted that trained dogs are sometimes used for finding and clearing mines. African giant pouched rats have been successful in clearing mines in Cambodia and certainly warranted mention as well.
ELIZABETH COLEMAN VIA E-MAIL 
SECURITY DOG
"AI Chatbots Could Weaken National Security," by Remaya M. Campbell [Forum, December 2023], discusses how companion apps pose a risk for users with access to sensitive information.
As a man in his 70s living alone, I never considered a chatbot companion. After reading Campbell's article, I think I'll get a dog. Dogs are loyal and would never reveal a confidence, no matter how many treats they were offered.
MICHAEL SCHEINBERG AUSTIN, TEX.
ERRATA
In "How Many Routes?" by Heinrich Hemme [Advances, July/August], the puzzle incorrectly included connections between C and I and between I and M. The error did not impact the solution. The corrected illustration can be seen at www.scientificamerican.com/article/help-a-traveling-salesman-find-every-route-in-this-math-puzzle
"Magnetism vs. Gravity," by Riis Williams [Advances, July/August], should have described interstellar dust across 500 light-years of the galaxy's center, not dust 500 light-years from Earth.

Aaron Shattuck is a senior copy editor at Scientific American.




This article was downloaded by calibre from https://www.scientificamerican.com/article/readers-respond-to-the-april-2024-issue



	Previous
	Articles
	Sections
	Next





    
      
        
          	
            Culture
          
          	
            Sections
          
          	
            Astronomy
          
        

      

      Politics

      
        Voting Is Just the Beginning
        Your vote matters. But so does your involvement in civic actions

      

      
        
          	
            Culture
          
          	
            Sections
          
          	
            Astronomy
          
        

      

    

  
	
	Articles
	Sections
	Next



Voting Is Just the Beginning

Your vote matters. But so does your involvement in civic actions

By The Editors
[image: A voter prepares to leave a voting booth with American flag curtains] Erin Clark/The Boston Globe via Getty Images


Voting in local elections is critical for ensuring the best possible representation in the laws and actions that affect your daily life. But once your ballot is cast, getting involved in a local project allows you to flex your strengths for the betterment of society. Using your voice at public hearings or organizing neighbors can be invigorating and informative, and the actions you take on behalf of your town or city can deeply tie you to your community in a way that few other actions can.
Take environmental issues, for instance. Recent U.S. Supreme Court rulings have weakened the Environmental Protection Agency's ability to fight pollution and to use the best available science in enacting regulations. The situation makes it seem like efforts to fight climate change are hopeless. Even the most stubborn optimists--people who fight against apathy and encourage others to do the same--would be forgiven for wanting to tune out.
But depending on where you live, opportunities for involvement might be vast. Many cities already have made commitments to reduce greenhouse gases, but smaller, rural municipalities may not. One place to begin, if your town doesn't have a plan, is with the Global Covenant of Mayors for Climate and Energy, which provides municipalities of any size with tools and guidance to help limit climate change.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

If your town already has a climate committee dedicated to setting goals and systems for tracking progress, reach out to see how you can help. There may be a local advocacy group you can join or, if time is an issue, support. If nothing like that exists, attend a town board meeting and ask your elected officials about their plans for developing resilience and adaptation strategies. Check for grants at the county, state and even federal level that can be applied to a local project. Town officials aren't necessarily stonewalling progress--they might be genuinely overwhelmed or unfamiliar with possible resources, and you can help bridge that gap. This work will give you clarity into the specific challenges of your community, which is often how people end up running for a board seat themselves.
Local environmental projects rooted in science will be trickier to find in areas where the phrase "climate change" is synonymous with "liberal agenda." You may even be in a place, such as Florida, where the state government is openly adverse to climate mitigation. But these obstacles give you a chance to get creative. If you live in a hilly area that has experienced repeated economic losses from river flooding, for example, speak out about how trees and shrubs are excellent forms of erosion control and should be protected as critical infrastructure. Look at meeting agendas to see what development projects are being proposed--and then organize your neighbors to fight extractive ones that will harm the environment while leaving your community more vulnerable.
Use the weight of your professional background to be powerfully persuasive: Civil engineers can poke holes in developers' plans, landscape architects can encourage native planting, wildlife biologists can explain why a certain habitat that might look unimportant plays a critical role for an endangered species, and attorneys can point out the disingenuous use of environmental laws that block climate-friendly policies such as congestion pricing and high-density housing. Medical professionals can speak to the harmful effects of pollution and excessive heat on health, and people who work in communications can write press releases and keep their communities informed on social media.
You're not limited to environmental issues. When you attend local meetings, you'll often hear about expiring funds that need to be used. Suggest that money earmarked for public health initiatives, for instance, be used to improve access to reproductive health care. If you've noticed that an important curriculum seems to be missing from your child's education, bring questions about it to a school board meeting.
As you get more involved in a local project--and, by extension, local politics--you will occasionally be baffled by feats of incompetence. You will feel exasperated by leaders who cling to a status quo that isn't working. You will encounter elected officials who routinely say "that's not my problem" instead of "let me look into that." You will wonder how important conflicts of interest--such as real estate agents being allowed to sit on planning boards--get overlooked.
But you will also encounter the unsung heroes of democratic society. The hydrologist at the state environmental conservation agency who patiently explains how pollution standards are enforced. The county attorney who tells you how to phrase a question on a Freedom of Information Law form so that it triggers the response you're looking for. These people will help you focus your efforts and invigorate your sense of agency for making change. They will also deepen your appreciation for public servants and the continuity of institutional knowledge.
The best part, though, might be experiencing a softening of the so-called partisan divide, the "us versus them" mentality that has severely alienated people from one another. Issues that seem deeply red or deeply blue at the national level aren't always so clear-cut at the local level. Solar farms, for instance, have been hugely successful in red areas and blocked in blue ones. Your neighbor who thinks federal agencies should stay out of his business might feel strongly about protecting a local trout stream--and will make an enthusiastic ally. Working together based on your shared values isn't just strategic; it's a balm for these divisive times.
In the end, what happens in federal politics does trickle down. There is much that our current judiciary throws back to state and local governments to decide. So this is your chance. Vote in November, all the way down your ballot. Then get out there and hold those down-ballot officials accountable--for what they do, whom they appoint, and how they improve your community and your future.
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Has the Last Great Space Observatory Already Launched?

Astronomy's future may be slipping away--one climate disaster at a time

By Seven Rasmussen
[image: Illustration of Earth on fire with a telescope pointing up at a flaming comet] Thomas Fuchs


"You're evacuating, right?" I tapped out on my phone in September 2022.
Hurricane Ian was bearing down on Fort Myers, Fla. My father, a Florida native and seasoned shelter-in-place hurricane survivor, texted me his grab-and-go list as he fled his home there: important paperwork, the dog, two outfits. "I'm not taking any chances with this one," he said.
Days later--when the debris was finally cleared from the roads--we learned just how devastating this one had been. The roof of his concrete riverside bungalow was still there. Two walls held it up. Everything inside the house was gone, and every house on the block had been swept through.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

I was six months into my second astronomy postdoc then--the culmination of more than a decade of work. I had overcome the odds, summited the mountain of academia to gain a place at the forefront of exoplanet science. We had celebrated my success on my last trip to my father's house, as the golden trail of a Cape Canaveral rocket ripped a seam through the darkening skies. But even then, I had begun to wonder if my place among the stars meant that I was too far from Earth.
When I think of climate change, I see the shoebox full of things my dad found on the lawn--a waterlogged photograph of me at 11, a $2 bill in a Ziploc bag.

Those of us born after 1977 have never seen a cooler-than-average year. Since then, the frequency of major hurricanes has doubled, and the incidence of wildfires in northern and central California has quintupled. My generation--those who grew up with the now silenced clamor of insects and memories of snow days that don't seem to come around as often anymore--is neither the first nor the last to sound the alarm on our rapidly changing planet. The sirens have been wailing for decades.
You might think as a scientist I'd be especially attuned to the facts and figures and the dire future they portend. But after a while the sirens fade into the background, and the numbers start to run together. When I think of climate change, I do not think about the data. I think about the shoebox full of things my dad found on the lawn--two tuba mouthpieces, a waterlogged photograph of me at 11, a $2 bill in a Ziploc bag. I think about the big coat I bought when I moved to Indiana for graduate school that I never wore after my first year because every winter was warmer than the last. I think about the portable air-conditioning unit I had to buy when I moved to Tacoma, Wash., a city that wasn't built to endure sweltering summers.
Most of all, I think about those to come after me. Before Hurricane Ian, I had never questioned whether I was doing good in the world. Of course, I was contributing as an astronomer--it felt noble, studying what we can never touch or use, science simply for the sake of curiosity. But afterward, I had to ask myself whether it was enough. I could no longer shake the feeling that I was so occupied by other planets that I couldn't see the problems on mine.
[image:  Wide angle photograph of the NASA Vehicle Assembly Building in Cape Canaveral, Florida with a thunderstorm looming overhead]Ominous storm clouds loom over NASA's Vehicle Assembly Building in Cape Canaveral, Fla. In coming decades, climate change will likely make such sights much more common.
Tom Pennington/Getty Images


As astronomers quietly ask themselves about the value of our federally funded science in a disastrously warming world, we must face the reality that the nation's highest halls of power will echo with those questions as well. Just this year Beltway policymakers sought cuts to both the Chandra X-ray Observatory and the Hubble Space Telescope, ones so severe that they would all but shutter the former. Such cuts are a product, in part, of growing pressures already constraining the budgets of NASA, the National Science Foundation, and other major public sources of funding for space science.
We must, then, consider the fate of our multibillion-dollar journeys into the solar system in a world increasingly subject to multibillion-dollar disasters. Although the projected spending peak has already passed for NASA's latest orbital eye to the sky-- the Nancy Grace Roman Space Telescope, which is set to launch in 2027--the space agency has even grander plans on the horizon. They include the Artemis Program, which costs more than $7 billion annually, as well as an effort to retrieve rock samples from Mars that is currently undergoing a "back to the drawing board" replan after being deemed too expensive. But the project many astronomers are most excited about is NASA's next great space telescope, the Habitable Worlds Observatory (HWO), slated to launch in the early 2040s after a multidecadal development at a projected cost of some $11 billion.
Here's the problem: by the 2040s the world as we know it now will no longer exist. And with those multibillion-dollar crises on the rise--being just one category from climate change's myriad possibilities for fiscal ruin--funding for fixes must come from somewhere. In the 1980s natural disasters that cost more than $1 billion (inflation-adjusted) occurred at an average rate of 3.1 per year, with 297 annual deaths, compared with 17.8 events per year in 2017-2021, with 911 annual deaths.
Might Roman be NASA's final foray into ambitious orbital observatories? Will HWO make it, unscathed, to its notional launchpad later this century? The cost for each of the space missions so many of us love is comparable to that of a single climate disaster, a single recovery from an event that now can occur more than 20 times a year. As such calamities become commonplace, space science might begin to look like a luxury we can no longer afford.
Staving off climate change's worst effects falls most immediately on the national governments and multinational corporations--fossil-fuel companies chief among them--that collectively brought us to this impasse. But after decades of "top-down" failures, we must take matters into our own hands--to push our warming world and ourselves onto a better trajectory from the "bottom up."
Today, for better or worse, my father's house has been rebuilt just as it was, 20 feet from the water, awaiting the next "once in a century" storm. But I have uprooted myself. I left my second postdoc--gave away my textbooks, parceled out my in-progress research, closed out my tab-clogged web browser for the last time--and traded it all in for an adjunct professorship. Now I spend my days teaching whoever walks into my classroom about not just the stars above but how they are connected to the Earth below.
Astronomy is a joy--a miraculous expression of a universe seeking to know itself. I want to see new astronauts on the moon. I want to learn whether Mars once had life. I want to know whether we're not alone in the galaxy. All this--and much more--is possible, but the prospects diminish as our global ecosystem degrades. For every step we take to defend that joy, we must take another to defend our climate. Each of us should pause to think about what that looks like for ourselves and our communities. But not for too long--we can leave a better future for those to come only by acting now.
This is an opinion and analysis article, and the views expressed by the author or authors are not necessarily those of Scientific American.

Seven Rasmussen is a professor at Tacoma Community College, where she teaches physics, astronomy and astrobiology. She is author of the forthcoming book Life in Seven Numbers: A Journey into Astrobiology and the Drake Equation (Princeton University Press, 2025).
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Many Older People Maintain and Even Gain Cognitive Skills

Contrary to stereotypes of the doddering elderly, research shows that half of people older than age 70 stay mentally sharp

By Lydia Denworth
[image: Illustration of an elderly man pointing up, surrounded by multiple thoughts or ideas] Jay Bendt


As I watched my parents' generation reach their 80s, I was struck by the dramatic differences among them. A handful suffered from dementia, but many others remained cognitively sharp--even if their knees and hips didn't quite keep up with the speed of their thoughts.
That observation runs counter to prejudices about aging, which were highlighted early in the 2024 presidential race between elderly candidates, but these biases permeate society in general. "The belief about old people is that they're all kind of the same, they're doddering, and that aging is this steady downward slope," says psychologist Laura Carstensen, founding director of the Stanford Center on Longevity. That view, she says, is a great misunderstanding.
Instead research highlights the very differences I noticed. In our 40s, most people are cognitively similar. Divergences in cognition appear around age 60. By 80 "it's quite dramatically splayed out," says physician John Rowe, a professor of health policy and aging at Columbia University's Mailman School of Public Health. Yes, there will be a group diminished by dementia and cognitive decline, but in general the 80-somethings "include the wisest people on the planet," Carstensen says.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Focusing on only those with poor brain health misses more than half the population. Rowe led research showing that in the six years after turning 75, about half of people showed little to no change in their physical, biological, hormonal and cognitive functioning, whereas the other half changed quite a lot. A longer-term study followed more than 2,000 individuals with an average age of 77 for up to 16 years. It showed that the three quarters who did not develop dementia showed little to no cognitive decline.
Some of this is related to genetics. Studies of successful aging have shown that genes account for 30 to 50 percent of physical and cognitive changes. But factors like a healthy way of life and good self-esteem are also consequential. So to an extent, Rowe says, "this is really good news because it means that you are, in fact, in control of your old age."
Research has also busted the myth that there is no upside to aging past 70 or so. "We have found very clearly that there are things that improve with age," Rowe says. The ability to resolve conflicts strengthens, for instance. Aging is also associated with more positive overall emotional well-being, which means older adults are more emotionally stable than younger adults, as well as better at regulating desires.
The normal aging process does bring changes to the brain, says Denise Park, a neuroscientist at the University of Texas at Dallas. There is some shrinkage in the frontal lobes and some damage to neurons and their connections. Cognitive processing slows down. Yet that slowdown is usually on the order of milliseconds and doesn't always make a meaningful difference in daily life. And to compensate, older people activate more of the brain for tasks such as reading. "Older adults will often forge additional pathways" for particular activities, Park says. "Those pathways may not be as efficient as the pathways that younger adults use, but they nonetheless work."
The cliche that age brings wisdom is also backed up by science. "Where older adults really shine is in their knowledge," Park says. If you think of the brain as a computer, "there's a lot more on the hard disk," she says. Older adults can draw on their experience and often have much better solutions to problems than younger adults. "Frequently that can give them an edge that is unexpected," Park says.
That edge shows up in decision-making and conflict resolution. One study asked several hundred people to read stories about personal and group conflicts. The study, published in 2010 in the Proceedings of the National Academy of Sciences USA, found that participants older than 60 were more likely to emphasize multiple perspectives, to compromise, and to recognize the limits of one's own knowledge. Carstensen's observations reinforce these conclusions. "The decisions that people make as they get older tend to be ones that take into consideration multiple factors and multiple stakeholders," she says. Older adults are less likely than younger people to see the world in stark black-and-white terms. Carstensen says that when responses in such studies are rated by observers who don't know how old participants are, the older people's answers are seen as wiser.
Such wisdom may be the result of a gradual shift in perspective, Carstensen says. As we age and become more aware that time is short, we focus more on the positive. A meta-analysis combining data on more than 7,000 older adults found they were significantly more likely than younger adults to lean toward the positive versus the negative when processing information.
The COVID pandemic has showcased this contrast. In a 2020 survey of nearly 1,000 adults, Carstensen and her colleagues found that the older adults were better able to cope with the stresses of the pandemic, despite being one of the groups at highest risk of health complications and death.
The fact is that different parts of the body can age at different rates in the same person. Someone who stumbles on stairs may do so because of creaky knees, not cognitive decline. If someone has a healthy brain, age alone might be considered a definite asset. "If you were to take the kinds of decisions presidents make and compare them to the kinds of skills older people have versus younger people, I put my money on older people," Carstensen says.
This is an opinion and analysis article, and the views expressed by the author or authors are not necessarily those of Scientific American.

Lydia Denworth is an award-winning science journalist and contributing editor for Scientific American. She is author of Friendship (W. W. Norton, 2020).
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No Spoilers, Please! Why Curiosity Makes Us Patient

Curiosity makes people hungry for knowledge--but not necessarily in a hurry

By Abby Hsiung, Jia-Hou Poh, Scott Huettel & Alison Adcock
[image: Illustration of a woman in a white lab coat with walking sticks, walking to an elevator within a forest] Justin van Gend


Ask any birder, and they'll tell you about the thrill of identifying a new species. Recently a tapping sound outside a window alerted one of us (Hsiung) to the presence of a striking, unfamiliar woodpecker in a nearby tree. Woodpeckers are fairly common in Hsiung's neighborhood in the southeastern U.S., but this one looked different. Its head was plumed with large red feathers, and it was huge--the size of a crow. Curious, she whipped out a phone app and soon became acquainted with the Pileated Woodpecker.
Scientists have often seen curiosity as motivation to discover new information and to initiate and facilitate learning. That framing suggests that curiosity is all about acting now--that it drives us to find answers as soon as possible. In previous research, when people were able to choose whether to receive their highly anticipated answer to a question now or later, they generally opted for the fastest path to resolution.
This impatience for answers aligns with what psychologists think is a main function of curiosity: to reduce uncertainty. The state of not knowing or of recognizing a gap in your knowledge can be discomfiting, like an itch that needs to be scratched. This feeling of uncertainty then motivates a search for information that, when obtained, is met with relief and satisfaction.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

But this picture of curiosity is incomplete. Consider how people watch a murder-mystery movie. As the tension builds, viewers want to know the identity and the motive of the murderer--but unlike the desire to identify a strange new bird, most don't feel the urge to reach for a phone and resolve that curiosity. Instead people savor the twists and turns of the plot as they gather more information. The desire to avoid premature resolution is so common that viewers explicitly label details in online conversations with "spoiler alerts" to help one another preserve uncertainty.

In a study published in the Proceedings of the National Academy of Sciences USA, we explored whether there are multiple flavors of curiosity. We found that although piquing interest can indeed drive an urgent desire for answers, it can also elicit more patience, setting people up for those moments of discovery.
We asked more than 2,000 people aged 19 to 76 years to watch a series of short videos that we created for an online experiment. Each video started with a blank screen. A line would then appear and squiggle around, gradually taking a shape. Imagine, for example, an animated line that begins to wiggle upward and downward, tracing a series of triangles reminiscent of a crown or mountain range. The line then extends, forming an oval around the triangles, resembling an Easter egg. Then, just as you start to feel certain you know what the finished drawing will be, long, pointy spikes are sketched at the top, revealing the true subject: a pineapple.
As curiosity evolves over different lines of questioning, the emotional tone may shift from playful happiness to urgent discomfort.

While our study participants watched each video, we asked them to report how curious they were about what the drawing would become and to guess what the drawing was going to turn into. They also told us, on a scale of 1 to 100 from least to most, how confident they felt about their prediction and how much joy or frustration they felt. Those replies let us gauge how curiosity changed as people saw more of a video. We also gave them the choice to either keep watching the drawing slowly unfold or jump to the end of the video, revealing the entire picture immediately.
Interestingly, when participants were more curious about what the drawing would become, they were more likely to continue watching rather than skipping ahead to the answer. In other words, greater inquisitiveness motivated people to slow down, be patient and invest in experiencing the winding path to resolution. Although past work has shown that more intense curiosity increases people's motivation to get information, our study found that it also contributes to greater avoidance of "early" answers.
Why do our findings differ from those of other studies? One important factor is what happens while people wait for more details. Watching events unfold over time, as in our animations, may be less uncomfortable than simply wanting a missing answer--imagine if Hsiung had just stared at the woodpecker while gaining no new information about it. Further, curiosity may feel different when people assume that answers are on the way. When opportunities to seek information abound, curiosity may favor its patient accumulation. But when it seems like waiting will yield limited information, people might prefer immediate resolution.
Our experiment also revealed that curiosity was highest at two key points: first, when uncertainty was the greatest, and second, when people were very close to identifying the drawings. To us, this signaled that curiosity seemed to evolve along with the question a person was asking, such as with a shift from an exploratory musing ("What could this drawing be?") to a more focused query ("Is this going to be an Easter egg?").
The desire for information also seemed to feel different across the journey to resolution. When uncertainty was greatest, curiosity was experienced with joy. But during the second peak, as people got closer to the big reveal, curiosity coincided with frustration, perhaps like the sensation when a word is right on the tip of your tongue. As curiosity evolves over different lines of questioning, the emotional tone may shift from playful happiness to urgent discomfort.
So as people watched the video, curiosity would grow, change in emotional timbre and then decline with resolution. Yet regardless of how curiosity changed, we found that greater curiosity encouraged engagement in the process and led to a greater desire to let a video play out rather than skipping to the answer.
Our work underlines the complexity of curiosity, opening new avenues for research to explore its varieties. Thinking about curiosity as going beyond the need for quick answers also highlights the power of what happens when we engage with uncertainty: having to ponder and anticipate answers can improve learning and memory, and curiosity can facilitate brain states that help us encode new information. Learning new things can be tough, but harnessing curiosity can help us savor the process of learning and delight in overcoming challenges as much as we like working out a whodunit--all in due time.
Are you a scientist who specializes in neuroscience, cognitive science or psychology? And have you read a recent peer-reviewed paper that you would like to write about for Mind Matters? Please send suggestions to Scientific American's Mind Matters editor Daisy Yuhas at dyuhas@sciam.com. 
This is an opinion and analysis article, and the views expressed by the author or authors are not necessarily those of Scientific American.

Abby Hsiung studied information seeking at Duke University. She is now a researcher at Meta.

Jia-Hou Poh is a postdoctoral researcher at Duke University. He studies the cognitive and neural mechanisms supporting learning and memory.

Scott Huettel is a professor of psychology and neuroscience at Duke University. He focuses on the behavioral and brain mechanisms of cognition and decision-making.

Alison Adcock is director of the Center for Cognitive Neuroscience and an associate professor of psychiatry and behavioral sciences at Duke University. She researches neural mechanisms of motivation and memory.
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Science Improves When People Realize They Were Wrong

Science means being able to change your mind in light of new evidence

By Naomi Oreskes
[image: Illustration of multiple researchers in a lab smacking the palm of their hand on their heads] Scott Brundage


Many traits that are expected of scientists--dispassion, detachment, prodigious attention to detail, putting caveats on everything, and always burying the lede--are less helpful in day-to-day life. The contrast between scientific and everyday conversation, for example, is one reason that so much scientific communication fails to hit the mark with broader audiences. (One observer put it bluntly: "Scientific writing is all too often ... bad writing.") One aspect of science, however, is a good model for our behavior, especially in times like these, when so many people seem to be sure that they are right and their opponents are wrong. It is the ability to say, "Wait--hold on. I might have been wrong."
Not all scientists live up to this ideal, of course. But history offers admirable examples of scientists admitting they were wrong and changing their views in the face of new evidence and arguments. My favorite comes from the history of plate tectonics.
In the early 20th century German geophysicist and meteorologist Alfred Wegener proposed the theory of continental drift, suggesting that continents were not fixed on Earth's surface but had migrated widely during the planet's history. Wegener was not a crank: he was a prominent scientist who had made important contributions to meteorology and polar research. The idea that the now separate continents had once been somehow connected was supported by extensive evidence from stratigraphy and paleontology--evidence that had already inspired other theories of continental mobility. His proposal did not get ignored: it was discussed throughout Europe, North America, South Africa and Australia in the 1920s and early 1930s. But a majority of scientists rejected it, particularly in the U.S., where geologists objected to the form of the theory and geophysicists clung to a model of Earth that seemed to be incompatible with moving continents.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

In the late 1950s and 1960s the debate was reopened as new evidence flooded in, especially from the ocean floor. By the mid-1960s some leading scientists--including Patrick M. S. Blackett of Imperial College London, Harry Hammond Hess of Princeton University, John Tuzo Wilson of the University of Toronto and Edward Bullard of the University of Cambridge--endorsed the idea of continental motions. Between 1967 and 1968 this revival began to coalesce as the theory of plate tectonics.
Not, however, at what was then known as the Lamont Geological Laboratory, part of Columbia University. Under the direction of geophysicist Maurice Ewing, Lamont was one of the world's most respected centers of marine geophysical research in the 1950s and 1960s. With financial and logistical support from the U.S. Navy, Lamont researchers amassed prodigious amounts of data on the heat flow, seismicity, bathymetry and structure of the seafloor. But Lamont under Ewing was a bastion of resistance to the new theory.
It's not clear why Ewing so strongly opposed continental drift. It may be that having trained in electrical engineering, physics and math, he never really warmed to geological questions. The evidence suggests that Ewing never engaged with Wegener's work. In a grant proposal written in 1947, Ewing even confused "Wegener" with "Wagner," referring to the "Wagner hypothesis of continental drift."
And Ewing was not alone at Lamont in his ignorance of debates in geology. One scientist recalled that in 1965 he personally "was only vaguely aware of the hypothesis" [of continental drift] and that colleagues at Lamont who were familiar with it were mostly "skeptical and dismissive." Ewing was also known to be autocratic; one oceanographer called him the "oceanographic equivalent of General Patton." It wasn't an environment that encouraged dissent.
One scientist who did change his mind was Xavier Le Pichon. In the spring of 1966 Le Pichon had just defended his Ph.D. thesis, which denied the possibility of regional crustal mobility. After seeing some key data at Lamont--data that had been presented at a meeting of the American Geophysical Union just that week--he went home and asked his wife to pour him a drink, saying, "The conclusions of my thesis are wrong."
Le Pichon had used heat-flow data to "prove" that Hess's hypothesis of seafloor spreading--the idea that basaltic magma welled up from the mantle at the mid-oceanic ridges, creating pressure that split the ocean floor and drove the two halves apart--was incorrect. Now new geomagnetic data convinced him that the hypothesis was correct and that something was wrong with either the heat-flow data or his interpretation of them.
Le Pichon has described this event as "extremely painful," explaining in an essay that "during a period of 24 hours, I had the impression that my whole world was crumbling. I tried desperately to reject this new evidence." But then he did what all good scientists should do: he set aside his bruised ego (presumably after polishing off that drink) and got back to work. Within two years he had co-authored several key papers that helped to establish plate tectonics. By 1982 he was one of the world's most cited scientists--one of only two geophysicists to earn that distinction.
In the years that followed, Lamont scientists made many crucial contributions to plate tectonics, and Le Pichon became one of the leading earth scientists of his generation, garnering numerous awards, distinctions and medals, including (ironically) the Maurice Ewing Medal from the American Geophysical Union. In science, as in life, it pays to be able to admit when you are wrong and change your mind.
This is an opinion and analysis article, and the views expressed by the author or authors are not necessarily those of Scientific American.

Naomi Oreskes is a professor of the history of science at Harvard University. She is author of Why Trust Science? (Princeton University Press, 2019) and co-author of The Big Myth (Bloomsbury, 2023).
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Surprising Supernova Scars Cover the Earth

A supernova showering Earth with radioactive debris is a surprisingly common cosmic occurrence

By Phil Plait
[image: An expanding cloud of debris from a supernova]A vast, expanding cloud of debris from a supernova, as seen in x-ray and optical light by the Chandra X-ray Observatory and the Hubble Space Telescope, respectively.
 X-ray: NASA/CXC/GSFC/B. J. Williams et al.; Optical: NASA/ESA/STScI


A supernova would have to be fairly close to Earth to pose any real threat to our planet. For astronomers, though, "close" means something different than it does for other people. In this case, a supernova within about 160 light-years, or 1.5 quadrillion kilometers, would qualify.
On a human scale, that's a nearly unfathomable distance. On a galactic scale, it's in our immediate neighborhood. Still, it's a long walk, and supernovae are relatively rare, occurring roughly once a century in a large galaxy like the Milky Way. So the odds are good that any given exploding star will be far from Earth and will do nothing more for us than put on a pretty light show (if we can see it at all through the thick dust that shrouds parts of our galaxy).
But note my weasel words "any given exploding star." The thing about rare events is that, with enough time, they will happen. We again must think on cosmic scales: Generously speaking, one supernova per century is maybe once per human lifetime. But galaxies (and Earth) have been around for billions of years. That's more than long enough for the probability of a too-close-for-comfort supernova to become a certainty. I personally wouldn't bet against it. After all, we have convincing physical proof that it has happened in our planet's past.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

In 2016 two teams of astronomers published a pair of papers with startling results in the journal Nature: they found elevated amounts of iron-60 in two different layers of ancient sediment from the deep seafloor. Each of those iron-60-enriched layers marks a time during the past nine million years when Earth was bombarded by a nearby supernova.
Iron-60 is a radioactive isotope of iron that decays into cobalt-60 with a half-life of 2.6 million years. This half-life means that if you start with a pure sample of iron-60, in 2.6 million years half of it will have decayed to cobalt-60. In another 2.6 million years, the remaining iron-60 in the original sample will have again decayed by half, leaving only one quarter of the starting amount of iron-60 and so on. Scientists can use this decay rate to get relatively accurate measurements of when the iron-60 formed. That is important because we know of only one natural place where this isotope can be forged: in the nuclear fires of a supernova.
In the first Nature paper, scientists examined interstellar dust on the ocean floor and found two peaks in the amount of iron-60 in sediments that were deposited around 7.5 million and 2.5 million years ago. (In a separate study, from 2016, another team of scientists found iron-60 in fossil bacteria on the ocean floor. That isotope was also consistent with a peak dating to circa 2.5 million years ago.) Curiously, the increases in iron-60 weren't the sharp spikes expected from a single supernova. Instead, in each case, the increases were spread out over more than a million years, implying that multiple supernovae contributed to each episode. The researchers' models indicated the material spent about 200,000 years coasting through interstellar space before it fell to Earth.
In the second Nature paper, scientists who were affiliated with the first team used these data to estimate where in space the supernovae were located. Iron-60 is created when massive stars explode. Such stars give new meaning to "cradle to grave," cosmically speaking, because they are born in giant gas clouds and die just a few million years later, still cocooned inside them.
This second Nature study flagged the most likely culprit for both supernovae as the Scorpius-Centaurus association, a loosely bound clump of young stars that are currently located about 390 to 470 light-years from Earth. Many of these stars are quite massive and exactly the kind that explode at the end of their life. Moreover, our sun sits near the middle of what's called the Local Bubble, a huge cavity carved out of the interstellar material that floats between stars in the galaxy. The bubble was inflated by supernovae in the Scorpius-Centaurus association some 14 million years ago and probably required the work of 14 to 20 such exploding stars. This timeline fits well with the iron-60 peaks observed in ocean sediments.
The scientists found that two supernovae might have contributed to the most recent peak, with one exploding 2.3 million years ago and the other doing so 1.5 million years ago. Both stars would have been about 300 light-years from Earth when they exploded. The amount of iron-60 in the sediments is actually quite small--very roughly 100,000 atoms per gram of material. (A gram of sediment has something like 1022 atoms in it, so the iron-60 makes up only an extremely tiny portion.) But the astonishing thing is that debris from exploding stars quadrillions of kilometers from us is here at all.
Bear in mind that iron-60 also makes up a small fraction of the material ejected during a supernova. The rest of the ejected matter--more than 10 octillion metric tons of it--is also accelerated outward at speeds of tens of millions of kilometers per hour. As matter expands away from the blast site, it thins out, so by the time the ejecta from a nearby supernova reaches Earth, perhaps a few hundred metric tons might rain on our planet over a length of time. That might sound like a lot, but about the same amount of meteoric material slams into our atmosphere every day. So supernovae aren't appreciably adding to Earth's weight, nor are they a big danger to us in this way.
Still, the takeaway is stunning: Every few million years a supernova happens close enough to Earth to shower us with radioactive debris. That means that over the lifetime of our planet, we've been hit thousands of times with ashes from exploding stars, and some of that material has probably been close enough to cause some global damage.
In the specific case of the most recent nearby supernova, although humans weren't around back then, several of our near ancestors, such as Australopithecus afarensis, were. One particular member of that species, nicknamed Lucy, walked on Earth about three million years ago. She might have missed that particular event, but her descendants may have gazed up into the sky and wondered about the astonishingly bright light that appeared there, brighter by far than any other star, as bright as the full moon. It would've been luminous enough to be seen by day and cast shadows at night.
And here we are, millions of years later, still wondering about the same thing. The difference is that now we have the tools to both examine and understand the profound impact these cosmic explosions have on our planet.

Phil Plait is a professional astronomer and science communicator in Virginia. He writes the Bad Astronomy Newsletter. Follow him online.
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Ada Lovelace's Endnotes Foretold the Future of Computation

Ada Lovelace's wisdom about the first general-purpose computer can be found buried in the appendix of another paper

By Jack Murtagh
[image: Ada Lovelace 446 Diagram for the computation of Bernoulli numbers]This scheme for computing Bernoulli numbers on an analytical machine was devised by Ada Lovelace and is the first published computer program.
 The Picture Art Collection/Alamy Stock Photo


Many fields of science have a foundational document: Isaac Newton's Principia for the physics of classical mechanics, for example, or Charles Darwin's On the Origin of Species for evolutionary biology. But only computer science can claim its foundation hides in endnotes.
Augusta Ada King, Countess of Lovelace, better known as Ada Lovelace, was commissioned in 1842 to translate a paper about the world's first general-purpose computer. She appended her own annotations, which ran three times longer than the original article and completely eclipsed it in terms of technical meat and philosophical insights. The impressive foresight they reflected established her as the first person to envision the universal capabilities of computers that we take for granted today.
Lovelace's dad is now familiar to people around the world, but she never knew him personally. Lord Byron, celebrated for his English Romantic poetry, was by all accounts a rotten husband and absent father. (After first meeting Lord Byron in 1812, aristocrat Lady Caroline Lamb apparently called him "mad, bad and dangerous to know.") Lovelace's parents' brief and tumultuous marriage ended with Lady Byron, nee Annabella Milbanke, accusing her husband of abuse and infidelity a mere five weeks after his daughter's birth. Although they never met again, Lord Byron had at least two lasting effects on his daughter. For one, she maintained a curiosity about him and his work and perceived much of her later scientific worldview through a poetic lens. Second, Lady Byron attempted to shield Lovelace from inheriting her father's erratic temperament by steering her away from literary studies and instead fostering her interest in science and math.

On supporting science journalism
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The defining partnership of Lovelace's intellectual life would be with polymath Charles Babbage, whom she met when she was 17. In 1833, the year they met, Babbage had begun designing the first general-purpose mechanical computer, called the analytical engine. The idea captivated Lovelace, and the two became close friends and collaborators.
Had Babbage ever managed to build it, his analytical engine would have been a marvel to behold. Sketches and spec sheets depict an intricate beast with rattling gear columns towering 15 feet high, lever panels cranking in lockstep and thousands of moving parts churning together in a kind of steampunk orchestra. Though unrecognizable as your laptop's ancestor, the device remarkably contained most of the same components found in modern computer architecture. It had a central processing unit called a mill to carry out arithmetic operations, memory storage, input capabilities for reading data and programs, and even a printer.
Keep in mind that the era predated electronics, so steam would have powered all of this functionality. Each gear column stacked 40 gears with 10 teeth apiece, labeled 0 through 9. The gear positions corresponded to a 40-digit number, much like the disks in a combination lock. The mill could crunch these numbers through complicated procedures involving the rotation and swapping of gears. But the secret sauce that separated the analytical engine from its predecessors was that it was programmable.
[image: Portrait of Ada Lovelace]Ada Lovelace, sometimes called the world's first computer programmer, was also the first to foresee the potential of analytical machines.
API/Gamma-Rapho via Getty Images


The design drew inspiration from the Jacquard machine, which attached to a loom and disrupted the 19th-century textile industry by automating weaving through punch-card technology. Like the Jacquard machine, the analytical engine could have read instructions in the form of holes punched into card stock. Babbage had built a prototype for an earlier device called the difference engine (currently on display at the Museum of Science in London), which could mechanically calculate a preset suite of operations such as certain logarithms and trigonometric functions. He abandoned it because he saw greater potential in a machine that could be programmed to perform arbitrary calculations.
Programmability elevates a machine from a mere calculator to a computer. The analytical engine would have been able to choose which instruction to follow based on the outcome of a previous computation--a skill called conditional branching. This capability would have allowed the machine to carry out advanced instructions using things such as "if-else" statements and loops seen in today's programming languages. Although Babbage understood the power of programmability, he still viewed the analytical engine as a purely mathematical device. Only Lovelace foresaw the true potential of the computer.
Ten years after Lovelace first learned of the analytical engine, she was commissioned to translate a paper on the topic written by mathematician and engineer Luigi Federico Menabrea (who would go on to be Italy's seventh prime minister). Possessing much more detailed knowledge of the engine than Menabrea, Lovelace corrected his errors and added seven endnotes of her own, which alone constitute a watershed document in the history of computation.
Many retrospectives focus on "Note G" because it contains the first published computer program. Lovelace's program calculates Bernoulli numbers, which play a critical role in a branch of math called analysis. Her calculation method used more computational steps than necessary, but she chose this tack deliberately to show off the power and flexibility of the machine. Although many credit her as the first computer programmer, some historians contend that unpublished programs predated her notes and that technically Note G contains not a program as we'd name it today but rather an execution trace--a record of every operation performed during the execution of a program. I find such quibbles moot because I'd argue that the moniker "first computer programmer" undersells the wisdom found in the rest of her notes.
Babbage saw the analytical engine as a mathematical device. After all, it primarily stored and operated on numbers. But Lovelace recognized that a machine designed to crunch numbers could do much more if the numbers represented other things. For example, she wrote in the endnotes, "Supposing, for instance, that the fundamental relations of pitched sounds in the science of harmony and of musical composition were susceptible of such expression and adaptations, the engine might compose elaborate and scientific pieces of music of any degree of complexity or extent." Now, some 180 years later, generative artificial-intelligence tools such as Suno and Udio can compose music from text-based prompts.
Lovelace's insight marks a profound conceptual leap that wouldn't be formalized until the work of Alan Turing a century later: Fundamentally, computation involves the manipulation of symbols according to rules. There's no limit on what those symbols can represent. This idea is built into Turing's mathematical model of computation, and it originated with Lovelace. We take for granted today that the same bits of 0s and 1s encode every type of media--text, images, audio, video--but it's hard to fathom that this future was envisioned before the first computer had even been built.
Lovelace also explicitly discussed artificial intelligence, kicking off a debate that defines the modern era. She concluded in her endnotes that the analytical engine would not be intelligent because it wouldn't originate anything, arguing that "it can do whatever we know how to order it to perform." Turing challenged Lovelace by name in his seminal paper on "thinking machines." Although he conceded that computers merely do what they're told, Turing suggested they still have the power to surprise us. He acknowledged that Lovelace never had an opportunity to interact with a computer and so lacked the advantage of experiencing such surprise for herself. In today's AI landscape, many now believe that machines can exhibit intelligence (although holdouts from Lovelace's camp are not hard to find). The fact that Lovelace even entertained the question of whether a clanging heap of cogs that had been sketched only on paper would be intelligent shows how ahead of her time she was.
Ultimately Babbage's contentious relationship with the British government meant that he never secured enough funding to bring the analytical engine to life. It's funny to contrast Lovelace's prophetic words about the potential of computers with a quote from the U.K.'s then prime minister Robert Peel: "What shall we do to get rid of Mr. Babbage and his calculating machine? Surely if completed it would be worthless as far as science is concerned?"

Jack Murtagh is a freelance math writer and puzzle creator. He writes a column on mathematical curiosities for Scientific American and creates daily puzzles for the Morning Brew newsletter. He holds a Ph.D. in theoretical computer science from Harvard University. Follow Jack on X @JackPMurtagh




This article was downloaded by calibre from https://www.scientificamerican.com/article/ada-lovelaces-180-year-old-notes-previewed-the-future-of-computers



	
	Articles
	Sections
	Next





    
      
        
          	
            Mathematics
          
          	
            Sections
          
          	
            Arts
          
        

      

      Oceans

      
        Earth's Coral Reefs Face a New, Deadly Mass Bleaching. They Can Still Be Saved
        "A mass bleaching event is, by definition, a mass mortality event," a leading coral reef expert says

      

      
        
          	
            Mathematics
          
          	
            Sections
          
          	
            Arts
          
        

      

    

  
	
	Articles
	Sections
	Next



Earth's Coral Reefs Face a New, Deadly Mass Bleaching. They Can Still Be Saved

"A mass bleaching event is, by definition, a mass mortality event," a leading coral reef expert says

By Meghan Bartels
[image: Illustration of Terry Hughes against a coral reef background] Shideh Ghandeharizadeh


Ocean heat is killing corals at such high rates that in April scientists declared Earth was in its fourth global bleaching event--the second in a decade. The announcement came from the U.S. National Oceanic and Atmospheric Administration and the International Coral Reef Initiative.
Despite their plantlike appearance, corals are animals, and their vibrant colors come from microbes that live inside the creatures and offer them a range of services. Some of these symbionts produce sugars through photosynthesis, some provide other nutrients, and some protect the corals' health. But when corals are stressed, they eject their symbionts--an often fatal move.
Corals can bleach in response to a range of threats, but today they most commonly do so because water temperatures are too high for them. Throughout late 2023 and into 2024 global sea-surface temperatures have been at record highs in many areas, and it's been a disaster for corals. During the summer of 2023 in the Northern Hemisphere, widespread bleaching occurred in the Florida Keys, the Caribbean and the eastern Pacific. The Southern Hemisphere's last summer added much of the Great Barrier Reef to that casualty list. And earlier this year scientists warned that the same event might be occurring throughout the Indian Ocean and the waters north of Australia.

On supporting science journalism
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Scientific American spoke with Terry Hughes, a marine biologist at James Cook University in Australia, about the global bleaching event and what the future may have in store for the planet's coral reefs.
An edited transcript of the interview follows.
Why do corals bleach? 
Extensive large-scale or global bleaching events are triggered by exceptionally warm sea temperatures driven by anthropogenic heating, primarily from fossil-fuel burning and from deforestation. Nothing else is happening at that kind of scale, and there's nowhere to hide from global warming. Even the most remote and most pristine coral reefs are vulnerable to these repeated bouts of bleaching.
Bleaching is only one of several stress responses by corals. Sometimes there isn't actually enough time for bleaching to unfold; the corals just die from heat stress directly--they literally cook. We saw that in the summer of 2023 in the Florida Keys and throughout the Caribbean, where sea temperatures were off the charts.
We also see a phenomenon where a coral becomes unusually colorful; it glows. And that's caused by a protein produced by the coral in a desperate bid to stay alive. Those proteins act as a sort of sunscreen, but it's not a very effective way of defending against record temperatures. These corals typically die within a week or two of becoming very colorful.
Because bleaching doesn't directly kill these animals, could some bleached corals survive? 
It's impossible that all of the corals that are bleached will survive. Bleaching is not necessarily fatal, but often it is. And the likelihood of the corals dying depends on the severity of the bleaching and how long it lasts. A mass bleaching event is, by definition, a mass mortality event. The reality is that we are losing literally billions of corals on the world's coral reefs.
[image: Coral in the ocean off of Lizard Island on the Great Barrier Reef. At the bottom of the frame the reef can be seen underwater with bleached and dead coral. At the top of the frame is the above water view of sky and hills.]This underwater photograph, taken on April 5, 2024, shows bleached and dead coral around Lizard Island on Australia's Great Barrier Reef.
David Gray/AFP via Getty Images


How do scientists evaluate bleaching? 
There are two ways to measure the extent of bleaching. One is directly, through observations of individual reefs, and the other is indirectly, using satellite data, which is what noaa does. Satellite data tell you how hot the water has been for how long. So we talk about the accumulated heat stress over the summer months, and you can use that level of heat stress from satellites as a proxy for the intensity of bleaching. It's good to ground truth with data from underwater or aerial surveys of the extent of bleaching.
I have conducted aerial surveys of the Great Barrier Reef three times. It takes about eight days of flying in a small plane or helicopter to crisscross about 1,000 reefs and score the extent of bleaching. And that allows us to produce a map of the entire Great Barrier Reef showing which portions of the reef have been bleached. The map has lots of red dots [that indicate bleaching] on it this year and very, very few green dots where there was no bleaching. This year 75 percent of the Great Barrier Reef has bleaching. And it's the size of Italy or Japan, so it's a big piece of real estate. For 75 percent of it to be bleached in just one event--bearing in mind that this is the fifth [local bleaching event] in eight years--is really very shocking.
Soon I'll be at southern Great Barrier Reef sites that I have been studying since 1985, and I'm dreading it. The reef has been exposed to the highest level of heat stress it has ever seen. We already know that 80 percent of the corals at these sites are bleached, and I'm fully expecting the majority of those to be dead or dying.
When we fly over a reef with no bleaching, we literally cheer. It's very stressful to spend an entire day in a plane flying over, say, 200 reefs, all of which are severely bleached. It's quite a confronting sight, but it's the only way to get the big picture at the scale of the Great Barrier Reef. Tragically, in the Caribbean and particularly in the Florida Keys, it's no longer possible to do aerial scores of bleaching because there aren't enough corals left.
As the Northern Hemisphere heads into summer again, what is the outlook for how long this global bleaching event might last? 
Winter temperatures on the world's coral reefs have also been at record levels. That's not enough to trigger bleaching, but if you have a hot winter, then sea temperatures at the start of summer are already halfway to stressful levels. And we saw that on the Great Barrier Reef in 2016 and 2017, where we had the first example of back-to-back coral bleaching in two consecutive summers.
The climate modelers are telling us that that will become the norm by the middle of the century, depending, of course, on greenhouse gas emissions. So the concerning thing about these bleaching events, whether they're global or regional in scale, is that the gap between one bleaching event and the next is getting shorter and shorter. And those gaps are critically important for any recovery that can take place. They're the window of opportunity--particularly for the fast-growing corals that are better at recovery--to regain a foothold.
[image: A global heat map showing coral bleaching heat stress alert areas - the highlighted areas are mainly concentrated around the globe's equator]A map shows National Oceanic and Atmospheric Administration predictions for where corals will bleach in the coming days, with darker areas representing higher levels of concern.
NOAA Coral Reef Watch


What does "coral recovery" mean? 
Some people refer to bleached corals' regaining color as their recovering--that's a physiological recovery four to six months in timescale. But ecological recovery means the replacement of dead corals by new live ones, ideally of the same species and eventually of the same size. When a 50- or 100-year-old coral dies, it takes at least that length of time to replace it. And we just don't have that kind of time anymore.
The world's coral reefs are becoming a checkerboard where the history of recent bleaching and its recurrence are changing the condition of those reefs. A reef that's lucky might not have bleached for five to 10 years. A reef that's unlucky might have bleached three times in the past decade.
That history affects how much coral there is, and it also affects the mix of coral species. The great untold story about these bleaching events is how they have already transformed the mix of species because species vary in heat tolerance: some are very tolerant; some are very susceptible. And then some species are better at breeding and make more babies than others.
The severity of the current bleaching event on the Great Barrier Reef, ironically, is because of rapid recovery on many of those reefs since the last time they were bleached. The corals that come back the quickest are also among the most heat-sensitive. It's a bit like fire in a terrestrial landscape, where a forest is destroyed and flammable grasses come back quicker than the trees do, which makes that ecosystem more vulnerable to drought and fires. Exactly the same thing is happening on the world's coral reefs.
Changing the mix of species is changing the entire ecology of the world's coral reefs. And of course, corals are critically important for the habitat that they provide to fish and crustaceans, all the iconic biodiversity that coral reefs are famous for. When you lose a lot of corals, which we're seeing, sadly, everywhere now, it alters the entire ecosystem. It's like having a rainforest without the rainforest trees.
What do we need to do to keep corals alive in the long term? 
There's only one answer to that question: we need sea temperatures to stabilize. We've got to ideally reach somewhere between 1.5 to two degrees Celsius [2.7 to 3.6 degrees Fahrenheit] for global average warming. Every fraction of a degree matters in terms of the number of corals that are killed by global warming.
Can restoration and planting efforts help, or are they a red herring? 
One of the most confronting aspects of the current global event is that it is destroying existing attempts to restore coral reefs. In Florida, coral nurseries literally cooked. People rescued some by moving them into an aquarium, but that's hardly a long-term solution. We see the same thing happening on the Great Barrier Reef, where many of the intervention trials are now failing. Putting more corals back out is really a death sentence as temperatures keep rising.
I think the most optimistic thing you could say about planting corals is that you can do it at a very small scale, but it's quite labor-intensive and expensive, and it will inevitably fail the next time you get a severe bleaching event. We shouldn't kid ourselves that we can save coral reefs by planting a few acres of corals.
What's your message or outlook, given the declaration of this fourth global bleaching event? 
We shouldn't give up on the world's coral reefs; they're just too valuable to lose. But restoration is not the way to save them. The way to save them is to deal with greenhouse gas emissions, and that's, of course, much, much harder.

Meghan Bartels is a science journalist based in New York City. She joined Scientific American in 2023 and is now a senior news reporter there. Previously, she spent more than four years as a writer and editor at Space.com, as well as nearly a year as a science reporter at Newsweek, where she focused on space and Earth science. Her writing has also appeared in Audubon, Nautilus, Astronomy and Smithsonian, among other publications. She attended Georgetown University and earned a master's degree in journalism at New York University's Science, Health and Environmental Reporting Program.
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Poem: 'Rocket Launch Laconic'

Science in meter and verse

By Julie Dillemuth
[image: Purple illustration of a space shuttle at liftoff] Masha Foya


Edited by Dava Sobel
Countdown metronomic 
Astronomic diastolic 
Mental state cyclonic 
Praying atheist ironic
Cacophony chaotic 
Blastoff billowing iconic 
Liftoff! Spacecraft aeronautic 
Rocket supersonic
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Clapping histrionic 
Grinning idiotic 
Hugging kiss platonic 
Gazing up hypnotic
Orbit episodic 
Flawless avionic 
Systolic now harmonic 
Recapping rhapsodic
Nighttime mind spasmodic 
Therapeutic tonic 
Crashed-out catatonic 
Dreaming astronautic

Julie Dillemuth is a picture book author, screenwriter and poet with a Ph.D. in geography. She lives in Santa Barbara, Calif., where the rocket launches from Vandenberg Space Force Base rattle her windows from 60 miles away.
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Review: Tiny Robots Render People Immortal but Destroy What Makes Us Human

A sweeping novel about a war-torn future explores personhood and identity

By Jeff VanderMeer
[image: Illustration of cartoon man with half the face of a robot] Alex Eben Meyer


FICTION
Toward Eternity: A Novel 
by Anton Hur. 
HarperVia, 2024 ($26.99)
Anton Hur's Toward Eternity blends the music of science and of poetry to tell a tale of future love, war, and tiny robots known as nanites. Like a reverse-engineered allegory, the novel attempts to fuse the forward momentum of the reader's care for its most compelling character, Yonghun Han, with high-concept ideas about biotechnology, the future of Earth and the question of identity.
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Han is "Patient One." He's been remade in a laboratory in Cape Town, South Africa, by Mali Beeko, a doctor who has cured Han's cancer through nanite cellular replacement, which essentially renders the recipient immortal. Although Han's body is new, a scar from a previous kitchen accident has returned to his skin, as if the physical can be affected by the power of the mind. When Han disappears from Beeko's Singularity Lab into thin air, no one has an explanation--and they're equally mystified when he reappears. This returned Han believes he is "not Yonghun Han. I am whatever came back with his body." Han finds Beeko's journal and continues to write in it in an attempt to make sense of his experience. This is the conceit that carries the book forward through time as various characters inherit the journal and propel the narration into the extremely far future.
The early chapters are suffused with emotional resonance thanks to Han's extraordinary love for his husband, Prasert, a scholar of 19th-century poetry who has been dead for a decade. There are flashback scenes of Prasert ceding the last bite of a meal to Han and giving Han a back rub, all of which convey a genuine sweetness and authenticity that is rare in depictions of love on the page. The not-Han that has come back grapples with Han's memories of that relationship in ways that question personhood and identity: "I am the recursion, the vessel necessary for the love to return, a love so great it has overcome the death of its previous vessels to live in this world again, searching for what it had lost."
The tenderness of that bond also opens a space for Hur to explore the confluence of science and the arts. Han creates an artificial-intelligence entity named Panit to help him better understand poetry. A discussion between Han and Panit about Christina Rossetti's "Winter: My Secret" showcases the novel at its best. In a sense, Han is talking to a version of himself, having trained the AI on his experience of poetry, and the scene should be solipsistic. Instead this conversation about Rossetti "teasing a secret but never revealing it" evokes, again, Han's deep love for Prasert.
Are we really so resigned to catastrophe that we just trudge forward, hoping to eke out some entertainment before the end?

Soon enough the notebook is passed to Meeko's Patient Two. Ellen, a musician, has a more aloof tone, and her perspective serves as a useful contrast to Han's remembered warmth, accentuating it greatly. As the poetry cedes pride of place to music, Ellen's encounter with doubles of herself presages a future nanite-person takeover of the world while giving clues to the mystery of Han's disappearance and reappearance. When Panit, the AI, gets time with the notebook, we learn more about Meeko's experiments. But as the novel slips officially into the future with part two ("The Future"), other kinds of slippage occur.
The science of fiction writing has few hard rules except that almost anything can work. The scaffolding of an idea can carry a novel through to the end, even without maintaining the psychological richness Han's early chapters accomplish so well. But characterization--committing to interiority and depth of character--is harder to sustain without the author's constant and devoted attention. A novel that set out to be pathos becomes almost exclusively a science experiment.
It begins with a Panit-Han hybrid, a fusion persona in physical form that overuses the word "ghost" to a pathological extent. When this hybrid pines for a child and encounters a doomed love, the scenes echo Han's relationship with Prasert, though now to lesser effect. As the journal passes from hand to hand in the future, it feels as if the pages are becoming washed out, the entities writing it less and less knowable.
As the narrative progresses into the far future, the structure becomes harder to follow. The story swaggers through time and character perspectives, the connective tissue often lacking or delivered to the reader through explanatory dialogue. I would have loved to encounter more tension between the rising dominance of AI and the technology's huge drain on resources and thievery of people's intellectual property and labor. These issues are present but mostly through sheer extrapolation.
Part of what makes the novel increasingly hard to follow is the blurriness of the scenes. For the most part, Hur doesn't provide much description of the future settings except when noting there are "trees" or "rocks." What'll be perhaps most glaring to readers who appreciate contemporary science fiction is that Hur largely sidesteps the evolution and consequences of our climate crisis. Instead of exploring those rough edges, he mostly obliterates them by using the device of a widespread nuclear war. A war that brings mass extermination is hell, all right, but with its harshness blasted out, the future doesn't feel quite as real or fully realized.
The novel comes to a halt in a long section written from the viewpoint of Delta, a version of Panit-Han's daughter grown in a nanite vat. Delta has just done something terrible to humanity, yet there's little sense of the weight of Delta's actions in the storyline. Instead of something incendiary, something radical, we get mostly more dialogue reasonably explaining the future.
Are we really so resigned to catastrophe that we just trudge forward, hoping to eke out some entertainment before the end? This tone of amiability that creeps into the writing seems to be meant to please the reader, to dull the pain of humans losing who we are. I often wished that the language were sharper.
Writing about the effect of poetry is different than being poetry. For a while Toward Eternity is poetry, until entropy sets in. By the time the novel reaches its end, the carrying forward of the beloved Han feels attenuated, grasping. The burning core of the narrative--that beautifully depicted relationship in the early chapters--is a distant flame you no longer feel the heat of. The things that make us uniquely human are simply too far in the past.
[image: Cover of the book Toward Eternity]


Jeff VanderMeer is author of Hummingbird Salamander, the Borne novels and the Southern Reach series. His 2014 book Annihilation won Nebula and Shirley Jackson Awards and was adapted into a movie by Paramount. His next book, Absolution, will be published in October 2024.
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Review: The Secrets of Creatures That Thrive in the Dark

In Night Magic, darkness is revered, and its secrets are revealed

By Maddie Bender
[image: Cover of the book Night Magic] 
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In Brief
Night Magic: Adventures among Glowworms, Moon Gardens, and Other Marvels of the Dark 
by Leigh Ann Henion. 
Algonquin, 2024 ($30)
I recently returned from a camping trip with legs covered in bug bites and a newfound awareness of my reliance on artificial light and the glow of electronic devices. It seems author Leigh Ann Henion had a similar epiphany and sought an antidote by venturing into the Appalachian Mountains after hours. Night Magic chronicles her journey to "re-center darkness" through experiencing the living things that thrive in it: spotted salamanders that perform mating dances before an audience of fairy shrimp and tricolor bats that see through sound. Henion's vivid style of nature writing and complementary self-reflection are reminders that witnessing the extraordinary can be as easy as shifting your bedtime back an hour and going outside.

Maddie Bender is a science writer and a producer at Hawaii Public Radio. She was a 2021 AAAS Mass Media Fellow at Scientific American.
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Review: How a Group of Women Launched Modern Cosmology

A new biography of astronomer Henrietta Leavitt celebrates meaning making in science

By Lucy Tu
[image: Cover the book Attention is Discovery] 
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In Brief
Attention Is Discovery: The Life and Legacy of Astronomer Henrietta Leavitt 
by Anna Von Mertens. 
MIT Press, 2024 ($34.95)
Fans of Hidden Figures and The Glass Universe will appreciate Anna Von Mertens's captivating portrait of Henrietta Leavitt and the Harvard Computers, who laid the foundation for modern cosmology at the turn of the 20th century. Blending complex science with human-interest stories, Von Mertens celebrates the constellation of women scientists who discovered how to calculate galactic distances and classify stars by chemical composition. The writing occasionally veers into textbook territory, but Von Mertens includes vibrant illustrations and archival documents that help to bring these astronomical legends to life on the page. This deeply researched book is ultimately an homage to the process of observation and meaning making in science.

Lucy Tu is a freelance writer and a Rhodes Scholar studying reproductive medicine and law. She was a 2023 AAAS Mass Media Fellow at Scientific American.
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Review: The Science of Listening Goes Far Beyond the Ears

A new book about the art and science of listening explores our sonic universe

By Dana Dunham
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In Brief
Third Ear: Reflections on the Art and Science of Listening 
by Elizabeth Rosner. 
Counterpoint, 2024 ($27)
As a child of Holocaust survivors growing up in a multilingual immigrant household, author Elizabeth Rosner became a careful listener of both the spoken and the unspoken. Her expansive, fluid meditation on so-called third-ear listening--a deeply attuned, intuitive way of perceiving the world that transcends the physically audible--is rooted in personal experience, but the contemplative vignettes explore our sonic universe. Drawing together topics ranging from the rise of podcasting to the vibration-detection sensitivity of an elephant's foot, this poignant exploration of the hidden depths of the soundscapes around us reveals the importance of listening with more than just our ears.

Dana Dunham is a writer and editor based in Chicago.
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Expect Auroras, Solar Flares and More Space Weather from the Solar Maximum

Space weather is heating up in our current solar cycle peak

By Clara Moskowitz & Matthew Twombly
[image: Illustration of Earth with magnetosphere lines drawn to represent conditions during a solar storm. A coronal mass ejection compresses Earth's magnetosphere. The illustration is rendered in glowing orange, with green auroras visible on the dark side of Earth's poles.] Matthew Twombly


Aurora sightings may become more common, and satellite communications and power grids could be disrupted, as solar activity peaks. Our nearest star is always volatile, but its magnetic action waxes and wanes on an 11-year loop. The sun is thought to be in a peak now, although scientists will need another year or two to analyze data before they can say for sure. During this high point we should see more sunspots (dark areas where the sun's magnetic field reaches the surface) and solar storms (ejections of energy from the sun that reach into space and can affect Earth).
During a storm, energy explodes from the sun in the form of light and particles (called a solar flare) and a plasma and magnetic field (called a coronal mass ejection, or CME). If a CME hits Earth's magnetosphere, it can wreak havoc on our planet's magnetic field, injecting energy, plasma and particles and heating up and distorting Earth's upper atmosphere, the ionosphere. All of this chaos can hinder radio signals between satellites and induce strong electric currents that can damage power grids. On the plus side, we often get a nice view of the Northern and Southern Lights as a surge of particles hits Earth's atmosphere at the poles.
"We need to better prepare for space weather," says heliophysicist Lisa Upton, who co-chaired the NASA/NOAA Solar Cycle Prediction Panel for the current cycle. "Write your congresspeople and tell them to support solar physics."
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WHAT IS SPACE WEATHER?
The amount of energy, radiation and plasma streaming off the sun into space--collectively known as the solar wind--varies as the sun's magnetic activity changes. Extreme events, such as CMEs and strong solar flares or storms, generate space weather. Earth's atmosphere typically acts as an umbrella protecting us from the bulk of the sun's influence. During severe space weather, however, it can break through this boundary and affect our planet.
[image: Illustration shows the Sun and Earth for two scenarios. In normal conditions, the pressure of the solar wind compresses Earth's magnetic field on the solar-facing side to six to 10 times Earth's diameter. When a large CME smashes into the magnetosphere, it compresses it much closer to Earth than usual. The CME's own magnetic field can disrupt Earth's magnetosphere, potentially setting off a geomagnetic storm.]Matthew Twombly


FORECASTING 
Like the climate on Earth, space weather has its own seasons, referred to as solar cycles. About every 11 years the sun's magnetic field reaches its maximum activity level. During solar minimum we observe around one CME a week, but during maximum, where we are right now, we see about two to three a day. Scientists can predict solar activity by observing the number of sunspots visible on our star. During minimums we may see just a few sunspots or even none, whereas during solar maximum we can expect up to 200 at a time.
[image: Chart shows sunspots observed by month, starting in 1900. The sun operates under a roughly 11-year solar cycle, creating a regular pattern of valleys and peaks in sunspot count. In May 2024, 172 sunspots were observed.]Matthew Twombly


EFFECTS
Space weather affects the density and turbulence of Earth's ionosphere. As radio signals travel through this layer of the atmosphere, its changing thickness may send waves on distorted paths, affecting communications transmission. And an influx of particles streaming toward Earth can cause brighter and more widespread auroras, as well as surges in power grids that lead to outages.
[image: Illustration shows the curvature of Earth and five impacts of solar storms; power surges, radiation exposure, strong auroras, and radio signal and satellite communication disruption.]Matthew Twombly




Clara Moskowitz is a senior editor at Scientific American, where she covers astronomy, space, physics and mathematics. She has been at Scientific American for a decade; previously she worked at Space.com. Moskowitz has reported live from rocket launches, space shuttle liftoffs and landings, suborbital spaceflight training, mountaintop observatories, and more. She has a bachelor's degree in astronomy and physics from Wesleyan University and a graduate degree in science communication from the University of California, Santa Cruz.

Matthew Twombly is a freelance illustrator and infographic designer. His work can be viewed at www.matthewtwombly.com
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September 2024: Science History from 50, 100 and 150 Years Ago

Mysterious Mercury; spiders predict the weather

By Mark Fischetti
[image: Illustrations painted inside a buffalo robe]1974, Sioux Population: "Lone Dog's 'winter count,' painted on the inside of a buffalo robe, chronicles 71 turbulent years in the migratory life of the Yankton tribe of the Sioux from the winter of 1800-1801 to that of 1870-1871. Each year is represented by a symbol recalling some memorable event. The record begins near the center and spirals outward counterclockwise."
 Scientific American, Vol. 231, No. 3; September 1974


1974
Mysterious Mercury: Like Moon or Mars?
"In the five months since the spacecraft Mariner 10 floated past Mercury, quantitative analyses of its instrumental data and 2,300 high-resolution photographs have revealed some surprises. The early photographs indicated that Mercury strongly resembles the moon. Measurements of the planet's mass, however, indicate that unlike the moon (and like the earth) it must have a heavy core. The principal visible difference is that Mercury has a few scarps about three kilometers high, some of which are more than 500 kilometers long; there is no counterpart on the moon. Perhaps most puzzling is that Mercury, like the moon and Mars, is heavily cratered on one side and has wide, flat plains on the other. Why three of the five bodies in the inner solar system should be so asymmetrical is not clear."

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

A Different Kind of Clock Radio 
"Technological advances have relegated pendulum clocks to unreliable antiques. One such instrument, however, has been modernized by Laurance M. Leeds, who coupled his 80-year- old Seth Thomas wall clock to a quartz-crystal oscillator. The clock now ticks off the time to an accuracy of about one second per year. Week after week the old pendulum now 'notches up' the 60th second of every minute in almost exact coincidence with the signals of radio station WWV, on which the National Bureau of Standards broadcasts accurate time and frequency data."
1924
Vitamin D, White Chemical of Life 
"Food chemists have known about four or five vitamins for quite a few years, but [Walter] Eddy, [R. R.] Kerr and [Ralph] Williams of Columbia University are the first who have isolated any one of them. Vitamin D, sometimes called Bios, is the one without which you are in danger of having rickets. Vitamin D when isolated is a crystalline, white substance that looks like a dose of quinine. You cannot eat it straight. If you do, according to Kerr, you will regret it. The chemists say they don't intend either to license the process of manufacture or to make it for sale themselves. They hope to show some day that life is simply a chemical process."
1874
Spiders and Oxen Predict the Weather
"Curiously, a large number of animals seem able to predict the weather. Some of their actions appear to be more governed by reason than instinct, due to the moisture in the air or various atmospheric influences; the common garden spider, on the approach of rainy or windy weather, will be found to shorten and strengthen the supporting guys of its web, lengthening the same when the storm is over. Sea gulls assemble on the land, as they know that the rain will bring earthworms to the surface. Yet there is a large variety of actions of which it is hardly possible to give a satisfactory explanation. Coming rain is foretold by the peacock uttering frequent cries, by the woodpecker lamenting, by parroquets babbling and by geese running around uneasily. When a storm is at hand, swine will carry hay and straw to hiding places, oxen will lick themselves the wrong way of the hair, colts will rub their backs against the ground, crows will gather in crowds, frogs croak and change color to a dingier hue, dogs eat grass and rooks soar like hawks."
Raining Ants and Herring 
"An ant rain recently happened in Cambridge, England. At about six o'clock in the evening, shortly after a rise in temperature, a shower of ants in countless millions settled in the streets, covering the pavements. There is believed to be no record of an ant rain of such magnitude. We have also found a large number of cases of showers of fish, generally explicable by the occurrence of water spouts, which draw them up, whence carried by strong gales to the land. In Scotland rains of herrings have frequently occurred, the fish in some instances falling far inland. A shower of frogs fell near Toulouse in 1804. The rat shower of Norway was traced to a whirlwind, which, overtaking an enormous army of the rodents during their annual journey from a hilly region to the lowlands, whisked them up and deposited them in a field at considerable distance."
[image: Three covers of Scientific American from September 1974, 1924, 1874]


Mark Fischetti has been a senior editor at Scientific American for 17 years and has covered sustainability issues, including climate, weather, environment, energy, food, water, biodiversity, population, and more. He assigns and edits feature articles, commentaries and news by journalists and scientists and also writes in those formats. He edits History, the magazine's department looking at science advances throughout time. He was founding managing editor of two spinoff magazines: Scientific American Mind and Scientific American Earth 3.0. His 2001 freelance article for the magazine, "Drowning New Orleans," predicted the widespread disaster that a storm like Hurricane Katrina would impose on the city. His video What Happens to Your Body after You Die?, has more than 12 million views on YouTube. Fischetti has written freelance articles for the New York Times, Sports Illustrated, Smithsonian, Technology Review, Fast Company, and many others. He co-authored the book Weaving the Web with Tim Berners-Lee, inventor of the World Wide Web, which tells the real story of how the Web was created. He also co-authored The New Killer Diseases with microbiologist Elinor Levy. Fischetti is a former managing editor of IEEE Spectrum Magazine and of Family Business Magazine. He has a physics degree and has twice served as the Attaway Fellow in Civic Culture at Centenary College of Louisiana, which awarded him an honorary doctorate. In 2021 he received the American Geophysical Union's Robert C. Cowen Award for Sustained Achievement in Science Journalism, which celebrates a career of outstanding reporting on the Earth and space sciences. He has appeared on NBC's Meet the Press, CNN, the History Channel, NPR News and many news radio stations. Follow Fischetti on X (formerly Twitter) @markfischetti
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