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      Biting the hand that feeds IT -- Enterprise Technology News and Analysis


      
        Rock Chrome hard enough and get paid half a million
        Thomas Claburn

        Google revises Chrome Vulnerability Rewards Program with higher payouts for bug hunters Google's Chrome Vulnerability Rewards Program (VRP) is now significantly more rewarding - with a top payout that's at least twice as substantial....

      

      
        Verizon taps another satellite operator to make texting from the middle of nowhere easier
        Dan Robinson

        iPhone-like functionality coming to other devices on the network soon Verizon has teamed up with another satellite operator to offer US customers a commercial direct-to-device messaging service for when a terrestrial cell network is not available, starting this fall....

      

      
        Ex-Windows boss who tried to save the Start Menu now Shopify tech wizard
        Richard Speed

        Time to make e-commerce great again instead? Mikhail Parakhin, the former Windows boss who pledged to "make Start Menu great again" before departing Microsoft shortly after, has popped up as CTO of e-commerce outfit Shopify....

      

      
        Fintech outfit Klarna swaps humans for AI by not replacing departing workers
        Brandon Vigliarolo

        Insists it's not cutting jobs and pays harder-to-automate people more with AI savings Buy-now-pay-later outfit Klarna's CEO Sebastian Siemiatkowski is so thrilled with the performance of AI at his business that he's planning to shrink the human headcount by half - and predicts he won't be alone.... 

      

      
        Brain Cipher claims attack on Olympic venue, promises 300 GB data leak
        Connor Jones

        French police reckon financial system targeted during Summer Games Nearly four weeks after the cyberattack on dozens of French national museums during the Olympic Games, the Brain Cipher ransomware group claims responsibility for the incident and says 300 GB of data will be leaked later today....

      

      
        DataVita declares sovereignty with 'National Cloud' for UK
        Dan Robinson

        Scottish provider promises no hidden fees, full control, and safe haven for data British hosting biz DataVita has launched what it calls "National Cloud," a service offering clients data residency within the UK, and claims to have full transparency over costs, with no hidden fees or egress charges....

      

      
        Brit teachers are getting AI sidekicks to help with marking and lesson plans
        Richard Speed

        Isn't the education system in enough trouble already? Updated  The UK government is set to equip teachers with AI tools to help them "mark and plan lessons."...

      

      
        Hangover from messy Walmart tech divorce ongoing at Asda
        Lindsay Clark

        UK grocer suffers IT issues with clothing orders, self-scanning, and store picker app The UK's third-largest grocery retailer continues to see its IT operations beset with problems as it struggles with its fraught divorce from US retail giant Walmart....

      

      
        Sweet 16 and making mistakes: More of the computing industry's biggest fails
        Liam Proven

        As the hardware got more capable, the messes got more expensive Part 2: The 16-bit era  Welcome back to The Reg FOSS desk's roundup of the slip-ups and missteps from the dawn of the microcomputer industry onward - at least those that are most memorable to us.... 

      

      
        Astronomers back call for review of bonkers rule that means satellite swarms fly without environment checks
        Thomas Claburn

        Space boffins want pollution from the likes of Starlink regulated Astronomy researchers from several US universities have joined a campaign coordinated by US Public Interest Research Group (US PIRG) to pause low Earth satellite launches and convince the US Federal Communications Commission (FCC) to reconsider exempting swarms of small satellites from environmental review requirements....

      

      
        EU tries to pin down China on definition of 'important data'
        Laura Dobberstein

        Rules on cross border data transfers have European businesses scratching their heads The European Union and China have launched an initiative aimed at addressing issues faced by European companies in the Middle Kingdom related to the transfer of non-personal data....

      

      
        Nvidia's growth slows to a mere 122 percent but it's still topping expectations
        Simon Sharwood

        Still growing in China, ramping Hopper prods and predicting Blackwell billions soon Nvidia has again achieved triple-digit year-over-year growth, but its expansion is slowing....

      

      
        CrowdStrike's meltdown didn't dent its market dominance ... yet
        Jessica Lyons

        Total revenue for Q2 grew 32 percent CrowdStrike's major meltdown a month ago doesn't look like affecting the cyber security vendor's market dominance anytime soon, based on its earnings reported Wednesday....

      

      
        Public clouds are 'dirty' about VMware's on-prem push, says Broadcom CEO Hock Tan
        Simon Sharwood

        Virtzilla's sales swing decisively to the Cloud Foundation bundle VMware Explore  Broadcom CEO Hock Tan has told members of VMware's user group that public clouds are not entirely happy with his private cloud push.... 

      

      
        AT&T to shell out $950,000 after quad-state 911 outage
        Iain Thomson

        Service takes another dive just as settlement is announced US telco giant AT&T has reached a settlement with the Federal Communications Commission and will pay nearly $1 million after shutting down 911 emergency calls in four states last year....

      

      
        Microsoft hosts a security summit but no press, public allowed
        Jessica Lyons

        CrowdStrike, other vendors, friendly govt reps...but not anyone who would tell you what happened op-ed  Microsoft will host a security summit next month with CrowdStrike and other "key" endpoint security partners joining the fun -- and during which the CrowdStrike-induced outage that borked millions of Windows machines will undoubtedly be a top-line agenda item. ...

      

      
        Proof-of-concept code released for zero-click critical Windows vuln
        Iain Thomson

        If you haven't deployed August's patches, get busy before others do Windows users who haven't yet installed the latest fixes to their operating systems will need to get a move on, as code now exists to exploit a critical Microsoft vulnerability announced by Redmond two weeks ago....

      

      
        Supermicro delays 10-K filling due to accounting issues
        Simon Sharwood

        Financial research org labels server-maker a 'serial recidivist', alleges quality product problems Server-maker Super Micro Computer has warned investors it's not able to meet deadlines for its annual report due to issues with its internal financial reporting....

      

      
        Google trains a GenAI model to simulate DOOM's game engine in real-ish time
        Tobias Mann

        The proof of concept shows promise despite big limitations A team from Google and Tel Aviv University have developed a generative AI game engine capable of simulating the cult classic DOOM at more than 20 frames per second because research.... 

      

      
        Warren Buffett's favorite insurer, GEICO, drops VMware for OpenStack
        Simon Sharwood

        Seeks customizable cloud and less lock-in US auto insurer GEICO has decided to migrate from VMware to OpenStack....

      

      
        Iran's Pioneer Kitten hits US networks via buggy Check Point, Palo Alto gear
        Jessica Lyons

        The government-backed crew also enjoys ransomware as a side hustle Iranian government-backed cybercriminals have been hacking into US and foreign networks as recently as this month to steal sensitive data and deploy ransomware, and they're breaking in via vulnerable VPN and firewall devices from Check Point, Citrix, Palo Alto Networks and other manufacturers, according to Uncle Sam....

      

      
        Elon Musk reins in Grok AI bot to stop election misinformation
        Brandon Vigliarolo

        Because who needs yet another lawsuit? Elon Musk's X has caved to requests from several US Secretaries of State and updated Grok AI to no longer push out misinformation about the 2024 presidential election....

      

      
        Where the computer industry went wrong - the early hits
        Liam Proven

        A personal collection of the memorable missteps and fumbles Part 1: The eight-bit era  You'll find below an informal roundup of the slip-ups and missteps that stick in the mind of The Reg FOSS desk, from the dawn of the microcomputer industry onwards. We are certain that we've missed plenty - let us know your favorites.... 

      

      
        Chinese broadband satellites may be Beijing's flying spying censors, think tank warns
        Simon Sharwood

        Ground stations are the perfect place for the Great Firewall to block things China finds unpleasant The multiple constellations of broadband-beaming satellites planned by Chinese companies could conceivably run the nation's "Great Firewall" content censorship system, according to think tank The Australian Strategic Policy Institute. And if they do, using the services outside China will be dangerous....

      

      
        Volt Typhoon suspected of exploiting Versa SD-WAN bug since June
        Jessica Lyons

        The same Beijing-backed cyber spy crew the feds say burrowed into US critical infrastructure update  It looks like China's Volt Typhoon has found a new way into American networks as Versa has disclosed a nation-state backed attacker has exploited a high-severity bug affecting all of its SD-WAN customers using Versa Director....
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        Original URL: https://www.theregister.com/2024/08/29/google_chrome_vuln_rewards/
    

    Rock Chrome hard enough and get paid half a million

    
Google revises Chrome Vulnerability Rewards Program with higher payouts for bug hunters    


    
        By 
Thomas Claburn        
    

    
        Posted in Security,
        
            29th August 2024 16:30 GMT
        
    


    
Google's Chrome Vulnerability Rewards Program (VRP) is now significantly more rewarding - with a top payout that's at least twice as substantial.
Citing the challenge of finding consequential, exploitable bugs in its Chrome browser after 16 years in release, Amy Ressler, information security engineer at the Chocolate Factory, explained it was time to rethink Chrome VRP rewards to incentivize higher quality bug reporting and deeper research into Chrome vulnerabilities.
Google's approach, according to Ressler, reflects a move away from a list of specific rewards that has separated memory corruption issues from other classes of vulnerabilities. For the past few years, memory safety has become an industry and government priority because the majority of meaningful bugs in large C++ codebases like Chrome are down to flaws like use-after-free and buffer overflows.
Google's new reward structure for memory corruption bugs focuses on four vulnerability categories: high-quality report with demonstration of remote code execution (RCE); high-quality report demonstrating controlled write to an arbitrary memory location; high-quality report of memory corruption; and a baseline report consisting of a stack trace and proof-of-concept exploit code.
"While the reward amounts for baseline reports of memory corruption will remain consistent, we have increased reward amounts in the other categories with the goal of incentivizing deeper research into the full consequences of a given issue," said Ressler. "The highest potential reward amount for a single issue is now $250,000 for demonstrated RCE in a non-sandboxed process."
And obtaining RCE in a non-sandboxed process without a renderer compromise qualifies for a higher amount, to capture the renderer RCE reward.


	Google revamps bug bounty program


	Google, Apple squash exploitable browser bugs


	Google looks at bypass in Chromium's ASLR security defense, throws hands up, won't patch garbage issue


	Google offers 'INFINITY MILLION DOLLARS' for bugs in Chrome


Other classes of vulnerabilities, for a high-quality report on a high-impact bug, top out at $30,000 for a UXSS/site isolation bypass.
Then there's the award for bypassing MiraclePtr - a mechanism to protect against use-after-free memory corruption. Basically, it implements a reference counter that blocks the reuse of freed/released memory when positive and frees it upon reaching zero.
The launch of MiraclePtr in Chrome's active release channels last year meant that bugs mitigated by MiraclePtr in non-renderer processes were considered to be substantially mitigated. But being able to bypass MiraclePtr protection was deemed worthy of a special reward in the amount of $100,115.
With the arrival of Chrome 128, Ressler says that MiraclePtr-protected bugs in non-renderer processes aren't even worth considering as security bugs. So now Google considers MiraclePtr a declarative security boundary and is thus eligible for a reward that reflects the seriousness of crossing that line: $250,128.
So per Google's documentation, a new use-after-free memory corruption bug that demonstrates a MiraclePtr bypass with a high-impact, functional exploit and a high-quality writeup could net $500,128.
Get hunting. (r)
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    Verizon taps another satellite operator to make texting from the middle of nowhere easier

    
iPhone-like functionality coming to other devices on the network soon    


    
        By 
Dan Robinson        
    

    
        Posted in Networks,
        
            29th August 2024 15:33 GMT
        
    


    
Verizon has teamed up with another satellite operator to offer US customers a commercial direct-to-device messaging service for when a terrestrial cell network is not available, starting this fall.
The telecoms giant says that US customers with compatible smartphones will have access to emergency messaging and location sharing, even when out of range of a cell tower, and from early next year it will offer the ability to text anywhere via a satellite connection, again with compatible devices.
Verizon told The Register that there are no additional costs planned for this service, and any customer with a capable device can take advantage of it, irrespective of price plan.
It will be available on the Pixel 9 family of devices out of the box, with the Galaxy S25 to follow, a Verizon spokesperson told us. "Next year we will add text anywhere functionality to the emergency text and location services available this year," they added.
This sounds somewhat similar to the Emergency SOS feature introduced by Apple with the iPhone 14 two years ago, which also enabled users to contact emergency services via a satellite link. Verizon says its service will complement Apple's iOS 18 satellite features, so customers using different devices will also have the ability to text anywhere.
As partner for this service, Verizon has picked Skylo, a company that styles itself as a pioneer in Non-Terrestrial Network (NTN) communications for smartphones and other devices.
Skylo doesn't operate satellites itself, but leases spectrum from other providers such as VIASAT, EchoStar, Strigo, and Ligado Networks, making it a kind of space-going virtual network operator (VNO).
This isn't the first satellite partnership for Verizon. America's largest mobile telco announced earlier this year that it had signed up with AST SpaceMobile, joining rival operator AT&T.
However, AST so far has only a single test satellite in orbit - BlueWalker 3 - and the BlueBird units it needs to operate a commercial service have yet to be placed aloft. These are now at Cape Canaveral awaiting a rocket launch in the first half of September.


	Shots fired as AT&T and Verizon ask FCC to block Starlink's direct-to-cell plans


	Low orbit satellites for phone service may cause more light pollution


	AST SpaceMobile promises the Moon with seamless satellite phone service


	Satellite phone service could soon become the norm


While AST looks set to enable voice and data services via standard smartphones, it seems Verizon couldn't wait for the orbital operator to get its act together.
"We are very excited not only to work with AST, but to be a long-term investor in the success of their satellite services," Verizon's spokesperson told us. "Until their satellite array is launched and functional, we wanted to make sure all of our customers with capable devices have the same basic satellite messaging connectivity."
No date has been offered for when the service via AST may become available, but another telco partner, Japan's Rakuten Mobile, previously said it intended its satellite-based mobile offering to start from 2026.
"We do have a technical path to data and voice messaging with AST," Verizon said. "That deployment will enable SMS-based messaging, with the potential to expand to voice and lightweight data. We do not have details to share on the commercialization of that service today."
Skylo, Verizon's new orbital buddy, previously had an arrangement with Brit smartphone maker Bullitt for an emergency satellite messaging service to complement its ruggedized handsets, announced at CES in January 2023. The company folded earlier this year. (r)
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    Ex-Windows boss who tried to save the Start Menu now Shopify tech wizard

    
Time to make e-commerce great again instead?    


    
        By 
Richard Speed        
    

    
        Posted in Personal Tech,
        
            29th August 2024 14:32 GMT
        
    


    
Mikhail Parakhin, the former Windows boss who pledged to "make Start Menu great again" before departing Microsoft shortly after, has popped up as CTO of e-commerce outfit Shopify.
According to Shopify, "he led Microsoft's AI advancement, building consumer and enterprise-facing products like Copilot," and the company wants his smarts "not just in ML and AI, but in everything we're building to make commerce better for everyone."
Parakhin is also notorious for being outspoken. Given the reins at Microsoft, the engineer took one look at the Windows desktop and did not like what he saw. He took exception to some of the Start Menu functionality in Windows, replying to one complainant that it "annoys the hell out of me, too" and promising "to make Start Menu great again."
Parakhin's openness and willingness to engage were a breath of fresh air compared to certain notoriously secretive factions within Microsoft. In March, Parakhin was part of a reshuffle that resulted in him reporting to new Microsoft hire and DeepMind co-founder Mustafa Suleyman.
Shortly after, Parakhin was on his way "to explore new roles."
Since his stint as the head of Microsoft Bing, Parakhin has turned up in several AI businesses, including as an advisory board member for Perplexity. According to Shopify president Harley Finkelstein, Parakhin's hiring as CTO was a "huge win." Finkelstein lavished praise on the new CTO, saying: "Mikhail is exceptional when it comes to engineering, machine learning, search, and AI."


	Now all Windows 11 users are getting adverts to 'make the Start menu great again'


	Microsoft gets new Windows boss as Start Menu man Parakhin 'to explore new roles'


	Microsoft hits Inflection point, peels off top personnel to form AI division


	Windows boss takes on taskbar turmoil, pledges to 'make Start menu great again'


Shopify's previous CTO was Allan Leinwand, who departed at the beginning of 2023, leaving CEO Tobias Lutke to fill the role until Parakhin's arrival. Lutke described himself as "thrilled" to be working with Parakhin, saying: "He's a brilliant technologist, who I've deeply admired for years. Deep expertise in ML, AI, and search at huge scale."
Shopify turned a profit in 2023 and celebrated by cutting staff and raising prices. Prices have continued to rise in 2024.
In addition to his time at Microsoft, Parakhin was CTO at Yandex, a Russian search engine, between 2015 and 2019.
Parakhin's arrival at Shopify coincides with reports that buy now, pay later firm Klarna plans to eject almost half of its employees in the coming years thanks to greater use of AI. (r)
    






        





This article was downloaded by calibre from https://go.theregister.com/feed/www.theregister.com/2024/08/29/mikhail_parakhin_shopify_cto/



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next







    
        Original URL: https://www.theregister.com/2024/08/29/ai_hiring_freeze_klarna/
    

    Fintech outfit Klarna swaps humans for AI by not replacing departing workers

    
Insists it's not cutting jobs and pays harder-to-automate people more with AI savings    


    
        By 
Brandon Vigliarolo        
    

    
        Posted in AI + ML,
        
            29th August 2024 13:32 GMT
        
    


    
Buy-now-pay-later outfit Klarna's CEO Sebastian Siemiatkowski is so thrilled with the performance of AI at his business that he's planning to shrink the human headcount by half - and predicts he won't be alone.
Klarna released its H1 report [PDF] yesterday, in which Siemiatkowski repeated the excitement he expressed previously about an internal AI powered by ChatGPT the fintech outfit launched earlier this year. After a couple quarters of trialling the bot, Siemiatkowski said, it's doing the work of around 700 employees - in less time, and with the same level of customer satisfaction.
Speaking to the Financial Times after the earnings release, Siemiatkowski declared his company, which now has around 3,800 employees, could shrink by an additional 1800 flesh and blood humans thanks to AI.
"Not only can we do more with less, but we can do much more with less," Siemiatkowski beamed, citing a projection of the firm needing only around 2,000 employees. However, "we don't want to put a specific deadline on that."
Siemiatkowski has been open for some time about what he sees as the role of AI in business. Klarna froze hiring late last year for all roles but engineers in the hopes AI would help fill the gaps left by eventual worker attrition. We're told Siemiatkowski's comments related to the earnings report don't reflect a change in strategy.
"We are not planning on cutting jobs," Klarna global press office lead John Craske told The Register. "However, we are acknowledging that, due to the use of AI we are not replacing those who decide to leave."
Klarna's not alone in embracing that trend. Data from the Federal Reserve Bank of Richmond suggests nearly half of companies choosing to implement internal AI systems are doing so to cut staffing costs, and 54 percent hope it will make remaining employees more productive.
That strategy has paid off for Klarna so far. It reported its average revenue per employee rose from around $400k to just shy of $700k in the past 12 months, and far smaller losses than the same half-year period in 2023. This doesn't include any cost savings associated with ditching task-specific enterprise software for AI, either.
Siemiatkowski reiterated in a Wednesday post on X that his intention was to turn his business into a hotbed of AI talent by allowing employees to leave - around 20 percent do so in a year, he estimated - and passing salary savings onto remaining staff in the form of raises.
So, we're just all settled on this job loss thing?
But what about the thousands of people who'll lose jobs at Klarna and others that take a cue from Siemiatkowski about the value of human capital? That's up to governments to sort out - and they'd better not quash innovation while doing it, the Klarna cofounder asserted in both the H1 report and an interview with the BBC (skip to about the one hour and 20 minute mark).


	AI will reduce workforce, say 41% of surveyed executives


	Dell starts new round of layoffs while it looks to 'unlock modern AI'


	Intuit decimates staff, hopes to hire same number in AI refocus


	Cisco plans to slash thousands more jobs amid AI, cybersecurity push


"I have been one of the people in the tech community that have tried to highlight that [AI will have] a dramatic impact on jobs," Siemiatkowski told BBC Today. He also believes it's an oversimplification to simply say new jobs will be created that displaced workers can occupy.
"Maybe you can become an influencer," the Klarna chief quipped.
"It's critical for government to consider what we could do for the group that could be affected, but at the same point not stop progress," Simiatkowski added. "It's important that Europe and the democracies are ahead in the evolution of AI."
Just don't expect all companies embracing AI to care about the workers they displace. (r)
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    Brain Cipher claims attack on Olympic venue, promises 300 GB data leak

    
French police reckon financial system targeted during Summer Games    


    
        By 
Connor Jones        
    

    
        Posted in Cyber-crime,
        
            29th August 2024 12:32 GMT
        
    


    
Nearly four weeks after the cyberattack on dozens of French national museums during the Olympic Games, the Brain Cipher ransomware group claims responsibility for the incident and says 300 GB of data will be leaked later today.
Le Grand Palais and dozens of other national museums and institutions overseen by Reunion des Musees Nationaux - Grand Palais (RMN-GP) were targeted by cybercriminals over August 3-4.
French newswires reported at the time that the people behind the attack targeted a system used to "centralize financial data" related to the approximately 40 institutions under RMN-GP's watch. 
Brain Cipher's post to its leak blog this week revealed nothing about the nature of the data it allegedly stole, only saying it amounted to 300 GB. The post includes a countdown timer, indicating that RMN-GP's data may be leaked at 2000 (UTC).
The Register contacted the crooks for additional details about their alleged attack, but they did not respond in time for publication.
Since the incident was officially disclosed to the public on August 6, details about the police probe into the incident or the affected institutions' respective recovery efforts have not been forthcoming.
The last time Le Grand Palais, which hosted Olympic events such as fencing and taekwondo, addressed the matter, it said there was no operational impact, suggesting that no systems were encrypted.
It also said there was no evidence to suggest that data had been exfiltrated, but the national cybersecurity and data protection agencies in France, ANSSI and CNIL, were made aware of the incident.
The Register asked RMN-GP for additional information about the claims made by Brain Cipher, but it also did not reply in time for publication.
ANSSI did reply, but didn't offer any information beyond what it shared weeks ago.
Its statement said: "ANSSI, French Cybersecurity Agency, was alerted about the incident and provides assistance to Grand Palais RMN. The incident does not affect information systems involved in the holding of the 2024 Olympic and Paralympic Games."
What is Brain Cipher?
The group allegedly behind the attack only spun up as recently as June. Regular readers may remember the name in connection with the attack on an Indonesian national datacenter a few months ago, which affected more than 200 government institutions.


	Iran's Pioneer Kitten hits US networks via buggy Check Point, Palo Alto gear


	Dick's Sporting Goods discloses cyberattack


	Volt Typhoon suspected of exploiting Versa SD-WAN bug since June


	AMD internal data reportedly offered for sale


Cybersecurity researchers believe Brain Cipher developed its ransomware payload based on the LockBit 3.0 builder, which was leaked in 2022. Many fledgling groups have done the same, so there's nothing to suggest the two groups are linked in any way, other than their penchant for digital mischief.
The leaked builder gives baby ransomware gangs a leg up in terms of being able to start attacking organizations with little setup and development time, but comes with a major drawback. Its signatures are widely known, meaning those with robust, regularly updated defenses will likely be able to detect and quarantine an attack before any real nastiness can unfold.
However, SentinelOne and SOCRadar both said in their respective rundowns of Brain Cipher that its payload appears to feature more advanced code obfuscation techniques than the leaked LockBit builder, making analysis of how it works more difficult.
"Brain Cipher is equipped with several persistence and evasion techniques," said SOCRadar. "It hides threads from debuggers and executes in a suspended mode to avoid detection. Additionally, it enables debug and security privileges, potentially allowing it to bypass security measures. The use of code obfuscation further complicates detection and analysis efforts.
"The obfuscation technique used in Brain Cipher involves the instruction sequence push FFFFFF9Ch; retf. This sequence pushes the hexadecimal value FFFFFF9C onto the stack and then performs a far return (retf), which uses the value on the stack to alter the instruction pointer and code segment registers. This method complicates the control flow, making it difficult for analysis tools and researchers to trace the malware's execution path."
SentinelOne also noted that the group uses the same email domain (cyberfear[.]com) for communication with victims as fellow newbie groups such as Risen and SenSayQ.
CyberFear markets itself as a "spy-proof" encrypted email service that doesn't use know-your-customer (KYC) checks or require phone verification. It says its servers are located "offshore" of the US and it accepts anonymous payments from more than 50 cryptocurrencies. (r)
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    DataVita declares sovereignty with 'National Cloud' for UK

    
Scottish provider promises no hidden fees, full control, and safe haven for data    


    
        By 
Dan Robinson        
    

    
        Posted in PaaS + IaaS,
        
            29th August 2024 11:28 GMT
        
    


    
British hosting biz DataVita has launched what it calls "National Cloud," a service offering clients data residency within the UK, and claims to have full transparency over costs, with no hidden fees or egress charges.
The company, which styles itself as Scotland's largest datacenter and cloud services provider, says that National Cloud has been developed to meet the challenges some organizations face when using the public cloud, positioning itself as an alternative to the big cloud operators.
DataVita has signed a deal with HPE for National Cloud, and in fact the service is based on the HPE GreenLake cloud platform. The company told us that HPE is providing the infrastructure, which is managed via GreenLake, claiming this offers flexibility in how it operates the service.
National Cloud is a public cloud service, though the company says that private/dedicated deployments are also available. It has been created to meet the needs of regulated environments by delivering secure cloud capabilities in a sovereign manner while promising complete visibility and control over cloud resources, and it appears to be targeting public sector customers.
"National Cloud is our answer to the recurring issues organizations face with public cloud services," DataVita Managing Director Danny Quinn stated. "We're actively seeking out workloads that public clouds can't efficiently support, particularly those driven by AI's growing demands and those organizations requiring intricate hybrid cloud architectures."
The company points to its use only of UK datacenters, saying this enables it to address compliance and security concerns for public services and regulated industries. It operates a pair of bit barns located in Scotland - one in Glasgow, another not far away in Lanarkshire - and DataVita told us it uses a network of partner facilities throughout the UK, but only those that match its sustainability requirements.
Omdia Chief Analyst Roy Illsley said there has been growing interest in sovereign clouds, with both Oracle and AWS building EU-specific cloud infrastructure.


	'Data embassies' promise bubbles of digital sovereignty, but India just cooled on the idea


	Australia to build Top Secret cloud in AWS for military and spooky users


	AWS to pump billions into sovereign cloud for Germany


	Tele2 secure collaboration hub for public sector keeps Swedish data in Sweden


"While the UK appears to be less interested in safeguarding our data, unlike the EU, I am sure there is demand for data residency within country. However, that is just the first step in ensuring sovereignty; there is data processing and jurisdictional control," Illsley told The Register.
"This offering sounds like it will tick the boxes for most of the core elements that are needed for a sovereign cloud. How much demand there will be in the UK is unknown, but my estimate is that approximately 15 percent of data might be classified as sovereign," he added.
Gartner Senior Director Analyst Rene Buest agreed there is a trend toward sovereign clouds.
"The reason for this is that sovereignty concerns are rising among customers of public cloud services in government and commercial organizations, especially in Europe, the Middle East, Latin America, Asia/Pacific, and China. Organizations in these regions are becoming increasingly aware of and concerned about their dependence on foreign cloud infrastructure providers," he said.
However, he added that decisions about cloud environments are not always linked to government regulations; they are often due to an organization's risk management, policies, culture, or business strategy.
DataVita claims it is already seeing interest from organizations "looking to escape the limitations of public cloud services" and "gain more control over their critical workloads and data." As well as regulated industries, it says National Cloud is capable of supporting the needs of medium and large enterprises, tech startups, and public sector bodies. (r)
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    Brit teachers are getting AI sidekicks to help with marking and lesson plans

    
Isn't the education system in enough trouble already?    
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Updated The UK government is set to equip teachers with AI tools to help them "mark and plan lessons."
The project, which has PS4 million of government investment behind it, will feed government documents - including curriculum guidance, lesson plans, and anonymized pupil assessments - into AI models, which will then spit out "accurate, high quality content."
This is not a phrase generally associated with AI assistants. For example, we asked Microsoft's Copilot: "How many times does the letter r appear in raspberry?" It replied: "The letter 'r' appears twice in the word 'raspberry.'"
Along with a picture of a strawberry.
What could possibly go wrong?
To be fair to Microsoft, OpenAI's ChatGPT also thought there were two instances of "r" in "raspberry." Google's Gemini said: "The letter 'r' appears four times in the word 'raspberry.'"
We certainly hope they fix that before teachers start using AI assistants to mark homework.
According to the Department for Science, Innovation and Technology (DSIT), the government aims to ease administrative burdens on teachers. UK Science Secretary Peter Kyle said: "This is the first of many projects that will transform how we see and use public sector data. We will put the information we hold to work, using it in a safe and responsible way to reduce waiting lists, cut backlogs, and improve outcomes for citizens across the country."
The PS4 million in funding will be divided into PS3 million for the content store itself - which will consist of teaching standards, guidelines, and lesson plans - and PS1 million for AI companies that come up with "the best ideas to put the data into practice to reduce teacher workload."
Moves to deal with teacher workload have been broadly welcomed, although the use of AI was greeted with caution.


	Google trains a GenAI model to simulate DOOM's game engine in real-ish time


	Elon Musk reins in Grok AI bot to stop election misinformation


	The future of AI/ML depends on the reality of today - and it's not pretty


	Microsoft Bing Copilot accuses reporter of crimes he covered


The UK's National Association of Head Teachers (NAHT) said that while it welcomed proposals on how pressure on school staff could be relieved, "we are also painfully aware that AI is not a substitute for a teacher - who will have the experience and understanding to get the best learning outcomes for children.
"We would like to engage and collaborate with the government at the earliest opportunity to scope the potential for the use of AI, identify concerns and limitations, and ensure that any implementation of AI in education is thoughtful, responsible, and ultimately enhances the learning experience for all."
Daniel Kebede, General Secretary of the National Education Union, said: "It is clear that to solve the teacher retention crisis, reducing workload must be a priority - but there must also be a serious and holistic approach both to issues of technology and workload reduction.
"This means properly engaging with the profession to fully understand the implications of AI for education - both the opportunities but also the limitations, risks, and ethical concerns that AI presents.
"Investment should be directed towards enhancing and embedding the voice of teachers and schools, so that AI tools and products genuinely reflect school and college priorities and are tested and evaluated by them."
The Register asked the government how anonymity will be protected in the training set and how the scenario where an AI might end up marking homework generated by an AI from a lesson plan produced by an AI might be avoided, but we have yet to receive a response. (r)
Updated to add
We heard back from one of the UK government departments, which told us that the project was still at a very early stage. On the subject of anonymity, The Register understands that pupil data will be anonymized before being fed into any models and, furthermore, the process will be opt-in for students and their parents or guardians.
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The UK's third-largest grocery retailer continues to see its IT operations beset with problems as it struggles with its fraught divorce from US retail giant Walmart.
In the last couple of weeks, Asda has been hit by errors and outages affecting online clothing orders, self-scanning technology, and the app used by staff store pickers.
At one point this week, Scan and Go kiosks were closed in all stores as the company issued an update aimed at addressing a number of reported technical issues. Also reported was a slowness of self-checkout tills, a number of which required a manual restart to apply the fix.
Meanwhile, a Store Assist application used by store pickers to select products hit problems. Internal communications seen by The Register suggest that at one point, 262 stores were unable to process orders using the application. Store Assist replaces a Walmart system, and has been introduced to separate the UK retailer's IT systems from its former owner.
The problems add to reports last week that Asda's clothing brand, George, has suffered tech problems with online orders.
Media reports indicated that money was taken from customers' bank accounts, but orders were not sent. Others said they could not complete online returns.
An Asda representative said online orders had been fulfilled and that the issues had been resolved.
"As part of building a bigger and better Asda, we are delivering Europe's largest IT transformation, involving the separation and upgrade of over 2,500 systems from Walmart," the spokesperson told The Register.
"Earlier this month, as part of this process we migrated 9.6 million historic George orders onto our new George.com platform. The overwhelming majority of these were completed successfully and the platform is trading well.
"However, we are aware of a number of issues with some historic customer orders. We sincerely apologise for this and any inconvenience caused and are working hard to resolve them as quickly as possible."
The problems with Store Assist were a minor business-as-usual blip, the spokesperson said. This was resolved within a matter of hours.


	Transformation chief leaves Asda amid Walmart divorce IT projects


	Asda kisses Walmart goodbye with half a billion dollar tech breakup bill


	Asda IT staff shuffled off to TCS amid messy tech divorce from Walmart


	Asda's delayed SAP migration forces extension to Walmart's backend support contract


The troubled tech separation from Walmart has seen the departure of Asda's digital transformation chief. Asda joint owner Mohsin Issa said that Mark Simpson, who has served as chief transformation officer, would leave in July.
Asda has a turnover of PS25.6 billion. The supermarket has been building separate IT systems - including infrastructure, POS, ERP, HR, and payroll - for the last three years, but had to extend its support deal with Walmart to continue to run the old systems beyond a February 2024 deadline.
The Register has reported delays to the ERP project, which involves migrating from a Walmart-hosted legacy SAP system, ECC, to the latest S/4HANA system in Microsoft Azure cloud, a massive business transformation as well as a technical project.
An annual report covering the period until the end of December 2023 shows Asda spent PS241 million on "Project Future," the IT separation program from Walmart. The figure has risen from the PS189 million recorded for the period from September 3, 2020, to December 31, 2021. Media reports suggest the total bill may reach PS800 million.
The move also includes the transfer of around 100 tech team members to Indian outsourcing company TCS. A collective consultation for a staff transfer under TUPE - an arrangement by which employment rights are protected under UK law - has begun with the transfer of staff expected in September. (r)
Updated to add
Asda has asked us to point out that Walmart still retains a stake and has a board seat. Since Mark Simpson's departure, Matt Kelleher has joined Asda as a chief digital officer. Rob Barnes is vice president of digital and tech.
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As the hardware got more capable, the messes got more expensive    
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Part 2: The 16-bit era Welcome back to The Reg FOSS desk's roundup of the slip-ups and missteps from the dawn of the microcomputer industry onward - at least those that are most memorable to us.
In part 1 of this feature series, we took a look at some of the missed chances of the early era of mass-market microcomputers: the eight-bit machines. This overlaps substantially with the following generation of 16-bit machines.
Quantum Leaps... in wrong direc-TI-ons
Sinclair Research did very well with the inexpensive ZX81, and had another hit with the ZX Spectrum. The next machine it launched, though, was one of Sir Clive's most critical blunders.
Aside from references to George Orwell's totalitarian nightmare fuel, nerdier types remember 1984 as the year the first Apple Macintosh debuted. Apple launched it on January 24 - nearly two weeks after Sinclair Research launched its next-generation 16-bit computer, the Sinclair QL.
The big mistake? Sinclair bet that multitasking would be the killer feature for this market. By the end of the month, when the machine was launched - long before it actually started shipping - it was clear that what buyers really wanted was not multiple apps at once, but the point-and-click ease of a GUI.
And yes, we do remember that Texas Instruments launched the 16-bit TI-99 range years earlier, long before the QL, but the TI-99 was so cut down and crippled that the IEEE called it TI's biggest blunder.
Coupling a 16-bit CPU with eight-bit main RAM accessed through the eight-bit video controller chip, the TI-99/4A ended up priced like an eight-bit - with the sluggish performance to match. We're afraid that we consider the 16-bit TI-99 machines to be honorary eight-bitters.
Atari, the Japanese for check!
The stories of Atari and Commodore could be interpreted as a braid of intertwined mistakes, disagreements, and misunderstandings. Commodore's founder, the formidable Jack Tramiel, built the company into a billion-dollar business. He then left to start Tramiel Technology Inc, bought what was left of Atari from Warner, and rebranded as Atari Corporation.
Atari had been a fading force; several years before the C64, it launched the Atari 400 and Atari 800. Cursed with a "keyboard" - we use the word loosely - as nasty as the ZX81's, the low-end model didn't look it, but these early eight-bit machines were the most capable of their era. For the late 1970s, they had amazing graphics and sound, largely thanks to their custom chips: ANTIC, POKEY, and CTIA. But Atari didn't capitalize on its technological lead, and lost its design team, which quit and created the Hi-Toro Lorraine.
But just 18 months after the original $2,495 Macintosh, the new, revivified Atari's rejoinder was the Atari ST. The ST had 512 KB of RAM - four times as much as the Mac - but it cost just $799, under a third of Apple's launch price.
Nicknamed the "Jackintosh" after Tramiel, the ST's apt slogan was "Power without the Price." With inexpensive hardware add-ons containing Apple ROM chips, it could even run MacOS and Mac apps.
A month later, Tramiel's previous company launched a renamed version of the Hi-Toro Lorraine, now dubbed the Commodore Amiga. The Amiga had much better graphics and sound, thanks to Atari's former chipset design team, but even though the original Amiga 1000 model had just half as much RAM as the ST, it cost a cool $1,295.
At the beginning, there was clear demarcation. The ST was a clever agglomeration of off-the-shelf hardware and software and a bought-in OS from Digital Research, loosely based on DR's CP/M-68K. It used PC FAT16-format diskettes and had built-in MIDI ports. For its time, it was quite fast but remarkably affordable.
In contrast, the Amiga was the more capable machine. One example of its professional chops, outside the home and gaming markets, was the industry-redefining Video Toaster. Used to create Babylon 5's special effects, the Video Toaster was one of the Amiga's killer devices in the pro market. Its video prowess even led to a post-Commodore Amiga-compatible computer, MacroSystem's DraCo.
In 1990, Commodore launched a new top-end Amiga, the A3000. These could even run Amiga Unix, and no less than Sun exhibited A3000s at Uniforum. In a splendid example of Commodore's skillful cooperation with industry partners, the new machine's case was too small to hold a Video Toaster.
In this period, both companies spent far too much effort trying to outdo one another. For instance, not wanting to be left out, Atari also briefly offered a UNIX machine, based on its TT030 workstation.
Both companies also offered ranges of x86 PC-compatible computers. Atari offered a whole own-brand PC range, while Commodore started with 8088 and 8086 machines, and later the Select 286 and even a few 386SX models. To us, looking back from the 21st century, this seems like an admission that their proprietary models weren't viable business machines.
We feel that Atari should have leaned in harder on its DOS-like OS and PC media compatibility, and embraced PC standards for cases, expansion, and so on, while Commodore should have moved upmarket into workstation-class machines, but this is merely idle speculation. In the end, rather than trying to differentiate their product ranges, Commodore and Atari went all-in on a price war... and both lost.


	The real significance of Apple's Macintosh


	50 years ago, CP/M started the microcomputer revolution


	The eight-bit Z80 is dead. Long live the 16-bit Z80!


	Apple's Macintosh 128K on a Pi Pico gets thumbs-up from Upton


Acorn's secret 16-bit fling
In the mid-1980s, the market was moving to 16-bit machines. As far as its popular machines went, Acorn seemed to skip this.
Between the influential eight-bit BBC Micro range and the pioneering 32-bit Archimedes series, Acorn did briefly dabble in 16-bit kit.
The widely told story is that Acorn surveyed the market, evaluating 16-bit chips from Intel, Motorola, National Semiconductor, and others, before deciding to go it alone with the original ARM processor. As the Register put it when commemorating the ARM1:


In late 1983, Steve Furber and Sophie Wilson - two engineers based at Acorn Computers in Cambridge, UK - visited and observed chip designers in America, and decided processor design wasn't as scary as they first imagined.


Making that decision was a little more involved than it sounds. The company that Furber and Wilson visited was the Western Design Center, and the chip they went to look at was the 16-bit WDC 65C816 [PDF].
But Acorn didn't just evaluate the chip. It designed, built, and launched an entire computer based on it, its sole 16-bit system and one of the scarcest and least-known Acorn models ever: the Acorn Communicator. As well as the hardware, the Communicator included a port of the Acorn MOS operating system, plus BBC BASIC, the View word-processor, ViewSheet spreadsheet, and a Teletext terminal emulator.
... And little (known) Apples
There was a more visible use of the 65C816, though. In 1986, soon after the Macintosh Plus, Apple also launched a more multimedia-capable rival machine: the 16-bit successor to the 6502-based Apple II range, the Apple IIGS.
The IIGS ran at a modest 2.8 MHz - contrary to widely believed myths, not due to concerns about competing with the Macintosh, but due to the yield problems with the new CPU, as Dan Vincent's in-depth history, The Apple IIGS Megahertz Myth, explains in detail. This also mentions the canceled predecessor machine, the Apple IIX.
Apple has made enough mistakes that a decade ago, The Register published our own list of Apple's 10 greatest fails, and while that list features such ill-conceived machines as the Apple III and the Pippin games console, it doesn't even include the IIGS.
That's almost a testament: the IIGS was a remarkably capable computer, considering that it could run a lot of software built for the very much simpler eight-bit Apple II range.
That was its killer problem. In the early years of the Macintosh range, Apple was kept in profit by sales of the no-longer-glamorous Apple II range. The IIGS capped that range off with a machine that was so capable, it could compete with the Macintosh. In some respects, it outdid the Mac, such as its 4096-color graphics and 32-channel sound.
Arguably, in the IIGS, Apple made a mistake that Commodore, Atari, and even Acorn successfully avoided. It was possible to design a next-generation 16-bit machine that remained compatible with the older generation, while substantially increasing its capabilities... but the resulting systems would be significantly compromised compared to clean, ground-up redesigns that dispensed with backwards compatibility.
Only Acorn had the sheer CPU grunt to offer software emulation of its older range in its next-generation systems, but we will return to that in the third and final part of this series, looking at the 32-bit period. (r)
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Space boffins want pollution from the likes of Starlink regulated    
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Astronomy researchers from several US universities have joined a campaign coordinated by US Public Interest Research Group (US PIRG) to pause low Earth satellite launches and convince the US Federal Communications Commission (FCC) to reconsider exempting swarms of small satellites from environmental review requirements.
Astronomers from Princeton University, University of California, Berkeley, and University of Arizona, among others, have added their names to a public letter that will be presented at some point to FCC space bureau chief Julie Kearney.
The letter asks the FCC to follow prior recommendations from the Government Accountability Office (GAO), which in 2022 issued a report calling for the telecom regulator to revisit its decision to exempt large constellations of satellites from environmental review.
The exemption was created way back in 1986, when far fewer satellites were being launched. The GAO, however, urged the FCC to review the exemption, citing the recent proliferation of satellites and the questions that have been raised about the sustainability of the exemption.
That recommendation was recently echoed by US PIRG, which earlier this month made a similar request to the FCC.
US PIRG notes that the number of satellites in low Earth orbit has increased by a factor of 127 over the past five years, driven largely by the deployment of mega-constellations of communications satellites from SpaceX's Starlink subsidiary.


	Chinese broadband satellites may be Beijing's flying spying censors, think tank warns


	Japan abandons SLIM hopes its lunar lander will revive, ends Moon mission


	India delays planned space station and moon base by five years


	Japan's Astroscale wins contract for space junk harvesting robotic arm


Launching large numbers of small satellites presents potential pollution and safety risks, and spoils stargazing. With 6,000 SpaceX satellites in orbit - a number planned to reach 40,000 in a few years - and a satellite lifespan of just five years, US PIRG expects tons of satellite debris will be burned daily upon re-entering the Earth's atmosphere. That's in addition to the pollution caused by satellite launches, which US PIRG projects will be "equivalent to seven million diesel dump trucks circling the globe each year."
The advocacy group's lobbying has been endorsed by several astronomers, and US PIRG is also seeking support from the public.
"We don't know the long-term effects of the huge number of proposed satellites on our ozone, climate, and environment," argued Samantha Lawler, associate professor of astronomy at University of Regina in Saskatchewan, Canada, in a statement. "What we do know is relying on a decades-old decision to exclude 50,000 satellites from environmental review defies common sense."
In addition to Lawler, signatories include: Minkwan Kim from University of Southampton (lead researcher on the first international study into the environmental impact of space debris disposal using atmospheric ablation); Joshua Reding, AAAS Science & Technology Policy Fellow at the National Science Foundation; and Roohi Dalal from the Outer Space Institute.
SpaceX, which oversees Starlink, did not immediately respond to a request for comment. (r)
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Rules on cross border data transfers have European businesses scratching their heads    
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The European Union and China have launched an initiative aimed at addressing issues faced by European companies in the Middle Kingdom related to the transfer of non-personal data.
The effort goes by the very sexy name "Cross-Border Data Flow Communication Mechanism."
The goal is to address concerns about China's restrictive data export laws, which have left European businesses unsure about what they're allowed to do with data collected in China - particularly in sectors like finance, pharma, automotive, and ICT.
The European Commission has specific concerns around vague language regarding China's requirements to obtain security approvals for exports of all "important data." Beijing has not offered a solid definition of that term - leaving Europeans concerned it could be applied broadly.
The initiative is intended to "focus on practical solutions."


	China sticks national security probe into America's Micron


	TikTok: Yes, some staff in China can access US data


	China's cyberspace regulator details data export requirements


	Beijing wants more outfits like Temu teeming around the world


So far, efforts include "first discussions" between Sabine Weyand, director-general of DG Trade at the European Commission, and Cyberspace Administration of China (CAC) vice-minister Wang Jingtao.
The orgs aim to engage eventually at expert and technical levels, after first reviewing progress at a political level.
The mechanism is part of a broader 2023 agreement between EU and Chinese officials to facilitate data transfers and ensure compliance with Chinese data regulations.
Beijing has long sought to control how its domestic businesses store their data. It is known to take action - including pulling apps and blocking IPOs - against those on its naughty list.
In June of last year, the CAC instituted even tougher rules that required regulatory intervention when sending data abroad. Companies that move data describing over 100,000 individuals or handling information of over one million people were required to conduct risk assessments and file declarations.
The European Commission stated on Monday that the cross-border data transfer restrictions are "a major contributing factor to the declining confidence of European investors in China."
It likely isn't wrong. Many Western businesses have already left the nation. Yahoo! ditched its Chinese operations when the nation's Personal Information Protection Law (PIPL), which regulates data storage, came into effect in 2021.
LinkedIn cited similar reasons when it left a month later.
While China is careful not to let customer data about its citizens leave its shores, it has a reputation for being happy to slurp up the data of other countries' people.
For instance, TikTok admitted back in 2022 that some data about US-based users is transferred back to the Middle Kingdom.
Other countries have started to take notice. Earlier this month, Kakao Pay - a subsidiary of Korea's WhatsApp analog Kakao - got in trouble with regulators for sharing the data of more than 40 million users with a subsidiary of Alipay, a company under the umbrella of Chinese-owned Alibaba. (r)
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    Nvidia's growth slows to a mere 122 percent but it's still topping expectations

    
Still growing in China, ramping Hopper prods and predicting Blackwell billions soon    
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Nvidia has again achieved triple-digit year-over-year growth, but its expansion is slowing.
The GPU giant today revealed Q2 2025 revenue of $30.04 billion - up 122 percent for the year. But it's also rather less than the 262 percent, 265 percent, and 206 percent year-over-year growth the chip shop reported in Q1 2025, Q4 2024, and Q3 2024. Quarter-to-quarter growth has also slowed: for this quarter it was 15 percent, compared to 17 percent, 22 percent, and 34 percent in preceding quarters.
Nvidia isn't worried in the slightest as it predicted $28 billion revenue, plus or minus two percent.
Datacenter kit dominated, contributing $26.3 billion revenue, up 16 percent from Q1 and 154 percent from a year ago. Cloud service providers accounted for 45 percent of that haul, while more than 50 percent came from consumer internet and enterprise customers.
Networking accounted for $3.7 billion of the datacenter total. With an annual run rate of over $14 billion, Nvidia is therefore the second-biggest datacenter networking vendor - and bigger than Arista and Juniper combined.
Investors were told that H200 series accelerators, which use Nvidia's Hopper architecture, are starting to ramp, and big clouds are lining up to buy them.
CEO Jensen Huang said that's because "... if you just look at the world's cloud service providers, the amount of GPU capacity they have available, it's basically none. And the reason for that is because they're either being deployed internally for accelerating their own workloads" or renting them to startups.
"If you have a choice between building CPU infrastructure right now for business or Hopper infrastructure for business right now, that decision is relatively clear," Huang explained, "So, I think people are just clamoring to transition the $1 trillion of established installed infrastructure to a modern infrastructure and Hopper's state-of-the-art."
It's a good thing, then, that supply and availability of Hopper products has improved.
The acceleration champ also revealed it's shipped samples of its forthcoming Blackwell product range - its next-gen tech - and predicted it will bring more billions to the balance sheet this year.


	Delays? We're still shipping 'small quantities' of Nvidia's GB200 in Q4, Foxconn insists


	Huawei's Ascend 910 launches this October to challenge Nvidia's H100


	Tenstorrent's Blackhole chips boast 768 RISC-V cores and almost as many FLOPS


	Intel finally has a new GPU - for cars


Despite US bans on sales of advanced tech to China, revenue from the Middle Kingdom rose. In a regulatory filing [PDF],Nvidia noted "Our datacenter revenue in China grew sequentially in the second quarter of fiscal year 2025 and is a significant contributor to our datacenter revenue" - but still a smaller contributor than it was before sanctions were imposed.
The filing also notes that China's new energy regulations - which set standards for compute performance per watt and per memory bandwidth of accelerators used in new and renovated datacenters - could change in ways that mean Nvidia would not be able to create products that would be allowed in the Middle Kingdom.
Another nugget in the filing is a colossal sales spike in Singapore, which accounted for $5.6 billion revenue - up from $1 billion last quarter. Nvidia's posted similar oddities before, and in this quarter felt the need to inform investors that "most shipments associated with Singapore revenue were to locations other than Singapore and shipments to Singapore were insignificant."
Huang used the earnings call to deliver his usual burst of AI optimism, with associated boasting that Nvidia alone can make it happen. He predicted $32.5 billion of revenue for its next quarter - year-over-year growth of a mere 79.5 percent.
Our sibling publication The Next Platform has covered remarks by CFO Colette Kress here.
Investors didn't like what they heard: Nvidia's shares dropped from around $126 apiece to the $116 range in after hours trading. (r)
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Total revenue for Q2 grew 32 percent    
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CrowdStrike's major meltdown a month ago doesn't look like affecting the cyber security vendor's market dominance anytime soon, based on its earnings reported Wednesday.
CrowdStrike's faulty Falcon sensor update in July bricked 8.5 million Windows machines, grounding thousands of flights worldwide, delaying medical services and downing some US states' 911 emergency services. Nonetheless, it reported better-than-expected revenue for the second quarter of fiscal year 2025.
Total revenue for Q2 grew 32 percent to $963.9 million, execs told investors during a conference call on August 28. Annual recurring revenue (ARR) also increased 32 percent, year-over-year, to $3.86 billion - of which $217.6 million was net new ARR added in the quarter.
And while CrowdStrike did slightly cut its full-year guidance in response to the July incident - to between $3.89 billion and $3.90 billion, compared to its earlier FY 2025 revenue projection of $3.98 billion to $4.01 billion - "our execution following the July 19 incident highlights the resiliency of Crowdstrike's business," CEO George Kurtz declared on an earnings call.
CrowdStrike's fatal Friday on July 19 happened during the last two weeks of the business's quarter. While "a meaningful" number of its deals closed despite the global outage, some of these deals were delayed, Kurtz acknowledged. Still, "the vast majority of these deals remain in our pipeline," he assured investors.
Moving forward, these new customers signing CrowdStrike contracts will be key to watch - and a good indicator if the July 19 fiasco will have any lasting impact on the security vendor, said IDC Group VP of security and trust Frank Dickson.
"When you look at the impact, the only think you're really going to be able to impact is new consideration, new customers evaluating security vendors," Dickson told The Register. "Net-new companies may look at this and say 'I don't know.' But that isn't going to start showing its head in the earnings for another quarter or two."
Existing customers - especially those who have gone all in with CrowdStrike's security products - aren't likely to go anywhere, despite any lingering frustrations about the flawed update.
CrowdStrike, along with some of its competitors, calls its separate products "modules," and all 28 of CrowdStrike's modules connect to its central Falcon platform.
For the quarter, CrowdStrike boasted its module adoption rates were 65 percent, 45 percent, and 29 percent, for five or more, six or more and seven or more modules, respectively, as of July 31, 2024.
According to Kurtz, 48 percent of customers spending at least $100,000 annually on CrowdStrike use at least eight modules - and replacing these products with equivalents from different vendors would be a "costly and time consuming process."
This is where CrowdStrike finds the bulk of its business. "If you only have one service from CrowdStrike, it's a lot easier to cancel," Dickson explained. "If you are a company with four, five, and six modules, it's going to be a lot harder to change. If you were so angry at CrowdStrike that you wanted to rip and replace everything, that's a herculean effort."
Even Delta Air Lines - which has threatened lawsuits against both CrowdStrike and Microsoft for the outage, alleging it cost the airline more than $500 million - is unlikely to switch cyber security providers anytime soon, Dickson opined.
In its latest missive to CrowdStrike, Delta revealed about 60 percent of its "mission-critical applications and their associated data - including Delta's redundant backup systems - depend on the Microsoft Windows operating system and CrowdStrike."
"Even with how much they dislike CrowdStrike right now, I would bet it takes them a couple of quarters if they do actually decide to rip and replace," Dickson observed.
The general consensus, however, seems to be that Kurtz and crew responded well to the incident, appearing apologetic enough to appease angry customers and putting forth a plan to ensure that this doesn't happen again.
Even Palo Alto Networks CEO Nikesh Arora praised the way Kurtz "stepped up to handle the crisis caused by the content update," adding, "your diligence, transparency and perseverance is admirable."
Despite the $10 gift cards sent to CrowdStrike's partners who were working overtime to help customers recover from the outage, it doesn't appear that the security vendor will suffer any lasting damage.
"Longer term, it's possible to improve your reputation based on how proactive your approach is," Dickson noted - pointing to Mandiant, and its then-CEO Kevin Mandia's response to the SolarWinds hack. "They got breached, their tools were stolen, and here they are, one of the preeminent security providers." (r)
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    Public clouds are 'dirty' about VMware's on-prem push, says Broadcom CEO Hock Tan

    
Virtzilla's sales swing decisively to the Cloud Foundation bundle    
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VMware Explore Broadcom CEO Hock Tan has told members of VMware's user group that public clouds are not entirely happy with his private cloud push.
Speaking at a function during the VMware Explore conference yesterday, Tan told the audience the virtualization giant's mission is now "taking workloads back from the public cloud."
"I already am getting dirty emails from the hyperscalers," the CEO added. "They say something like: 'Hey, what are you telling them? What are you doing to us?'"
Tan said his answer is "No different to what you have been doing to us the last ten years" - a reference to his Tuesday remarks that public clouds have made IT more expensive and complex than their native environments. Now VMware intends to make life harder for hyperscalers.
This is tricky territory. Broadcom's strategy for VMware involves partnerships with hyperscalers that include license portability - the ability to buy a software subscription and deploy it at any participating partner - to targets such as Microsoft Azure, Oracle Cloud, and IBM Cloud. VMware considers this to be a "private cloud" because hyperscalers' VMware services see customers rent an entire host. Yet even as VMware tries to send hyperscalers' customers to private clouds, it's arguing that their native IaaS environments are expensive and should only be used for bursty workloads.
No wonder some of those emails are "dirty."
Tan also told the User Group that 85 percent of VMware sales bookings are now for the Cloud Foundation suite - the big bundle of products that Broadcom has made VMware's primary product.


	Broadcom boss Hock Tan says public cloud gave IT departments PTSD


	Google takes on virtual desktops with acquisition of app-streamer Cameyo


	VMware sends vSphere 7 into extra time by extending support for six months


	Broadcom promised to reform VMware so it enables better hybrid clouds. Will it deliver?


However, Broadcom has acknowledged the shortcoming of VCF in not delivering on pre-acquisition VMware's claims of allowing the creation of seamless hybrid clouds spanning compute, storage, and networking.
A recent release addressed some of those issues, and at VMware Explore this week, the chip giant has promised further improvements. It will create consistent APIs and SDKs for all the components of VCF, and a future major release - VCF 9 - that will unify management consoles so operators of private clouds can manage compute, networking, and storage without needing to use different tools.
At the user group function, Tan called on attendees to ensure that VCF is deployed and operationalized.
"We are very open about this in the last couple of days, which is we want those workloads to come back," he said, adding that he wants workloads that are currently on-prem to remain there.
"We have got to get it deployed," he added. "I am counting on the fact that all you guys are very important to the cause."
IT pros who drive VCF implementations, he suggested, will see their relevance and importance elevated in the orgs wherein they toil. (r)
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    AT&T to shell out $950,000 after quad-state 911 outage

    
Service takes another dive just as settlement is announced    
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US telco giant AT&T has reached a settlement with the Federal Communications Commission and will pay nearly $1 million after shutting down 911 emergency calls in four states last year.
The outage hit services in parts of Illinois, Kansas, Texas, and Wisconsin on August 22, 2023 and only lasted 74 minutes - but if you were one of the estimated 400 people trying to use the service it can't have been fun. In addition to the financial settlement AT&T will be monitored for three years to make sure it is fulfilling its emergency service provisioning responsibilities and outage notifications.
"Service providers have an obligation to transmit 911 calls and notify 911 call centers of outages in a timely manner," declared [PDF] FCC chairwoman Jessica Rosenworcel. "Our rules are designed to protect the public and ensure that public safety officials can inform consumers of alternate ways to reach emergency services in the event of an outage."
The outage was caused when an AT&T engineer running unscheduled maintenance shut down part of the network. For normal maintenance, testing would have been carried out first - to see how the shutdown would affect the rest of the network. This wasn't done since it was an impromptu attempt at a network fix.
In keeping with many such actions by US government agencies, this is a settlement, not a fine - meaning AT&T admits no guilt. The cost is equal to less than one hour of profit, according to the telco's last quarterly earnings statement. Making it equal to 74 minutes might have been proportional at least.


	Americans wake to widespread AT&T cellular outages


	Failure to follow proper procedures caused US-wide AT&T outage, FCC says


	FCC slaps Verizon with $1M fine for dropping 911 calls, again


	Hello? Emergency services? I'd like to report a wrong number


Within hours of the deal with the FCC being announced, AT&T suffered another 911 outage - this one lasting a couple of hours in New York, Houston, Chicago and Charlotte, North Carolina. The telco claimed the problem was a software fault.
"We are working to address a software issue that may affect the ability of a limited number of our customers to connect to our wireless network," AT&T told USA Today.
No doubt another administrative slap on the wrist is coming.
The accident-prone telco might be facing a much bigger charge from an outage in February this year, which caused a US-wide outage - including in Puerto Rico and the US Virgin Islands. That outage lasted around 12 hours and shut down all services - not just 911 calls.
"We have implemented changes to prevent what happened in February from occurring again," it promised at the time.
How's that going so far? (r)
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    Microsoft hosts a security summit but no press, public allowed

    
CrowdStrike, other vendors, friendly govt reps...but not anyone who would tell you what happened    
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op-ed Microsoft will host a security summit next month with CrowdStrike and other "key" endpoint security partners joining the fun -- and during which the CrowdStrike-induced outage that borked millions of Windows machines will undoubtedly be a top-line agenda item. 
We won't know for sure, however, because the summit will be held behind closed doors. It won't be live-streamed, and Redmond has said members of the press aren't welcome.
"This event will not be open to press, and the company has nothing else to share at this time," a Microsoft spokesperson told The Register.
In announcing the September 10 Windows Endpoint Security Ecosystem Summit to take place at its Redmond, Washington headquarters, Microsoft Corporate VP Aidan Marcuss said participants will discuss steps that vendors can take to "improve security and resiliency for our joint customers." 
Marcuss cited the July CrowdStrike fiasco and the "important lessons" learned from that disaster. "Our discussions will focus on improving security and safe deployment practices, designing systems for resiliency and working together as a thriving community of partners to best serve customers now, and in the future."
While he didn't specify what these measures might involve, we'd bet that booting security vendors off of the Windows kernel is one of them, and it's likely to be met with a great deal of pushback from providers.
In addition to its fellow software manufacturers, Microsoft will also "invite government  representatives to ensure the highest level of transparency to the community's collaboration to deliver more secure and reliable technology for all."
US Senator Ron Wyden (D-OR), who has been very critical of Microsoft's shoddy security performance while raking in billions of dollars in government contracts, didn't get an invite, we're told.
So...some friendly government officials and security vendors but no press or members of the public ensure "the highest level of transparency" in Microsoft's book?
We shouldn't be surprised. Redmond follows a very specific playbook following all of its security snafus. Transparency about what happened, along with concrete measures to actually fix the problem, isn't part of it.


	Post-CrowdStrike, Microsoft to discourage use of kernel drivers by security tools


	Microsoft answered Congress' questions on security. Now the White House needs to act


	US government excoriates Microsoft for 'avoidable errors' but keeps paying for its products


	Microsoft security tools questioned for treating employees as threats


Granted, this latest fiasco is a CrowdStrike -- not Microsoft -- blunder. But the Windows giant is facing mounting criticism of its own security practices following years of breaches by Chinese and Russian nation-state hackers and teenage Lapsus$ hoodlums alike.
Earlier this summer, Microsoft president Brad Smith testified before Congress about his company's repeated security failings. This was in response to a Homeland Security report blasting the IT giant for allowing Beijing-backed cyberspies to steal tens of thousands of sensitive emails from the Microsoft-hosted Exchange Online inboxes of high-ranking US government officials.
In most of these major mishaps, Microsoft rolls out a shiny new security initiative such as its Secure Future Initiative after the most recent Cozy Bear attack.
With this, and all of its carefully cultivated wordy efforts, Redmond promises transparency and accountability. But at the same time, it pushes back against things like minimum cybersecurity standards for government technology vendors, as Wyden has previously suggested, and independent audits, which also go a long way in trying to prove transparency and openness.
So do open summits, like the one happening next month. Instead of talking about transparent -- or security, for that matter -- simply doing it would be a welcome change. (r)
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    Proof-of-concept code released for zero-click critical Windows vuln

    
If you haven't deployed August's patches, get busy before others do    
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Windows users who haven't yet installed the latest fixes to their operating systems will need to get a move on, as code now exists to exploit a critical Microsoft vulnerability announced by Redmond two weeks ago.
The flaw, CVE-2024-38063, has a CVSS score of 9.8 since it would allow an unauthenticated attacker to run code remotely on an unpatched machine by using a specially designed IPv6 packet and spamming it out to find vulnerable machines. The only workaround is to disable IPv6 and rely instead on IPv4, - which isn't realistic for many people.
Windows 10, Windows 11, and Windows Server systems are all vulnerable. At the time, Microsoft said that there was no evidence of the flaw being exploited in the wild, but ranked it "More Likely" that someone would find a way to use it.
And so it came to pass. A coder with the handle Ynwarcs has now released software designed to exploit the vulnerability. They point out that the PoC code is "rather flaky." However, "the easiest way to reproduce the vuln is by using bcdedit /set debug on on the target system and restarting the machine/VM," they advise.
"This makes the default network adapter driver kdnic.sys, which is very happy to coalesce packets. If you're trying to reproduce the vuln on a different setup, you'll need to get the system in a position where it will coalesce the packets you sent."
Microsoft issued a fix for the problem in the latest Patch Tuesday release on August 13, but it's not uncommon for admins to hold off to see if any patches cause problems (as the August patches did for Linux users) or simply shift them down the queue because of more pressing things needing attention. This has led to the phenomenon of Exploit Wednesday, wherein black hatters would use patch information to attack the recently exposed flaws, although in practice they aren't that quick off the draw.


	Microsoft patches scary wormable hijack-my-box-via-IPv6 security bug and others


	Microsoft's Patch Tuesday borks dual-boot Linux-Windows PCs


	Volt Typhoon suspected of exploiting Versa SD-WAN bug since June


	You probably want to patch this critical GitHub Enterprise Server bug now


On Tuesday Marcus Hutchins, who you may remember as the hacker who thwarted the WannaCry malware attack and was later arrested for teenage computer crimes, published his take on the vulnerability, although without proof-of-concept code.
"Usually, even just reverse engineering the patch to figure out which code change corresponds to the vulnerability can take days or even weeks, but in this case it was instant," he noted.
"It was so easy, in fact, that multiple people on social media told me I was wrong and that the bug was somewhere else. There was exactly one change made in the entire driver file, which it turns out, actually was the bug after all."
Now that this particular vulnerability has received such detailed attention from white hat hackers, the criminals are sure to follow. The zero-click aspect and its ubiquity make this ideal fodder for online scumbags looking to make a buck. So get patching - you have been warned. (r)
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    Supermicro delays 10-K filling due to accounting issues

    
Financial research org labels server-maker a 'serial recidivist', alleges quality product problems    
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Server-maker Super Micro Computer has warned investors it's not able to meet deadlines for its annual report due to issues with its internal financial reporting.
In a Wednesday announcement, Supermicro revealed that it will not be able to file its Form 10-K - the formal annual report required of listed companies in the USA - on time, and will seek an extension.
"Additional time is needed for SMCI's management to complete its assessment of the design and operating effectiveness of its internal controls over financial reporting as of June 30, 2024," the announcement states.
The server maker is standing by its most recent quarterly results, which saw it report huge jumps in revenue and net income.
Supermicro hasn't offered any detail on what it needs to revisit. But financial forensics outfit Hindenburg Research on Tuesday published a long list of issues it identified at the server-maker.
That list mentions the fact that Supermicro was de-listed by the NASDAQ bourse in 2018 and later charged over accounting irregularities.
Hindenburg Research's article also claims Supermicro has:

	Re-hired execs who were associated with its past accounting issues;


	Shipped partial or faulty products so it can recognize revenue;


	Conducted related-party transactions with entities linked to CEO Charles Liang's family, without disclosing them;


	Touted its own liquid cooling tech as a market-making innovation, but demonstrated rivals' tech;


	Shipped shoddy products to customers, who reported high failure rates or terrible build quality.




	Musk ropes Dell, Supermicro into xAI supercomputer project


	Supermicro plans to flood market with liquid-cooled datacenter tech


	Meet the Proxinator: A hyperbox that puts SATA at the heart of VMware migrations


	Underwater datacenters could sink to sound wave sabotage


Take that list with a pinch of salt because Hindenburg's document admits it holds a short position in Supermicro, meaning it stands to profit if the server maker's share price drops.
Which well and truly happened today: after closing on Tuesday at $539, Supermicro's shares plunged to $399 on Wednesday before trending back to $438 at the time of writing.
Investors clearly have a lot to consider. So do buyers of datacenter infrastructure, who Supermicro has targeted with racks full of servers, storage, and switches, often configured to customers' desired specs and supposedly ready to run pre-installed apps. The outfit has also bet big on liquid cooling, one reason its sales have surged as buyers seek AI-ready infrastructure that often runs too hot for conventional cooling rigs to handle.
Hindenburg Research thinks Supermicro's problems mean that push will struggle.
"All told, we believe Super Micro is a serial recidivist," the research firm wrote. "It benefitted as an early mover but still faces significant accounting, governance and compliance issues and offers an inferior product and service now being eroded away by more credible competition." (r)
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    Google trains a GenAI model to simulate DOOM's game engine in real-ish time

    
The proof of concept shows promise despite big limitations    
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A team from Google and Tel Aviv University have developed a generative AI game engine capable of simulating the cult classic DOOM at more than 20 frames per second because research.
The work, detailed in a paper published [PDF] yesterday, demonstrates how reinforcement and diffusion models can be used to simulate game engines in real time.
Dubbed GameNGen, pronounced "game engine," the model was trained on DOOM, but researchers note that nothing about the approach used is specific to that game, and could be applied to any number of titles.
Traditional game engines are coded manually to follow a set loop that tracks user inputs, updates the game state, and renders pixels on the screen. Do this fast enough and it creates the illusion that you're moving through and interacting with a virtual environment.

  Youtube Video

By comparison, GameNGen works a bit differently as the entire game engine and frames are generated on the fly based on the player's action and the past few frames. To do this, you might think the researchers mined hours of game footage from actual players; but according to researchers, this wasn't practical.
Instead, the first phase of GameNGen's training was to create a reinforcement learning agent that learned to play DOOM. The data generated by these training sessions was used to train a custom diffusion model based on Stable Diffusion v1.4, which renders the game.
According to the researchers, running on a single TPU v5, GameNGen was able to achieve around 20 FPS. While that's far from the 60-plus FPS target considered acceptable for most modern first-person shooter games, it's worth noting that the OG DOOM maxed at 35 FPS anyway.
The researchers note that faster performance was actually possible, up to 50 FPS, when dropping down to a single denoising step, but they noted that the quality suffered as a result.
In terms of visual quality, the boffins claim the generated frames are comparable to lossy JPEG compression, and that "human raters are only slightly better than random chance at distinguishing short clips of the game from clips of the simulation." We've embedded the video for you to judge for yourselves, but it's worth noting that those "short clips" only amounted to 1.6 to 3.2 seconds of gameplay.
As you might expect, GameNGen is really a proof of concept at this point and suffers from numerous limitations as highlighted in the paper. Among the biggest comes down to memory. Running on a single TPU v5, the model only has enough room to store about 3-seconds of gameplay.
The fact alone that game logic can function at all despite this limitation is "remarkable" in the words of the researchers.
Another limitation highlighted in the text is that relying on reinforcement learning agents as a source of training data means that not every corner of the original game was mapped. "Our agent, even at the end of training, still does not explore all the game locations and interactions, leading to erroneous behavior in those cases." (r)
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    Warren Buffett's favorite insurer, GEICO, drops VMware for OpenStack

    
Seeks customizable cloud and less lock-in    
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US auto insurer GEICO has decided to migrate from VMware to OpenStack.
Tad Van Fleet, a distinguished architect at GEICO, said "OpenStack allows us to avoid vendor lock-in and allows us to customize our infrastructure to meet our specific needs. We can integrate various open source tools and platforms, which is something we couldn't do with VMware. Additionally, OpenStack's community-driven development model means we can contribute back and benefit from innovations made by others."
GEICO's migration is already in progress and the insurer is hiring staff to advance it: we've spotted jobs covering software-defined storage that mention Ceph and MinIO, networking gigs that seek skills in SONiC NOS, plus roles that require service reliability engineering and hardware expertise. One gig seeks a "Staff Engineer - OpenStack" to "spearhead the design, development, deployment, and management of our advanced private cloud systems."
Whoever gets that gig "will be pivotal in transitioning objectives into operational realities, contributing significantly to the organization's growth and success in the private cloud space."
Some of the jobs have salary ceilings beyond $300,000.
Van Fleet said GEICO's migration started with "right-sizing our environment to eliminate over-provisioned resources. This allowed us to reduce the number of physical servers and streamline our infrastructure."
We can't tell you much more about the move, because GEICO declined to comment on the matter.
The Register learned of the insurer's plans in a draft white paper published by the Open Infrastructure Foundation that advises on the feasibility of VMware-to-OpenStack migrations. Not long after we sought comment from GEICO about its plans, the URL for the white paper produced a 404 error.
Whatever GEICO's reasons for its move, it joins other high-profile orgs that have backed away from VMware: we've previously reported on moves by Computershare and Boyd Gaming. Those decisions were motivated, in part, by the licensing changes Broadcom brought to VMware. It's unclear if GEICO decided to move for the same reason.
GEICO is one of legendary investor Warren Buffett's most successful ventures. Buffett is immensely wealthy but a famously modest spender, and generally likes companies he invests in to keep a very close eye on costs. The Register fancies GEICO may see open source as helping it to do so. (r)
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    Iran's Pioneer Kitten hits US networks via buggy Check Point, Palo Alto gear

    
The government-backed crew also enjoys ransomware as a side hustle    
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Iranian government-backed cybercriminals have been hacking into US and foreign networks as recently as this month to steal sensitive data and deploy ransomware, and they're breaking in via vulnerable VPN and firewall devices from Check Point, Citrix, Palo Alto Networks and other manufacturers, according to Uncle Sam.
In a joint security advisory issued today, the Federal Bureau of Investigation (FBI), Cybersecurity and Infrastructure Security Agency (CISA), and the Department of Defense Cyber Crime Center (DC3) warned network defenders that Pioneer Kitten continues to exploit American schools, banks, hospitals, defense-sector orgs, and government agencies, along with targets in Israel, Azerbaijan, and the United Arab Emirates.
These attacks include network intrusions to steal sensitive technical data from US defense contractors, along with Israel- and Azerbaijan-based organizations, in support of the Iranian government, we're told.
Most of the attacks against American targets, however, are financially motivated and not state-sanctioned, according to the FBI and friends.
"The FBI assesses a significant percentage of these threat actors' operations against US organizations are intended to obtain and develop network access to then collaborate with ransomware affiliate actors to deploy ransomware," the joint alert says. 
Recently, federal law enforcement agencies have spotted Pioneer Kitten (aka Fox Kitten, UNC757, Parisite, RUBIDIUM and Lemon Sandstorm) working with ransomware-as-a-service gangs NoEscape, Ransomhouse and ALPHV/BlackCat.


IRGC's Peach Sandstorm back in attack mode with a brand-new backdoor


A different Iran government-linked group, this one believed to operate as the hacking arm of the Iranian Islamic Revolutionary Guard Corps (IRGC), has been using a new custom backdoor, dubbed Tickler, between April and June, according to Microsoft.


Redmond's threat hunters track the IRGC gang as Peach Sandstorm, and say the new malware has been used in attacks targeting the satellite, communications equipment, oil and gas, and federal and state government sectors in the US and the United Arab Emirates.


The cyber spies also used Azure cloud infrastructure hosted in fraudulent, attacker-controlled Azure subscriptions for command-and-control (C2).


The first Tickler malware sample spotted was sent via an archive file named Network Security[.]zip along with benign PDF files used as decoy documents. "The sample collects the network information from the host and sends it to the C2 URI via HTTP POST request, likely as a means for the threat actor to orient themselves on the compromised network," according to Microsoft Threat Intelligence.


It appears Peach Sandstorm has since improved the malware, as the second sample, sold[.]dll, is a Trojan dropper that downloads additional payloads from the C2 server. This includes a backdoor, a batch script to set persistence for this backdoor, and legitimate files: msvcp140[.]dll, LoggingPlatform[.]dll, vcruntime140[.]dll, and Microsoft.SharePoint.NativeMessaging[.]exe.


These are all Windows signed binaries that Microsoft surmises are used for DLL sideloading.


"The Iranian cyber actors' involvement in these ransomware attacks goes beyond providing access; they work closely with ransomware affiliates to lock victim networks and strategize on approaches to extort victims," according to the US agencies. "The FBI assesses these actors do not disclose their Iran-based location to their ransomware affiliate contacts and are intentionally vague as to their nationality and origin."
This new warning follows multiple instances of finger pointing against Iran for its malicious cyber activities. Last week, US authorities named Iran as the likely source of a recent hack-and-leak attack against former US president and current candidate Donald Trump amid multiple reports of Iranian crews intensifying their election meddling efforts. 
Earlier this month, OpenAI banned ChatGPT accounts linked to an Iranian crew suspected of spreading fake news on social media sites about the US presidential campaigns, and both Google and Microsoft have warned of ongoing attacks targeting both political parties' candidates.
Today's warning, however, focuses on a different government-backed gang, which CISA and the FBI say has been active since 2017. 
Pioneer Kitten
In 2020, CISA and the FBI published a similar warning about Pioneer Kitten breaking into a similarly wide range of US industry sectors to steal credentials and other sensitive information.
The group refers to itself as "Br0k3r" and "xplfinder" on their Tor and social media sites, and also uses an Iranian IT company, Danesh Novin Sahand, likely as a cover for its malicious cyber activities.
While Pioneer Kitten has historically abused years-old bugs in Citrix Netscaler (CVE-2019-19781 and CVE-2023-3519) and BIG-IP F5 (CVE-2022-1388) devices to gain initial access to victim organizations. As of July, they have been scanning the Shodan search engine for IP addresses hosting Check Point Security Gateways devices that are vulnerable to CVE-2024-24919, which the software vendor in June warned was under active exploitation.
A few months earlier, in April, the feds caught the Iranians scanning for vulnerable Palo Alto Networks PAN-OS and GlobalProtect VPNs. The crew was likely conducting reconnaissance and probing for unpatched devices vulnerable to CVE-2024-3400, a critical command-injection flaw that received a 10 out of 10 CVSS severity rating.
Side note: multiple proof-of-concept exploits exist for CVE-2024-3400, so if you haven't updated your Palo Alto Networks firewall/VPN yet, if Iran's not sitting on your device right now, someone else likely is.


	Iran named as source of Trump campaign phish, leaks


	OpenAI kills Iranian accounts using ChatGPT to write US election disinfo


	Google raps Iran's APT42 for raining down spear-phishing attacks


	Iran most likely to launch destructive cyber-attack against US - ex-Air Force intel analyst


After successfully exploiting a vulnerable device, Pioneer Kitten performs the usual criminal activities. They use webshells to steal login info and maintain network access. With the stolen admin-level credentials, the crooks disable antivirus and other security software. 
They also create new accounts -- observed names include "sqladmin$," "adfsservice," "IIS_Admin," "iis-admin," and "John McCain" -- and request exemptions from the zero-trust application and security policies for various tools they intend to deploy. And then, they install backdoors to load malware and exfiltrate data.
In the feds' joint alert, they include a list of IP addresses and domains that Pioneer Kitten has been using this year, so it's a good idea to check out the list and then block -- or at least investigate -- any of these addresses.
However, the Iranian hackers have also been known to break into companies' cloud environments and use this infrastructure for cyber espionage operations targeting other organizations. 
"The FBI observed use of this tradecraft against U.S. academic and defense sectors, but it could theoretically be used against any organization," the alert notes. "The FBI and CISA warn that if these actors compromised your organization, they may be leveraging your cloud services accounts to conduct malicious cyber activity and target other victims." (r)
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    Elon Musk reins in Grok AI bot to stop election misinformation

    
Because who needs yet another lawsuit?    
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Elon Musk's X has caved to requests from several US Secretaries of State and updated Grok AI to no longer push out misinformation about the 2024 presidential election.
Secretaries of State from Minnesota, Michigan, New Mexico, Pennsylvania, and Washington confirmed in a press release this week that X had updated Grok to direct anyone who uses election-related terms in their search query to vote.gov for the most up-to-date information, instead of taking matters into its own hands.
  "We appreciate X's action to improve their platform and hope they continue to make improvements that will ensure their users have access to accurate information from trusted sources in this critical election year," the Secretaries said. "Elections are a team effort, and we need and welcome any partners who are committed to ensuring free, fair, secure, and accurate elections."
The matter was triggered after screenshots of Grok's responses began surfacing online shortly after US President Joe Biden left the race, claiming the ballot deadline in nine states - the five operated by the quintet included - had already passed, making it impossible for the Democratic Party to change its candidate.
"The false information about ballot deadlines has been captured and shared repeatedly in multiple posts - reaching millions of people," the Secretaries wrote in their early August letter [PDF] to Musk. "Furthermore, Grok continued to repeat this false information for more than a week until it was corrected on July 31, 2024."
Citing an agreement between OpenAI and the National Association of Secretaries of State to direct voters to CanIVote.org when ChatGPT is asked questions about elections, the letter writers asked Musk to ensure Grok did the same thing.
Grok might not be sending folks to the site the Secretaries asked it to, but any concession from someone as stubborn as Musk is a win. 


	Elon Musk claims live Trump interview on X derailed by DDoS


	Judge acquits web dev accused of spreading fake news that led to UK riots


	Chucking Trump etc off Twitter after Jan 6 provides key data for misinfo experiment


	FBI, cyber-cops zap ~1K Russian AI disinfo Twitter bots


"Election rules and procedures can vary widely from state to state, and voters should seek out information from their local election officials about who can vote, when they can vote, and how they can vote in their area," the Secretaries who contacted X said. "Websites like Vote.gov and CanIVote.org are also trustworthy resources that can connect voters with their local election officials."
Musk has been facing increasing pressure for posting misleading information that could be viewed as election interference given his considerable reach. More broadly, X has become a hotbed of misinformation and hate speech that's repelled advertisers since Musk took over. Most recently, the billionaire has been pressured to take his role at X more seriously after false claims proliferated on X surrounding right-wing riots in the UK.
With the US government largely touting its election tech as secure, misinformation and disinformation have become primary focuses for government officials in the run-up to the 2024 presidential election.
It's not clear if Grok will still generate false images or information about elected officials or candidates, another problem it's had of late. Inquiries to X were not immediately answered, and the Secretaries of State have declined to provide further comment.
A group of Democratic lawmakers separately asked the Federal Election Commission (FEC) this week to investigate whether fake images like those generated by Grok amount to actionable fraud.
"Twitter and Elon Musk have the responsibility to implement and require responsible use of its AI technology and, if not, the FEC must urgently step in to prevent further electoral fraud," Ohio representative Shontel Brown said of Grok's potential for misuse. (r)
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Part 1: The eight-bit era You'll find below an informal roundup of the slip-ups and missteps that stick in the mind of The Reg FOSS desk, from the dawn of the microcomputer industry onwards. We are certain that we've missed plenty - let us know your favorites.
We often hear Commodore fans saying that the company had the worst management in the history of the industry... and it did make its fair share of bad decisions. Even so, there are plenty of rivals for that dubious honor.
Before we recount some other catastrophically bad moves, we thought we'd recap a few of Commodore's awful decisions, for the benefit of non-Commodore types. (Like us: The Reg FOSS desk wasn't a Commodore owner in their prime - this vulture owned Sinclair, then Amstrad, then Acorn kit.)
Those crazy Commies
Commodore sold tens of millions of its multiple different computers, and descendants, offshoots, and successors, not to mention newer versions of its last OS are still available today.
A great place to start is the wonderful Secret Weapons of Commodore site. It lists an amazing variety of devices that Commodore never got around to launching. Few companies have had so many different cancelled products, let alone the many that did make it to market.
Of the models that did reach the market, Commodore's early eight-bit machines followed a natural enough evolution. The original Commodore PET was very early for an all-in-one microcomputer. It was expensive enough already, without adding luxuries that would have been prohibitively expensive in the 1970s, like color and sound. Then came a brutally cost-cut home machine, the very limited - 5kB RAM, 22 columns of text - but even so very successful VIC-20.
After these, Commodore came up with the Commodore 64, arguably the most successful eight-bit of all time. For some mystifying reason, it even offered a portable model, the SX-64. (We suspect this demonstrates that Commodore was day-dreaming about the higher-margin business market.)
The C64 was an enhanced, similar but mostly incompatible, improved, and expanded VIC-20, with a very competitive 64 kB of RAM, superb graphics and sound for 1982. Its only real drawbacks were its expensive and horribly slow disk drives, but then most early C64 owners didn't get those - because their parents didn't buy them. The other limitation was its terrible BASIC: essentially the same one as in the PET, because that meant Commodore didn't have to pay any extra and it could fit into a measly 20kB of ROM. Again, games-playing children didn't care if their BASIC had no graphics or sound support.
It's what came next that was when things started to go strange. Rather than capitalizing on its multimillion-selling range, Commodore launched a new range that was both incompatible and, in important ways, inferior: the 264 series, notably the C16 and Plus/4. They were cheaper, but they couldn't run C64 games.
It followed that with the C128, a C64 with more memory and an even better BASIC - and a built-in Z80 second processor, so the C128 could run CP/M, that famous monochrome text-only OS for 1970s business computers. Why a Z80? Because the improved model was incompatible with Commodore's C64 CP/M cartridge. A more sensible move might have been a new-model Z80 cartridge, saving most owners the cost of a whole CPU they'd never use.
The C128 was arguably sexy, sure, but we feel its two models should never have happened. What most owners could have been delivered in incremental improvements to the C64 was bigger, faster disk drives, better graphics, 80-column text, and so on. Instead, the company designed, built, branded, and marketed these huge wastes of effort. They had a better BASIC, but that wasn't hard. Even so, BASIC was irrelevant to most owners of the greatest gaming eight-bit. Even less relevant was CP/M, which bloated the price for no useful gain. Just what a pre-teen playing video games in their bedroom wanted: dBase II and WordStar!
What most C64 owners really wanted was a better games machine: faster, more colors, better sound, more and quicker storage. Eventually, and probably much too late, Commodore came up with the answer: the Commodore 65. Over three times faster, with twice the memory, stereo sound, a faster and more capacious 3.5 inch floppy drive, 4096 colors, and BASIC 10.
That, of course, is the successor it cancelled: the C65 never launched.
Sinkers or swim
But it wasn't just in America that the home-computer pioneers didn't know what to do. In the early days of the microcomputer industry, most companies' management had no idea where things would go, and many things that are obvious in hindsight really were not apparent at the time. Pretty much every manufacturer flailed around.
Sinclair had vast successes in the Z80 market (although they were just too cheap for the American market). It sold millions of the ZX81 and ZX Spectrum, but less visibly until after the Iron Curtain fell, the Spectrum also inspired dozens of clones.
When Timex launched the US version of the ZX Spectrum, the Timex-Sinclair 2068, it fixed the biggest problem affecting Spectrum games: the dreaded attribute clash. Although the Speccy had 256x192 graphics, in a clever hack to save expensive RAM, the resolution for colors was limited to the text resolution of 32x24 - so when graphics moved across the screen, colors flashed and changed and didn't line up. Timex boosted the color resolution to lines of pixels rather than characters: 32x192. Much better color, but only needing about 6kB more of that precious 48kB of memory.


	AmigaOS 3.2.2 released for those feeling nostalgic


	When Commodore ruled the world


	Remembering the Commodore PET 2001


	The ten SEXIEST computers of ALL TIME


The TS2068 could also run CP/M and had a "high" resolution (512x192) monochrome mode, too. Timex's big blunder, though, was that it implemented these changes without regard for keeping compatibility with the original model Spectrum. The result was a more capable machine, but one that couldn't run the majority of the UK ZX Spectrum's thousands of games.
Even more bizarrely, though, when Sinclair Research launched the ZX Spectrum 128 in 1986, it adapted a Spanish design - adding the same, better sound chip as the US model (but, naturally, mapped to different, incompatible memory addresses). It also had its own, equally incompatible, banked memory scheme, which unlike the US model couldn't map RAM in place of the BASIC ROM. This made the machine unable to run CP/M - which unlike its Commodore rivals, the Spectrum had the appropriate CPU to handle. That wasn't fixed until Amstrad launched its ZX Spectrum +3 in 1987.
But much more relevant to the Spectrum's budget-gamer market, Sinclair - and its Spanish partner Investronica - failed to add the US model's better graphics. This vulture still owns his original 1987 128K Spectrum and, 38 years later, is still somewhat bitter about being deprived of 64-volume mode.
From tiny Acorns...
It wasn't just Sinclair, of course. Its arch-rival Acorn was just as guilty. Its classic BBC Micro introduced millions of school pupils to computers, especially thanks to the BBC's Computer Literacy Project. But with just 32kB of RAM, it was chronically short of memory. Mode 2 graphics used 20kB, meaning that the entry-level 16kB BBC Model A couldn't use that mode at all.
For both Model A and Model B owners, the most common answer was to use Mode 7, with teletext-style graphics produced by the Mullard SAA5050 chip. With most of the picture generation handled in hardware, this gave crisp 40-column text in a now iconic font, and blocky but colorful graphics - in one-eighth of the memory of any of the other modes.
When the company launched the cut-price Acorn Electron computer, guess which chip it left out...
The Electron bombed horribly and nearly bankrupted the company, before making arguably the greatest comeback in the history of the industry - but we'll get to that.
Coming next
Many of the same companies exhibited equally poor decision-making when it came to the 16-bit era, which we will move on to in Part 2. (r)
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    Chinese broadband satellites may be Beijing's flying spying censors, think tank warns

    
Ground stations are the perfect place for the Great Firewall to block things China finds unpleasant    
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The multiple constellations of broadband-beaming satellites planned by Chinese companies could conceivably run the nation's "Great Firewall" content censorship system, according to think tank The Australian Strategic Policy Institute. And if they do, using the services outside China will be dangerous.
A Monday note by the Institute's senior fellow Mercedes Page notes that Chinese entities plan to launch and operate three low-Earth-orbit satellite constellations to provide terrestrial internet services. As The Register has reported, the first of 15,000-plus planned satellites launched earlier in August.
Page thinks the satellites show "China is not only securing its position in the satellite internet market but laying the groundwork for expanding its digital governance model far beyond its borders."
"Central to China's ambition is the concept of cyber sovereignty - the notion that each nation has the right to govern its digital domain," she wrote, adding that "China has used this principle to build a heavily censored surveillance system supporting the Chinese Communist Party's power, widely condemned for violating human rights."
Page also notes that satellite broadband services rely on a small number of ground stations, or gateways, and that those facilities are ideal locations to run systems that monitor, block and filter content.
She therefore argues that countries that use Chinese space broadband services "could more easily control what information is accessible within their borders, much as the Great Firewall of China operates domestically.
"This could mean blocking politically sensitive topics, monitoring user activity, or shutting down the internet during unrest."
Internet shutdowns during unrest are quite common: we've recently seen them in Myanmar, Bangladesh, and Pakistan. Page suggests that "satellite internet has often been hailed as a means for dissidents and activists to bypass restrictive governments," but warns that China's model of internet governance means satellite services run by Middle Kingdom carriers "would be starkly different."


	Viasat says latest broadband satellite failed to fully deploy antenna


	Chinese satellite broadband launch rocket breaks up into space junk


	India's space gatekeepers pick Eutelsat OneWeb to provide satellite broadband


	AST SpaceMobile promises the Moon with seamless satellite phone service


She also argues that satellite broadband could give Beijing diplomatic leverage.
"Countries relying on China's infrastructure for connectivity may risk being pressured to comply with Beijing's demands, including censoring content critical of China, sharing sensitive data or suppressing domestic dissent in China's interests. For example, a journalist in a country that relies on China's satellite internet services might find his or her connection reduced or severed when reporting human rights abuses in China."
Page also warned "The centralized nature of satellite internet may also make countries more vulnerable to cyber espionage by the Chinese government or malicious actors." Another security risk comes from Chinese laws that require companies to store data within China and make it accessible to the Chinese government. "As China's satellite projects are intended to provide global coverage, the data of international users - spanning communication, location, and internet activity - would be subject to Chinese data laws." And that could mean "Chinese authorities could potentially access any data transmitted through Chinese satellite internet services."
If Chinese satellite broadband services are widely adopted, Page thinks "the world may witness the rise of a new digital Iron Curtain extending from space, dividing the free flow of information and imposing state control on a global scale."
Which sounds terrifying. However, many nations are already wary of satellite broadband, and are attempting to regulate it like any other telco. China's telcos and networking equipment providers have already been banned in many nations, while Beijing's various diplomatic efforts are increasingly regarded with scepticism after they left countries like Sri Lanka and Zambia in deep debt.
With US-based satellite broadband providers like Starlink and Amazon's Kuiper likely to offer service that matches the performance of Chinese providers, nations will have an easy way to route around Beijing's network controls. That is, if they are applied to satellite internet - a circumstance about which Page speculates, but which is not certain to eventuate. (r)
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The same Beijing-backed cyber spy crew the feds say burrowed into US critical infrastructure    
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update It looks like China's Volt Typhoon has found a new way into American networks as Versa has disclosed a nation-state backed attacker has exploited a high-severity bug affecting all of its SD-WAN customers using Versa Director.
This vulnerability, tracked as CVE-2024-39717, is being abused to plant custom, credential-harvesting web shells on customers' networks, according to Black Lotus Labs. Lumen Technologies' security researchers have attributed "with moderate confidence" both the new malware, dubbed VersaMem, and the exploitation of Volt Typhoon, warning that these attacks are "likely ongoing against unpatched Versa Director systems."
Volt Typhoon is the Beijing-backed cyberspy crew that the feds have accused of burrowing into US critical infrastructure networks while readying "disruptive or destructive cyberattacks" against these vital systems.
Versa Director is a software tool that allows for the central management and monitoring of Versa SD-WAN software. It's generally used by internet service providers (ISPs) and managed service providers (MSPs) to maintain their customers' network configurations -- and this makes it an attractive target for cybercriminals because it gives them access to the service providers' downstream customers.
That appears to be the case with this CVE, as Versa notes the attacks target MSPs for privilege escalation. 
In a Monday security advisory, the software manufacturer noted that the bug allowed users with Provider-Data-Center-Admin or Provider-Data-Center-System-Admin privileges to upload malicious files. 
It affected customers that hadn't implemented Versa's recommended system hardening and firewall guidelines, and, as a result, had a management port exposed to the internet, which gave the cyber snoops access to the victims' networks.
Versa has since released a patch, and encourages all customers to upgrade to Versa Director version 22.1.4 or later and apply the hardening guidelines. But the advice comes too late for some, as we're told: "This vulnerability has been exploited in at least one known instance by an Advanced Persistent Threat actor."
The software maker did not immediately respond to The Register's questions about the scope of the attacks, and who is believed to be responsible for the exploits.
The US Cybersecurity and Infrastructure Security Agency (CISA) on August 23 added CVE-2024-39717 to its Known Exploited Vulnerabilities catalog.
In subsequent research posted today, the Black Lotus Labs team says China's Volt Typhoon cyber espionage crew exploited this CVE as a zero-day for more than two months. 
"Analysis of our global telemetry identified actor-controlled small-office/home-office (SOHO) devices exploiting this zero-day vulnerability at four U.S. victims and one non-U.S. victim in the Internet service provider (ISP), managed service provider (MSP) and information technology (IT) sectors as early as June 12, 2024," the threat hunters noted.
After gaining access to the victims' networks via the exposed Versa management port, the attackers deployed the VersaMem web shell, which steals credentials and then allows Volt Typhoon to access the service providers' customers' networks as authenticated users. 
"VersaMem is also modular in nature and enables the threat actors to load additional Java code to run exclusively in-memory," the security shop added.


	Beijing's attack gang Volt Typhoon was a false flag inside job conspiracy: China


	America's enemies targeting US critical infrastructure should be 'wake-up call'


	Five Eyes tell critical infra orgs: Take these actions now to protect against China's Volt Typhoon


	68 tech names sign CISA's secure-by-design pledge


When asked about Black Lotus Labs' attribution, Doug Britton, chief strategy officer at RunSafe Security, agreed that "this seems like a classic Volt Typhoon exploit."
Britton works with critical infrastructure CISOs to protect against this particular government-backed crew, and said this new attack "fits with their established MO of targeting edge systems to then move inbound for living off the land."
"This is a high-leverage attack, similar to SolarWinds, that once compromised, can allow attackers to expand their footprint below radar," he told The Register.
Plus, for anyone not yet convinced that software should be secure by design -- with the onus for managing security risks falling on technology manufacturers, not the end users -- this latest vulnerability should be more proof that CISA is on to something.
"The Versa blog on the topic subtly chastises affected users for failing to implement recommended security guidance," Britton said. "CISA's whole point in Secure by Default is that vendors need to find ways to guarantee that the out of the box system is as secure as possible, minimizing the possibility that overworked operators make these types of errors."
It also highlights the need for vendors to find a way to future-proof their products against unknown flaws, he added. "Commercially available technologies exist that can allow product and software manufacturers the ability to neutralize entire classes of vulns (known and unknown), without devolving into the whack-a-mole game of bug chasing." (r)

  Updated at 1730 UTC on August 28

CISA Executive Assistant Director for Cybersecurity Jeff Greene told The Register: "Based on collaboration with our industry partners, CISA issued an alert last Friday adding the Versa Director vulnerability to our known exploited vulnerabilities (KEV) catalog, which is our authoritative source of vulnerabilities that are being actively exploited.
"We issued a new alert yesterday with updated information and we urge all relevant organizations to prioritize patching this vulnerability."
"At this time, CISA has no indication that Federal agencies have been impacted," Greene noted. "While the U.S. government has not attributed this threat to a specific actor, CISA has been clear about the urgent risk to critical infrastructure posed by Chinese cyber actors. We urge critical infrastructure owners and operators to take steps to protect against this threat and improve their security and resilience."
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