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      Biting the hand that feeds IT -- Enterprise Technology News and Analysis


      
        Google Chrome gets a mind of its own for some security fixes
        Thomas Claburn

        Browser becomes more proactive about trimming unneeded permissions and deceptive notifications Google has enhanced Chrome's Safety Check so that it can make some security decisions on the user's behalf....

      

      
        Transport for London confirms 5,000 users' bank data exposed, pulls large chunks of IT infra offline
        Richard Speed

        NCA confirms arrest of 17-year-old 'on suspicion of Computer Misuse Act offences' - now bailed Breaking  Transport for London's ongoing cyber incident has taken a dark turn as the organization confirmed that some data, including bank details, might have been accessed, and 30,000 employees' passwords will need to be reset via in-person appointments....

      

      
        AMD sharpens silicon swords to take on chip and AI rivals
        Dan Robinson

        CEO Lisa Su sets sights on being best in GPUs, CPUs, FPGAs, everything... as Intel struggles Comment  Once the relative minnow of the chip industry, AMD senses blood in the water following a series of missteps by arch-rival Intel, and head honcho Lisa Su is wasting no time in talking up its game plan to investors....

      

      
        Major ISP bungles settings, causing Microsoft 365, Azure outage
        Brandon Vigliarolo

        AT&T confirms 'brief disruption,' no indication of foul play updated  If you're having issues logging into Azure this morning, no - it's not just you: Microsoft has confirmed an issue. ... 

      

      
        SpaceX Polaris Dawn mission completes first commercial EVA
        Richard Speed

        More cautious than 1960s efforts, spacewalk goes off without a hitch SpaceX's inaugural commercial spacewalk and the first EVA using its spacesuits has taken place, almost eclipsing yesterday's altitude record....

      

      
        Redis justifies open source shift with fresh hardware, LLM cost-saving features
        Lindsay Clark

        CEO argues more restrictive licensing was key to DB refresh, and says team 'expected' the fork Interview  Redis is the most popular database on AWS, which is, of course, the most popular cloud. The fact the relatively little known database, which launched in 2009, punches above its weight against well-established rivals might owe a lot to its reputation as a handy off-the-shelf cache developers know and love. Yet for the last couple of years, it has been champing at the bit to be much more....

      

      
        EU kicks off an inquiry into Google's AI model
        Richard Speed

        Privacy regulator taking a closer look at data privacy and PaLM 2 The European Union's key regulator for data privacy, Ireland's Data Protection Commission (DPC), has launched a cross-border inquiry into Google's AI model to ascertain if it complies with the bloc's rules....

      

      
        About that Windows Installer 'make me admin' security hole. Here's how it's exploited
        Iain Thomson

        What kind of OS can be hijacked by clicking a link at just the right time? Microsoft's In this week's Patch Tuesday Microsoft alerted users to, among other vulnerabilities, a flaw in Windows Installer that can be exploited by malware or a rogue user to gain SYSTEM-level privileges to hijack a PC....

      

      
        UK elevates datacenters to critical national infrastructure status
        Connor Jones

        Dedicated support to be assembled to prevent cyberattacks, IT outages, and bad weather from affecting availability From today, the UK is designating datacenters as critical national infrastructure (CNI). As a result, the sector is expected to get special government support designed to prevent negative economic impacts of IT outages like CrowdStrike's, cyberattacks, and extreme weather events.... 

      

      
        NASA engineers play space surgeon in bid to unclog Voyager 1's arteries
        Richard Speed

        'Brilliant' team performs electrical balancing act to keep probe pointed at Earth The tenuous power situation onboard the veteran Voyager 1 spacecraft has required engineers to perform a delicate balancing act while switching between thrusters as fuel lines gradually become clogged....

      

      
        Mind your header! There's nothing refreshing about phishers' latest tactic
        Connor Jones

        It could lead to a costly BEC situation Palo Alto's Unit 42 threat intel team wants to draw the security industry's attention to an increasingly common tactic used by phishers to harvest victims' credentials....

      

      
        Pop!_OS 24.04 and new COSMIC desktop reach alpha
        Liam Proven

        It's quite a long way from ready - but it's clearly visible in the distance The latest version of System76's Ubuntu remix is available, but it's not finished by any means. The new Rust-based desktop is somewhat usable, though....

      

      
        If HDMI screen rips aren't good enough for you pirates, DeCENC is another way to beat web video DRM
        Thomas Claburn

        Academically interesting technique for poking holes in paywalled tech specs An anti-piracy system to protect online video streams from unauthorized copying is flawed - and can be broken to allow streamed media from Amazon, Netflix, and others to be saved, replayed, and spread at will, we're told.... 

      

      
        Pokemon GO was an intelligence tool, claims Belarus military official
        Simon Sharwood

        Augmented reality meets warped reality A defense ministry official from Belarus has claimed augmented reality game Pokemon GO was a tool of Western intelligence agencies....

      

      
        Domo arigato, Mr Roboto: Japan's bullet trains to ditch drivers
        Laura Dobberstein

        The Shinkansen have operated without fatalities for sixty years - how hard can it be? One of Japan's major passenger railway operators announced plans on Tuesday to bring fully automated bullet trains into service by the mid-2030s....

      

      
        Samsung faces strikes in India, amid reports of global layoffs
        Laura Dobberstein and Brandon Vigliarolo

        Union alleges work conditions are like solitary confinement and violence is common at Tamil Nadu plant Workers at a Samsung Electronics plant in the Indian state of Tamil Nadu have been on strike since Monday, disrupting production as they fight for wage hikes, better hours, and an end to a no-union policy....

      

      
        Healthcare giant to pay $65M settlement after crooks stole and leaked nude patient pics
        Iain Thomson

        Would paying a ransom - or better security - have been cheaper and safer? A US healthcare giant will pay out $65 million to settle a class-action lawsuit brought by its own patients after ransomware crooks stole their data - including their nude photographs - and published at least some of them online....

      

      
        Nvidia CEO to nervous buyers and investors: Chill out, Blackwell production is heating up
        Tobias Mann

        AI ROI? Jensen Huang claims infra providers make $5 for every dollar spent on GPUs Nvidia CEO Jensen Huang has attempted to quell concerns over the reported late arrival of the Blackwell GPU architecture, and the lack of ROI from AI investments.... 

      

      
        Cyber crooks shut down UK, US schools, thousands of kids affected
        Jessica Lyons

        No class: Black Suit ransomware gang boasts of 200GB haul from one raid Cybercriminals closed some schools in America and Britain this week, preventing kindergarteners in Washington state from attending their first-ever school day and shutting down all internet-based systems for Biggin Hill-area students in England for the next three weeks....

      

      
        Google bets on carbon capture tech to clean up its mess - in the 2030s
        Dan Robinson

        Mountain View backs startup Holocene, hoping to slash emissions costs Google intends to purchase carbon removal credits from a direct air capture provider to help offset its greenhouse gas (GHG) emissions, although the initiative isn't expected to kick off until the next decade....

      

      
        Major sales and ops overhaul leads to much more activity ... for Meow ransomware gang
        Connor Jones

        You hate to see it The Meow ransomware group has grabbed the second most active gang spot in an unexpected surge in activity following a major brand overhaul....

      

      
        Hunters International cyber-gang extorts Chinese mega-bank's London HQ
        Jessica Lyons

        Allegedly swiped more than 5.2M files and threatens to publish the lot Ransomware gang Hunters International reportedly claims to have stolen more than 5.2 million files belonging to the London branch of the Industrial and Commercial Bank of China (ICBC), a Chinese state-owned bank and financial service corporation, and set a deadline of September 13 to release all the data unless demands are met....

      

      
        Dell says biz transformation continues. Translation: More layoffs
        Brandon Vigliarolo

        This follows the tech giant's August plan to cut 12,500 jobs Dell reported a smashing quarter, and employees should be prepared for what that means: Layoffs.... 

      

      
        SpaceX blasts being stuck in bureaucratic orbit as Starship approval slips
        Richard Speed

        Toys launched from pram as Musk's rocketeers stamp feet over paperwork Faced with months of waiting for approval for the next Starship launch, SpaceX has gone on the offensive regarding the red tape surrounding the process and the ongoing environmental assessment....

      

      
        So you paid a ransom demand ... and now the decryptor doesn't work
        Jessica Lyons

        A really big oh sh*t moment, for sure For C-suite execs and security leaders, discovering your organization has been breached by network intruders, your critical systems locked up, and your data stolen, and then receiving a ransom demand, is probably the worst day of your professional life....

      

      
        How $20 and a lapsed domain allowed security pros to undermine internet integrity
        Jessica Lyons

        What happens at Black Hat... While trying to escape the Las Vegas heat during Black Hat last month, watchTowr Labs researchers decided to poke around for weaknesses in the WHOIS protocol....

      

      
        AI has colonized our world - so it's time to learn the language of our new overlords
        Mark Pesce

        Brush up on your 'Delvish' - the lingo that flatters LLMs into a sort of submission Column  Despite growing evidence that generative AI creates more work for humans than it saves, organizations are deploying it in frontline roles like customer service chatbots and CV-screeners....

      

      
        Medical cannabis CTO says vendors would hang up when he called looking for a deal
        Simon Sharwood

        Alternaleaf now has an outsized tech team, a build-not-buy mentality, and a love of FOSS When Myles Lawlor took the job as chief technology officer at Alternaleaf, Australia's largest online alternative health clinic, he started calling industry contacts to talk about the startup's tech needs - and they would hang up on him.... 

      

      
        India to train 5,000 'Cyber Commandos'
        Laura Dobberstein

        Minister reckons dedicated cops necessary to protect digital transactions India has announced a plan to train a specialized wing of 5000 "Cyber Commandos" in the next five years, as part of its efforts to address cyber crime....
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        Original URL: https://www.theregister.com/2024/09/12/google_chrome_safety_check/
    

    Google Chrome gets a mind of its own for some security fixes

    
Browser becomes more proactive about trimming unneeded permissions and deceptive notifications    


    
        By 
Thomas Claburn        
    

    
        Posted in Security,
        
            12th September 2024 16:00 GMT
        
    


    
Google has enhanced Chrome's Safety Check so that it can make some security decisions on the user's behalf.
Safety Check debuted in 2020 as a way to check when passwords stored in Chrome have been compromised, to encourage browser updates, and to warn users when websites have been deemed unsafe by Google's Safe Browsing service.
It was expanded in the years since with real-time Safe Browsing checks that cover harmful Chrome extensions.
As outlined by Chrome product manager Andrew Kamau in a blog post provided to The Register, the Chocolate Factory's browser will now intervene on its own to revoke unneeded permissions and unsubscribe from abusive notifications.
"The revamped Safety Check feature will now run automatically in the background on Chrome, taking more proactive steps to keep you safe," explained Kamau. "It will also inform you of actions it takes, including revoking permissions from sites you don't visit anymore, flagging potentially unwanted notifications and more."
Potentially unwanted notifications are determined by low site engagement score and notification frequency above a certain threshold per day.
Browser notifications deemed deceptive (not just potentially so) will be canceled automatically rather than flagged if Google's Safe Browsing service recognizes the host site as dangerous, according to Kamau. And Safety Check will remind Chrome users to take action if flagged issues remain unaddressed.
Safety Check has been running in the background in Chrome for Desktop at least since late last year, and we're told that doing so on mobile devices periodically doesn't materially affect battery life. What's new to mobile is information about actions taken, reminders of unaddressed security issues, and automatic revocation of permissions for abusive notifications.


	Microsoft says it broke some Windows 10 patching - as it fixes flaws under attack


	So you paid a ransom demand ... and now the decryptor doesn't work


	Mind the talent gap: Infosec vacancies abound, but hiring is flat


	The future everyone wanted - in-car ads tailored to your journey and passengers


On desktop versions of Chrome, Safety Check will notify users about installed Chrome extensions that present a security risk and then load the extension page and show a summary panel that includes controls for removal.
Chrome users on Pixel devices, and soon other Android hardware, will be able to opt out of unwanted website notifications via an "Unsubscribe" button on the notification drawer. According to Kamau, Pixel users have seen a 30 percent reduction in notification volume as a result of this change.
Kamau also noted how one-time permissions for Chrome on Android and desktop have provided users with more control over the data shared with websites. Google introduced support for one-time permissions in Chrome 116, which debuted in August 2023. One-time permissions ensure that sensitive permissions aren't retained unnecessarily, which makes abuse less likely and improves privacy.
Other browser makers implement one-time permissions differently. For example, Apple's Safari 16 for desktop makes geolocation a one-time permission by default. In Mozilla's Firefox 115, geolocation, camera, and microphone are all one-time permissions by default. (r)
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    Transport for London confirms 5,000 users' bank data exposed, pulls large chunks of IT infra offline

    
NCA confirms arrest of 17-year-old 'on suspicion of Computer Misuse Act offences' - now bailed    


    
        By 
Richard Speed        
    

    
        Posted in Cyber-crime,
        
            12th September 2024 14:54 GMT
        
    


    
Breaking Transport for London's ongoing cyber incident has taken a dark turn as the organization confirmed that some data, including bank details, might have been accessed, and 30,000 employees' passwords will need to be reset via in-person appointments.
TfL dropped the claim it made earlier this week that there had been "no evidence" of customer data being compromised in its cyber incident page. A further update has now confirmed that, yes, some customer data might indeed have been accessed. According to TfL: "Some Oyster card refund data may have been accessed. This could include bank account numbers and sort codes for a limited number of customers (around 5,000)."
TfL has said it will contact affected customers as soon as possible "as a precautionary measure."
While the network continues to run, large chunks of the TfL IT infrastructure have been pulled offline. Live tube arrival information isn't available, applications for new Oyster photocards have been suspended, and refunds for incomplete pay-as-you-go journeys made using contactless. Staff have limited access to systems.
The last point is significant since TfL is undertaking an all-staff identity check and resetting 30,000 employee passwords in person. According to the TfL Employee Hub, staff details have been accessed as well as those of customers, although right now TfL only suspects email addresses, job titles, and employee numbers have been looked at.
The Register understands that the incident is very much ongoing. There has also been an emergency meeting for management regarding the situation and a change in the physical security stance around TfL offices and facilities.
Physical security has, however, been beefed up by the sounds of it, although the very harrassed-sounding PR person said it was to "draw a line under it all."
TfL is no stranger to identity theft and malware. In 2023, in an unrelated incident, a London Underground worker, using a keylogger, was able to give himself discounts and access the accounts of colleagues. The worker, Lewis Kelly, narrowly avoided a custodial sentence at the time. (r)
Updated to add at 1515 UTC:
The National Crime Agency confirmed just minutes ago that a teenager was arrested last week in Walsall as part of the investigation into the attack. The NCA said, "The 17-year-old male was detained on suspicion of Computer Misuse Act offences in relation to the attack, which was launched on TfL on 1 September."
The teenager, who was arrested on September 5, was questioned by NCA officers and then bailed.
The cybercrime cops said they were leading the law enforcement response to the attack on TfL, working closely with the National Cyber Security Centre - an offshoot of British intelligence nerve center GCHQ - as well as with the transport body itself "to manage the incident and minimize any risks."
NCA deputy director Paul Foster, head of the agency's National Cyber Crime Unit, said: "Attacks on public infrastructure such as this can be hugely disruptive and lead to severe consequences for local communities and national systems.
"The swift response by TfL following the incident has enabled us to act quickly, and we are grateful for their continued co-operation with our investigation, which remains ongoing."
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    AMD sharpens silicon swords to take on chip and AI rivals

    
CEO Lisa Su sets sights on being best in GPUs, CPUs, FPGAs, everything... as Intel struggles    


    
        By 
Dan Robinson        
    

    
        Posted in Systems,
        
            12th September 2024 14:31 GMT
        
    


    
Comment Once the relative minnow of the chip industry, AMD senses blood in the water following a series of missteps by arch-rival Intel, and head honcho Lisa Su is wasting no time in talking up its game plan to investors.
The fabless semiconductor biz has long played second fiddle to that other Santa Clara chipmaker, as well as Nvidia in the GPU accelerator stakes. But in its most recent results, AMD reported datacenter revenues up 115 percent and forecast it would make $4.5 billion from GPUs this year.
Speaking at the Goldman Sachs Communacopia and Technology Conference this week, president and CEO Su confirmed that "AI is a huge priority for us," but added that end-to-end support for the technology is key.
"I'm a big believer that there's no-one-size-fits-all in terms of computing. And so our goal is to be the high-performance computing leader that goes across GPUs and CPUs and FPGAs and also custom silicon as you put all of that together," she said.
It can't hurt that AMD's biggest rival is going through a tough patch at the moment, though Su did not mention Intel and surprisingly - or perhaps by design - the subject wasn't brought up by the Goldman Sachs host.
Billions are being spent on AI, but Su admitted the industry is still at an early stage in this particular compute cycle, and predicted there will be continued demand for more powerful infrastructure.
"Whether you're talking about training of large language models or you're talking about inferencing or you're talking about fine tuning or you're talking about all of these things; the workloads will demand more compute," she claimed, adding that it isn't just about GPUs.
"We believe GPUs will be the largest piece of that [forecast] $400 billion total addressable market, but there will also be some custom silicon associated with that. And when we look at our opportunity there, it really is an end-to-end play across all of the different compute elements."
AMD moved to a one-year cadence for GPUs partly to keep up with Nvidia, but the CEO claimed it was also so that AMD could bulk out its portfolio with products covering the gamut of needs.
"Of course, you have the largest hyperscalers who are building out these huge training clusters, but you also have a lot of need for inference, some are more memory-intensive workloads that would really focus there, some are more datacenter power constrained," she explained.
"So what we've been able to do with our MI325 that's planned to launch here in the fourth quarter, and then the MI350 series and the MI400 series, is really just broaden the different products such that we are able to capture a majority of the addressable market with our product road map."
Su also outlined AMD's bid to become a key supplier of AI chips for the hyperscalers as well as the largest enterprise customers, part of which includes the pending purchase of ZT Systems, a company that makes high-performance servers for cloud operators.
"We're continuing to build out the entire infrastructure of what we need. So we just recently announced several software acquisitions, including the acquisition of Silo AI, which is a leading AI software company. And we just recently announced the acquisition of ZT Systems, which also builds out sort of the rack scale infrastructure necessary."
This decision was prompted by talking to customers and looking at what would be necessary three to five years down the road, Su claimed.
"The rackscale infrastructure - because these AI systems are getting so complicated - really needs to be thought of in design, sort of at the same time in parallel with the silicon infrastructure. So we're very excited about the acquisition of ZT," she explained, adding that "the knowledge of what are we trying to do on the system level will help us design a stronger and more capable road map."
The other advantage will be on speeding validation of the various components required for AI infrastructure.
"The amount of time it takes to stand up these clusters is pretty significant. We found, in the case of MI300, we finished our validation, but customers needed to do their own validation cycle. And much of that was done in series, whereas with ZT as part of AMD, we'll be able to do much of that in parallel. And that time to market will allow us to go from design complete to large-scale systems, running production workloads in a shorter amount of time, which will be very beneficial to our customers."


	Qualcomm guns for Intel, AMD with cheaper 8-core X chips


	AMD's Victor Peng: AI thirst for power underscores the need for efficient silicon


	AMD internal data reportedly offered for sale


	Gamers who find Ryzen 9000s disappointingly slow are testing it wrong, says AMD


Another piece of the puzzle is software, and the chipmaker has another pending purchase here in Finnish developer Silo AI.
AMD has been honing its own GPU software stack, ROCm, to compete with market kingpin Nvidia, whose associated tools including the CUDA platform have almost become a de facto standard.
"Over the last nine or ten months, we've spent a tremendous amount of time on leading workloads. And what we found is, with each iteration of ROCm, we're getting better and better... in terms of the tools, in terms of all the libraries, [and] in terms of knowing where the bottlenecks are in terms of performance," Su claimed.
"We've been able to demonstrate with some of the most challenging workloads that we've consistently improved performance. And in some cases, we've reached parity, in many cases, we've actually exceeded our competition, especially with some of the inference workloads because of our architecture, we have more memory bandwidth and memory capacity."
But AI isn't just a datacenter concern as the AI PC is also one of the hyped trends the industry has been desperately pushing this year in an effort to pep up flagging desktop and laptop sales.
"I believe that we are at the start of a multiyear AI PC cycle," Su told the conference.
"We never said AI PCs was a big 2024 phenomena. AI PCs is [making] a start in 2024. But more importantly, it's the most significant innovation that's come to the PC market in definitely the last ten-plus years," she opined, adding that it represents an opportunity for her company - traditionally the underdog in the PC market - especially as there is so much confusion around even the definition of an AI PC.
"We find that many enterprise customers are pulling us into their AI conversations. Because, frankly, enterprise customers want help, right? They want to know, 'Hey, how should I think about this investment? Should I be thinking about cloud or should I be thinking about on-prem or how do I think about AI PCs?' And so we found ourselves now in a place of more like a trusted adviser with some of these enterprise accounts."
Speaking more broadly, Su said that AI is an opportunity that cannot really be ignored by AMD.
"I think this AI sort of technology arc is really a once-in-50-years type thing, so we have to invest. That being the case, we will be very disciplined in that investment. And so we expect to grow opex slower than we grow revenue. But we do see a huge opportunity in front of us."
Su ended with her sales pitch, of sorts, with what enterprise customers need to bear in mind in the current time.
"This is a computing super cycle, so we should all recognize that. And there is no one player or architecture that's going to take over. I think this is a case where having the right compute for the right workload and the right application is super important."
And that's what AMD has been working towards over the last five-plus years, she claimed - to have the best CPU, GPU, FPGA, and semi-custom capabilities to meet customer needs.
This is in marked contrast to the past half decade at Intel, which was typified by delays of 10nm chips, a 7nm process node that was well behind schedule, the return of prodical son Pat Gelsinger, this time as CEO, who designed a blueprint for future success which he is now redrafting, and plunging market valuation. (r)
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    Major ISP bungles settings, causing Microsoft 365, Azure outage

    
AT&T confirms 'brief disruption,' no indication of foul play    


    
        By 
Brandon Vigliarolo        
    

    
        Posted in Networks,
        
            12th September 2024 14:25 GMT
        
    


    
updated If you're having issues logging into Azure this morning, no - it's not just you: Microsoft has confirmed an issue. 
The Azure status page, as of writing, shows that Microsoft is investigating connectivity issues between Microsoft services and a major ISP's network, but provides no other details. 
Frantic messaging on network admin listservs and Reddit alike suggests this ISP is AT&T. Reports of issues with Microsoft services started appearing around 1300 UTC, when messages began appearing on the outages listserv from AT&T customers indicating trouble connecting to Outlook and other Microsoft services. Others report the Azure portal has since come back online, but there's no indication whether service has actually been restored.
Microsoft has since posted on its cloud service health status page that the issue caused trouble with other Microsoft 365 services as well, and was tied to a system change on an unnamed ISP's end. 
"The ISP has reverted the change and we're now seeing signs of recovery," Microsoft noted. "We're continuing to monitor network telemetry data to ensure a full recovery."
Microsoft and AT&T have been contacted for comment. This story will be updated as we learn more. 
This is the second time in several months that Azure customers have had to deal with a widespread outage. In late July, customers found themselves unable to access Azure and some Microsoft 365 services. In this case, however, the problem was coming from inside the house: Microsoft's own DDoS defenses amplified an attack instead of mitigating it. Oops. (r)

  Updated at 1500 UTC on September 12

AT&T confirmed that it experienced "a brief disruption connecting to some Microsoft services" on its network, but doesn't suspect foul play.
"The issue has been resolved and connections are operating normally," a spokesperson told The Register. "We are investigating the disruption and there is no indication of foul play."
Microsoft also confirmed the resolution of the outage. "A third-party Internet Service Provider incident that impacted a subset of their customers' ability to access our services is now fully resolved," a spokesperson told us.
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    SpaceX Polaris Dawn mission completes first commercial EVA

    
More cautious than 1960s efforts, spacewalk goes off without a hitch    


    
        By 
Richard Speed        
    

    
        Posted in Science,
        
            12th September 2024 13:45 GMT
        
    


    
SpaceX's inaugural commercial spacewalk and the first EVA using its spacesuits has taken place, almost eclipsing yesterday's altitude record.
The four astronauts on the Polaris Dawn mission completed a pre-breathe process before donning their suits for the depressurization of the Crew Dragon capsule. The commander, Jared Isaacman, was the first of two astronauts to venture outside the capsule after a few tugs on the spacecraft's hatch to open it.
While gripping handrails on the nose of the capsule, Isaacman performed mobility checks of SpaceX's EVA suit, which had inflated somewhat during the depressurization process but was still far less bulky than the spacesuits used by Space Shuttle and Apollo astronauts.
[image: Jared Isaacman emerging from nose of SpaceX Crew Dragon with Earth in the background]
Jared Isaacman emerging from nose of SpaceX Crew Dragon with Earth in the background (pic: SpaceX livestream)


Suit inflation has long been an issue for the space program. The first spacewalker, Alexei Leonov in 1965, could not return to his Voskhod capsule after his spacesuit inflated. Leonov was forced to open a valve to bleed off some pressure in order to return to the relative safety of the Voskhod's airlock.


	SpaceX aims high with Polaris Dawn mission


	SpaceX grounded after fumbling Falcon 9 landing for first time in years


	SpaceX set to surpass Gemini 11's altitude record with Polaris Dawn mission


	SpaceX Falcon 9 set for comeback after upper-stage failure


The decades since have seen huge improvements, but Isaacman's stiff movements indicate there is still more to be done. That said, the difference between the suit generations was marked.
Isaacman was outside the spacecraft for just over ten minutes before returning so that the second spacewalker, Mission Specialist Sarah Gillis, could venture outside to look at the Earth and repeat the mobility tests.
Gillis also noted several bulges in the hatch seal as she floated outside, which she pushed back into place. She remained outside for ten minutes or so, before returning via the nose of the Crew Dragon capsule.
On her way back into the capsule, Gillis reseated parts of the seal again before the hatch was closed and the spacecraft repressurized.
As well as being the first commercial spacewalk, which was notably more cautious than that of Leonov and the US's first spacewalker, Ed White, the Polaris Dawn mission also reached an altitude of 1,400 km on September 11. The orbit was the highest since Gemini 11's in 1966 and was reduced to 700 km for the spacewalk. (r)
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    Redis justifies open source shift with fresh hardware, LLM cost-saving features

    
CEO argues more restrictive licensing was key to DB refresh, and says team 'expected' the fork    


    
        By 
Lindsay Clark        
    

    
        Posted in Databases,
        
            12th September 2024 13:00 GMT
        
    


    
Interview Redis is the most popular database on AWS, which is, of course, the most popular cloud. The fact the relatively little known database, which launched in 2009, punches above its weight against well-established rivals might owe a lot to its reputation as a handy off-the-shelf cache developers know and love. Yet for the last couple of years, it has been champing at the bit to be much more.
The in-memory database vendor, as readers will recall, switched to a dual-license approach, imposing more restrictive terms, earlier this year. The company now says this has allowed it to introduce more innovative features, which it says promise an 80 percent cost reduction in call memory, and slicker more efficient management for GenAI.
[image: Fork in path]
Linux Foundation marshals support for open source alternative to Redis

READ MORE
In March, Redis -- the company formerly known as Redis Labs -- announced that from 7.4, Redis would be dual-licensed under the Redis Source Available License (RSALv2) and Server Side Public License (SSPLv1), whereas it had previously come under the BSD 3-clause license, a more permissive arrangement which allows developers to make commercial use of the code without paying, a stance which has been the subject of some debate.
The decision followed a string of database vendors opting for so-called source available licenses to mitigate the risk of third parties -- specifically cloud providers -- using the open source code to provide rival database services.
Speaking to The Register after a volley of technology updates, Redis CEO Rowan Trollope says switching to a more restrictive approach to licensing had been key to improvements in the database.
"As a result of changing the license, we were able to bring all of the technology that we had been working on a separate distribution, and combine them into the new licensed, free software Community Edition. That's a big benefit, for developers," he tell us.
Trollope explains that the SSPL license only really "applies to Amazon and Google." He says if a third party wants to deliver the Redis open source as part of a cloud service offering that is directly competitive with Redis, they must publish all of the source code or get a commercial agreement with Redis Incorporated.
He confirms Microsoft has agreed commercial terms with Redis while Amazon and Google have not. Meanwhile, the Redis license is more permissive than other companies which followed a similar path, including Elasticsearch, MongoDB, MariaDB, and HashiCorp, he adds.
In April, cloud giants AWS, Google, and Oracle responded to Redis's shift in licensing, joining with the Linux Foundation to create an open source fork of Redis called Valkey. Within weeks it had a release candidate and added more backers including Alibaba Cloud, Huawei, and telecoms provider Verizon.
Trollope says Redis had expected such a move.
"We anticipated that they would fork because that's exactly what Amazon did with Elasticsearch; they forked it. We think that it's much better for us to be able to innovate freely on our code base without fear of code being taken by cloud service providers and resold as part of their offers," he says.
Not everyone agrees. Some developers have opined that the paid-for tier "Enterprise Edition" approach from database companies creates a sales-oriented approach which sees them "squeezed by the vendor." Others complain that the open source approach is used by some companies as a teaser to get developers interested "and then when investors want revenue growth, the rug gets pulled."
The Elasticsearch story has another perspective. On Hacker News, AWS VP Adrian Cockcroft, said the core of the issue was "that AWS wanted to contribute security features to the open source project and Elastic wanted to keep security as an enterprise feature, so rejected all the approaches AWS made at the time." He said Elasticsearch had wanted to control the project and slow contributions that reduced its differentiation.
Nonetheless, Redis is claiming to offer significant cost/performance advantages with new features relying on SSD, which it first revealed to The Register last year. Redis is designed as an in-memory database, but Redis Flex is designed to run on DRAM and SSDs, which the company claims makes it faster and cheaper than other memory solutions like ElastiCache, Memorystore. It offers an 80 percent hardware cost reduction compared with Redis Software, Redis Cloud, and self-managed Redis, without needing to change your existing data infrastructure, the company said.
"This going to really help the people that are using the free software where this capability doesn't exist, because essentially, you can save 80 percent of your hardware costs by upgrading to Redis Flex," Trollope tell us. A free version of Redis Flex would be available without all the features of the paid-for version, he adds.
Another development Redis is promoting with its new approach to licensing are features to support the application of GenAI in business, including Semantic Caching, which is designed to make more economical user of LLM queries.
According to Redis, Semantic Caching "interprets and stores the semantic meaning of user queries, allowing systems to retrieve information based on intent, not just literal matches."


	Valkey publishes release candidate and attracts new backer


	Redis tightens its license terms, pleasing basically no one


	CockroachDB scurries off to proprietary software land


	In-memory database Redis wants to dabble in disk


Trollope says: "One of the big problems we dealt with our large enterprise customers is when they go to put chatbots into production, they immediately start to look at the bills from OpenAI and go, 'Wait a second, this is too expensive.' So they want to be able to cache the questions, but you can't do a straight text caching like you would, like you would sort of do before Gen AI. You really want to take the question, convert the question into a vector embedding and store a potential answer from the LLM for that question. [What] that allows you to do is to match similar questions in the vector space with a single answer, and what we found is, in typical consumer chatbot scenarios with our enterprise customers, that's reducing the calls to the LLM by about 30 percent, making a saving on your OpenAI API bill."
The Redis CEO argues that the new licensing stance made the features possible. "We were able to take years of great tech that we weren't able to put into the open source product because it would have been taken by the CSPs without any remuneration. We were able to take all that technology and put it in there."
Whether the company can continue to do that without killing the golden egg laid by open source community goose will continue to be debated. (r)
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Privacy regulator taking a closer look at data privacy and PaLM 2    
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The European Union's key regulator for data privacy, Ireland's Data Protection Commission (DPC), has launched a cross-border inquiry into Google's AI model to ascertain if it complies with the bloc's rules.
The probe is part of broader efforts by the DPC and its peers in the European Union (EU) and European Economic Area (EEA) in regulating the collection of personal data of EU and EEA subjects into AI models.
The DPC is concerned about whether Google fully complied with its Data Protection Impact Assessment (DPIA), an evaluation that EU regulators ask data controllers to perform before they ingest large amounts of personal data in a systemic way. A DPIA defines the scope, context, and purposes of data processing and assesses whether that processing might result in a high risk to the freedoms and rights of individuals.
According to the DPC: "A DPIA assessment is a key process for building and demonstrating compliance, which ensures that data controllers identify and mitigate against any data protection risks arising from a type of processing that entails a high risk.
"It seeks to ensure, among other things, that the processing is necessary and proportionate and that appropriate safeguards are in place in light of the risks."
The obligations to do the assessment fall under the umbrella of the General Data Protection Regulation (GDPR), and the probe relates to Google's processing of personal data in developing its foundational AI Model, Pathways Language Model 2 (PaLM 2).
A Google spokesperson told El Reg: "We take seriously our obligations under the GDPR and will work constructively with the DPC to answer their questions."


	W3C says Google's cookie climbdown 'undermines' a lot of work


	OpenAI unveils AI search engine SearchGPT - not that you're allowed to use it yet


	Google I/O is Google A/I as search biz goes all-in on AI


	Microsoft's FOMO after seeing Google AI drove investment in OpenAI


Google is not alone in having its AI ambitions come under regulatory scrutiny. In August, X agreed to suspend the processing of personal data from posts of EU and EEA users to train its AI Grok against the backdrop of an urgent High Court application. In June, Meta paused its plans to train AI models on EU users' Facebook and Instagram posts in response to a request from the Irish DPC.
Using personal data in training and processing prompts is a potential privacy minefield for AI companies as far as the EU is concerned. However, AI models will be of little use to EU and EEA users without that data. For example, what might be culturally significant in the US might not apply in Germany.
As this latest inquiry shows, EU and EEA regulators are closely monitoring how the tech giants are training their models and using citizen data. (r)
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What kind of OS can be hijacked by clicking a link at just the right time? Microsoft's    
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In this week's Patch Tuesday Microsoft alerted users to, among other vulnerabilities, a flaw in Windows Installer that can be exploited by malware or a rogue user to gain SYSTEM-level privileges to hijack a PC.
The vulnerability, CVE-2024-38014, was spotted and privately disclosed by security shop SEC Consult, which has now shared the full details of how this attack works. The researcher has released an open source tool to scan a system for Installer files that can be abused to elevate local privileges.
Microsoft said the bug is already exploited, which may mean it acknowledges that SEC Consult's exploit for the flaw works, or that bad people are abusing this in the wild, or both. The software giant declined to comment beyond what it had already stated in its Patch Tuesday advisories. Yes, it's yet another privilege escalation bug but it's such a fun one that we thought you'd be interested to know more.
SECC researcher Michael Baer found the exploitable weakness in January. Fixing it turned out to be a complex task and Microsoft asked for more time to address it with a patch, which it implemented this week. The original plan was to close the hole in May, but that slipped to this September for technical reasons. Now Baer has written a blog post explaining exactly how the attack works.
Essentially, a low privileged user opens an Installer package to repair some already-installed code on a vulnerable Windows system. The user does this by running an .msi file for a program, launching the Installer to handle it, and then selecting the option to repair the program (eg, like this). There is a brief opportunity to hijack that repair process, which runs with full SYSTEM rights, and gain those privileges, giving much more control over the PC.
When the repair process begins, a black command-line window opens up briefly to run a Windows program called certutil.exe. Quickly right clicking on the window's top bar and selecting "Properties" will stop the program from disappearing and open a dialog box in which the user can click on a web link labeled "legacy console mode." The OS will then prompt the user to open a browser to handle that link. Select Firefox, ideally, to handle that request.
Then in the browser, press Control-O to open a file, type cmd.exe in the top address bar of the dialog box, hit Enter, and bam - you've got a command prompt as SYSTEM. That's because the Installer spawned the browser with those rights from that link.
If the initial window closes too fast, the rogue user can use SetOpLock.exe to lock the application being fixed, which will cause the process to stall and the window to be left visible, although it's not a perfect technique.
"The SetOpLock trick can pause the execution of the command," writes Baer. "However, we need a file that will be read by the process and blocks the closing of the window. We encountered applications where we did not find a way to block the window."


	Microsoft says it broke some Windows 10 patching - as it fixes flaws under attack


	Cisco's Smart Licensing Utility flaws suggest it's pretty dumb on security


	WhatsApp's 'View Once' could be 'View Whenever' due to a flaw


	Proof-of-concept code released for zero-click critical IPv6 Windows hole


There are some caveats. SEC Consult says: "This attack does not work using a recent version of the Edge browser or Internet Explorer. Also make sure that Edge or IE have not been set as default browser for the system user and that Firefox or Chrome are not running before attempting to exploit it." Secondly, not all .msi files are exploitable.
Manually checking each installer package to see if it's exploitable requires admin access and most administrators are short of time as it is. So SECC has developed that aforementioned open source Python package, dubbed msiscan, to do the job automatically.
While the issue is now patched by Microsoft, there's going to be a long tail of users who don't get around to it immediately. So scan or patch, or do both. (r)
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    UK elevates datacenters to critical national infrastructure status

    
Dedicated support to be assembled to prevent cyberattacks, IT outages, and bad weather from affecting availability    
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From today, the UK is designating datacenters as critical national infrastructure (CNI). As a result, the sector is expected to get special government support designed to prevent negative economic impacts of IT outages like CrowdStrike's, cyberattacks, and extreme weather events.
That special support will come in the form of a dedicated CNI data infrastructure team comprised of "senior government officials" tasked with monitoring the threat landscape and anticipating potential risks. That team will also be responsible for coordinating an emergency response, should one be required.
"Datacenters are the engines of modern life, they power the digital economy and keep our most personal information safe," said tech secretary Peter Kyle.
"Bringing datacenters into the critical national infrastructure regime will allow better coordination and cooperation with the government against cybercriminals and unexpected events."
The UK's National Cyber Security Centre (NCSC) is also among the undisclosed list of security agencies to be afforded priority access to datacenters should they come under any kind of fire - physical or virtual.
We asked the government's Department for Science, Innovation, and Technology (DSIT), which led the change, to elaborate on what this priority access means, and on other points made in the announcement, but it didn't immediately respond to our questions.
"Our critical national infrastructure is a high-priority target for cyber attackers - ranging from criminals to hostile states - who would seek to do the UK harm," said Felicity Oswald, CEO at the NCSC.
"I welcome today's move to designate datacenters as CNI, acknowledging the essential role their services play in driving forward our economy and society.
"CNI organizations must have a high level of security to combat the cyber threats they face and the NCSC will continue working hand in hand with operators to bolster their online resilience."
DSIT said that by adding datacenters to the CNI list, cybercriminals would be deterred from targeting them. Apparently, this means in the event of an outage of any kind, the disruption to people's lives, the NHS, and the economy would be minimized.
For a reporter who covers cyberattacks on CNI organizations weekly, it's an interesting assumption for the government to make - that the CNI designation would deter cyber scum from targeting DCs instead of making it an even juicier bullseye.
The Reg knows from CISA's regular advisories, for example, that critical infrastructure is the primary target of ransomware criminals, nation-state baddies, and the like. They want to disrupt in the most effective way possible.
The most recent warning came less than a week ago, in fact. It concerned the Russian military and how it's routinely scanning IP ranges used in government and CNI organizations.
There was a big stink made about China's Volt Typhoon earlier this year too, with Western security agencies saying cyber experts in the Middle Kingdom were pre-positioning themselves in US CNI for destructive cyberattacks.
Datacenters become the 14th addition to the UK's CNI list, which also includes the civil nuclear, defense, energy, finance, health, transport, and water sectors - all of which have been acutely impacted by IT and/or cyber-related issues in recent months.


	Ransomware batters critical industries, but takedowns hint at relief


	Revamped UK cybersecurity bill couldn't come soon enough, but details are patchy


	Ransomware continues to pile on costs for critical infrastructure victims


	Stifling Beijing in cyberspace is now British intelligence's number-one mission


It's the first update to the list in nearly a decade, following the addition of the space and defense sectors in 2015.
The news also comes just shy of a year after the NCSC was warning of a rising threat level to the UK's CNI. It said in its November 2023 annual review that the country's cyber-readiness in critical sectors isn't where it should be.
Investment opportunities
The announcement was delivered in tandem with the UK government welcoming a proposed PS3.75 billion ($4.89 billion) investment in Europe's largest datacenter, planned for construction by DC01UK in Hertfordshire, a neighboring county of London.
"The huge PS3.75 billion private investment announced today in Hertfordshire is a vote of confidence in [the CNI] plans and a clear example of my determination to ensure technological advancements are helping to grow our economy and create wealth across the country," said tech sec Kyle.
DSIT feels the designation of DCs to CNI status will build confidence for future investment in the sector, specifically in the UK.
In announcing its own mega multi-year investment into UK datacenters this week, AWS VP and MD for EMEA Tanuja Randery said the next few years could be crucial in cementing the status of the UK's digital economy as a world leader.
The UK's Labour government wasted no time in enacting its plans to unlock the potential of datacenters to bring economic benefits.
Just days after Starmer's Labour won a landslide general election in July, deputy prime minister Angela Rayner recalled two planning decisions that blocked the construction of datacenters in Hertfordshire and Buckinghamshire, which also neighbor Greater London.
The move was widely welcomed by the likes of BCS, The Chartered Institute for IT, in a similar vein to today's announcement.
Matthew Evans, director of markets and chief operating officer at techUK, said: "techUK welcomes the government's pivotal decision to designate the datacenters sector as critical national infrastructure and the recognition of the critical role they play in the UK's modern economy.
"Datacenters are fundamental to our digitizing economy and are a key driver of growth. We look forward to collaborating closely with the government and our stakeholders to ensure the successful implementation of these new measures and their impact on the sector. Continued engagement and partnership will be key in advancing our shared objectives of a secure, resilient, and thriving digital economy."
Toby Lewis, Global Head of Threat Analysis at global cybersecurity biz Darktrace, said in a statement it is worth remembering that modern data storage isn't limited to one country.
"Any new rules will need to work across borders. Many datacenters serve multiple customers at once meaning new restrictions could affect all users... even those not considered part of critical infrastructure. This could slow down innovation or make things more expensive for some businesses.
To avoid this, he added, bit barn operators "might need to set up separate areas just for critical infrastructure. However, this could make it harder for important services to use cloud technology efficiently, potentially leading to higher costs. Organizations need to balance the benefits of security with added cost.
"This is another strong and timely step from the government in improving resilience across critical national infrastructure, supply chains, the public sector, and strategically important businesses. By addressing these interconnected elements of our digital landscape, we can significantly reduce weak links and create a more robust cyber defense posture." (r)
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    NASA engineers play space surgeon in bid to unclog Voyager 1's arteries

    
'Brilliant' team performs electrical balancing act to keep probe pointed at Earth    
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The tenuous power situation onboard the veteran Voyager 1 spacecraft has required engineers to perform a delicate balancing act while switching between thrusters as fuel lines gradually become clogged.
The Voyagers have three sets of thrusters: two sets of attitude propulsion thrusters and one set of trajectory correction maneuver thrusters. As the mission has stretched beyond the wildest imaginations of the original engineers, the fuel lines have become clogged.
In 2002, the mission engineering team noticed that some of the fuel tubes in the attitude propulsion branch were clogging. Not a problem - the team switched to the second branch. Then that branch began to suffer the same, so the team switched to the trajectory correction thrusters instead.
The thrusters are designed to point the spacecraft's antenna to Earth. Gas produced from liquid hydrazine is used to generate pulses measured in milliseconds to gently tilt the Voyagers to the proper orientation.
However, now the correction thruster tubes are also clogged, even more than the original branches. "Where the tube opening was originally only 0.01 inches (0.25 millimeters) in diameter, the clogging has reduced it to 0.0015 inches (0.035 mm), or about half the width of a human hair," NASA said.
The clogging is caused by silicon dioxide, a byproduct that appears with age - the Voyagers are approaching half a century in space - from a rubber diaphragm in the spacecraft's fuel tank.


	Voyager 1 makes stellar comeback to science operations


	Dr Ed Stone, former director of JPL, Voyager project scientist, dies at 88


	Voyager 1 regains sanity after engineers patch around problematic memory


	NASA tries to jog Voyager 1's memory from 15 billion miles away


Switching to different thrusters would have presented no problem in decades past. Now, however, the dwindling power is presenting challenges for engineers. Over time, the Voyager team has been turning off non-essential systems, including some heaters, to eke out the electrical power a little longer.
This has worked well yet has also resulted in the spacecraft getting colder. And it means that firing the attitude thruster branches could damage them. However, the heaters for those branches were turned off for a reason, and turning them back on would further drain the remaining electrical power.
Could one of the remaining science instruments be turned off temporarily to free up some power? No - engineers worried that the instrument would not come back online afterward.
In the end, the Voyager team turned off one of the spacecraft's main heaters for an hour to free up enough power to warm the thrusters.
It worked, but highlights how tenuous the power situation has become aboard the veteran spacecraft.
Suzanne Dodd, Voyager's project manager at the Jet Propulsion Laboratory (JPL), said: "All the decisions we will have to make going forward are going to require a lot more analysis and caution than they once did."
We asked Dr Garry Hunt, one of the original Voyager scientists for his thoughts on the latest engineering feat. He replied with one word: "Brilliant." (r)
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    Mind your header! There's nothing refreshing about phishers' latest tactic

    
It could lead to a costly BEC situation    
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Palo Alto's Unit 42 threat intel team wants to draw the security industry's attention to an increasingly common tactic used by phishers to harvest victims' credentials.
The infocseccers say they'd spotted miscreants abusing refresh entries in HTTP headers to the tune of circa 2,000 large-scale phishing campaigns between May and July this year, although the practice has been observed throughout the year.
Embedding malicious URLs in a web page's response header, in this case, means visitors to the web pages are automatically redirected to malicious ones. Once this is accomplished, attackers will typically spoof the login pages of well-known vendors to steal the user's passwords.
The attack starts out like any other phishing-based incident. An email is sent to a target containing a link that typically mimics a legitimate or compromised domain, making the job of spotting one more difficult.
Should a user click that link (failure number one), they'll be directed to one page which the attacker has already instructed to redirect to another after a period of, say, a few seconds - although it could be done immediately too.
Because the refresh field was populated with the code that redirects visitors to alternative URLs, this process is not only executed automatically against the user's will, but also before the initial web page is even loaded, since the response header is handled before HTML content loads.
"The original and landing URLs are often found under legitimate or compromised domains and hosts, a technique that's often effective in concealing malicious URL strings," said Unit 42's Yu Zhang, Zeyu You, and Wei Wang in a statement.
"Additionally, attackers frequently use legitimate domains that offer URL shortening, tracking, or campaign marketing services."
By adding deep linking into the fray, the criminals allow the malicious form to partially pre-load with the user's details, and taken together, these tactics tee up an attack for greater success, the researchers believe.
Of course, this needs to be packaged up into a convincing initial email, which - if one examines some of the examples Unit 42 used in their writeups - aren't too common here. You'd expect an organization's email provider to push emails with three successive exclamation marks straight into the spam folder, for example. Yet apparently that's not always the case!!!
(Some of the other examples Unit 42 used in its report appeared to be more professionally composed.)
Organizations in the business and economy sector are most likely to be targeted, with 36.2 percent of all attempts focusing on this corner of industry, according to the report. 
Unit 42's catch-all "Other Industries" category came in second with 32.9 percent of these attempts and financial services was next with a 12.9 percent share of the attacks. Government, healthcare, and tech came in behind them, each with small shares.
"In our research, we found no legitimate websites exhibiting this behavior," the report says. "Although the refresh header can be useful in specific situations like dynamically updating websites, we more commonly see other methods such as JavaScript-based techniques or server-side push technologies like WebSockets.
"Ultimately, organizations should be more aware of the potential for malicious use of HTTP refresh headers."


	Chinese government website security is often worryingly bad, say Chinese researchers


	45 Drives adds Linux-powered mini PCs, workstations to growing compute lineup


	Developers beware, Microsoft's domain shakeup is coming soon


	Cisco fixes critical IOS XE bug but malware crew way ahead of them


According to the FBI's Internet Crime Complaint Center's (IC3) most recent annual report [PDF], phishing remains the most common form of cybercrime by a huge distance, despite some slight, consistent decline since 2021 with roughly 300,000 cases reported last year. That's just in the US and only the ones people spotted and bothered to report.
Phishing is often used in business email compromise (BEC) schemes, which according to that same FBI report led to annual losses exceeding $2.9 billion in 2023.
With money like that on the line and the clear potential for success criminals have with phishing, it's no wonder they'll adopt increasingly sophisticated tricks to keep deceiving end users. (r)
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    Pop!_OS 24.04 and new COSMIC desktop reach alpha

    
It's quite a long way from ready - but it's clearly visible in the distance    
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The latest version of System76's Ubuntu remix is available, but it's not finished by any means. The new Rust-based desktop is somewhat usable, though.
US shifter of Linux boxes System76 has released alpha 1 of Pop!_OS 24.04. It's the company's remix of Ubuntu Noble Numbat, with its own in-house ground-up desktop environment, codenamed COSMIC and implemented in Rust. The result is a new and incomplete desktop, running on top of a fairly stable and mature OS. Some parts are still missing and we saw some occasional but repeatable app crashes, but it's usable if you're patient. It has already received some rave reviews, but we think it will sharply polarize users.
[image: The default desktop looks like a blend of GNOME 3.x and Elementary's Pantheon.]
The default desktop looks like a blend of GNOME 3.x and Elementary's Pantheon - click to enlarge


Pop OS is a relatively new distro: the first release appeared in late 2017, and the Reg FOSS desk has looked at it a couple of times: first at version 21.10, which caused us significant problems, and later at the next LTS release, version 22.04 which proved less troublesome. As an Ubuntu remix, it makes some interesting but not all that profound changes under the covers. What's interesting about this release in particular is its new desktop environment, COSMIC. This has been a long time coming - the Register covered the plans way back in 2021. A few years later, we have a preliminary version to try out.
First, let's look at the OS part. There aren't too many radical changes here: it is based on the most recent Ubuntu LTS, and while its development team is busily building a new desktop, the distro stopped doing interim releases: this is the first version since 22.04. System76 removes Canonical's Snap packaging format, and replaces it with Flatpak. On UEFI machines, Pop OS replaces the GRUB bootloader, used by Ubuntu, Debian, and most other distros, with the systemd-boot bootloader. This keeps the Linux kernel and initrd in the UEFI system partition (or ESP for short), which is unusual but forms an initial step in the direction of systemd supremo Lennart "Agent P" Poettering's plans for Unified Kernel Images. This means you need a much bigger ESP than standard, but that won't be a problem on a clean install. We tested in VirtualBox, and Pop!_OS 24.04 created a whopping 1GB ESP. It also drops LibreOffice and a few other familiar apps, but you get Vim pre-installed, a tool for creating bootable USB keys, and a few other extras.
Pop OS does make some slightly unusual configuration choices under the hood. The setup program defaults to enabling full-disk encryption, using the same password as the user account, but you can untick the option. Even so, we got a dedicated swap partition, also encrypted with cryptsetup, as well as compressed swap in RAM using the zram memory-compression tool. This seems overly paranoid to us: if the user disables disk encryption, we'd prefer to see a plain old swap partition with zswap compression enabled, which we've found gives useful performance improvements on heavily-loaded desktops. We disabled both ZRAM and cryptsetup, but this left annoying messages during bootup about the latter.


	FOSS replacement for Partition Magic, Gparted 1.6 is here to save your data


	Disenchanted Windows user? Pop open a fresh can of Linux Lite


	AWS plays with Fire TV Cube, turns it into a thin client for cloudy desktops


	openSUSE offers Slowroll distro for those scared by the speed of Tumbleweed


Enabling Zswap is normally as easy as adding a line to /etc/default/grub -- but of course that doesn't work when the distro doesn't use GRUB. It's easily done with the new kernelstub command, but it's the kind of small, troubling difference from stock Ubuntu that will trip up experienced users. Expect to resort to Google frequently at first. Luckily this works well, as Pop OS is one of the more popular distros out there among the sorts of folks who eschew beginners-focused distros such as Linux Mint or Zorin OS, but who weren't overly influenced by Mr Robot into wanting to run Kali Linux and thus boost their elite hacker credibility.
[image: Since the app launcher has a search box anyway, we're not sure COSMIC needs a separate search icon as well...]
Since the app launcher has a search box anyway, we're not sure COSMIC needs a separate search icon as well... - click to enlarge


But the visible part is, of course, the shiny new desktop. Before embarking on its Rust adventure, System76 shipped a heavily customized version of GNOME, which the team also called COSMIC. Aside from a different app store and different, but stylish, cosmetics, probably the defining feature of COSMIC GNOME was its tiling window support. Tiling window managers are noticeably trendy in recent years, to the extent that GNOME itself weighed it up. Most are aimed at command-line folks, though, who typically don't want GUI fripperies such a file managers, calculators, text editors and what not: they have their own preferences in such things.
Since version 3, GNOME has had a simplified interaction model, with no minimize and maximize buttons: instead, it urges you in the direction of lots of full-screen windows, each on its own virtual desktop. This is not at all to the tastes of this cynical old reporter who acquired window-management muscle memory in the 1980s and still works much the same way. As such, we were pleasantly surprised by COSMIC: it improves upon GNOME's very basic window-management tools, while retaining a good-looking desktop and some familiar tools.
As you might expect from a company which shipped a GNOME-based desktop for six years or so, the new COSMIC is strongly reminiscent of GNOME. A little like Elementary OS's Pantheon desktop, it has a mostly-empty top panel and a dock-like launcher at bottom center - neither based on GNOME code. The result resembles GNOME Shell from a few years ago. There's a clock in the middle, seven status icons at top right, and a couple of textual buttons at top left. GNOME has combined all its status icons into one macOS-like "quick settings" control, but COSMIC keeps them separated, which we prefer. There are controls for keyboard layout, window tiling, volume, networking, power, notifications, and session management.
Overall, it's very different from rivals such as Cinnamon, or Zorin OS's extension-based GNOME environment. They both reshape GNOME into something that's intentionally much more like the Windows desktop. Even the Budgie desktop uses some GNOME components to build a simpler, faster, Windows-like desktop. We also thought it might be akin to Ubuntu's Unity, which imported some GNOME components - such as the file manager - wholesale, but rewrote the desktop into something more like Mac OS X but controlled with Windows keystrokes.
COSMIC goes the other way. It looks much like GNOME, it works rather like GNOME, but aside from a few accessories such as the Document Viewer, re-implemented in natively-compiled Rust in place of GNOME Shell's Javascript. There are obvious differences: there are title bars, with window controls, and windows have menu bars. However, the color schemes blend title bars invisibly into the windows, and the menu bars don't work with keyboard controls. It has its own Settings app, which leads the user through a few sections rather than displaying one big list. There are no desktop icons, and no right-click menu on the desktop, either.
[image: COSMIC has its own filer and app store, and you can move the dock or shrink the panel if you like.]
COSMIC has its own filer and app store, and you can move the dock or shrink the panel if you like - click to enlarge


There are a handful of GNOME accessories here. The alpha of COSMIC keeps the document and image viewers, the system monitor, the File Roller archiver and some other tools. However, alongside its own panel, dock and settings app, COSMIC also provides its own terminal emulator, file manager, text editor, screenshot tool, and app store. To us they felt a little skeletal, but it is only an alpha version. We really did miss keyboard controls: like far too many modern GUIs, this one has its own ground-up keyboard control system, because its creators didn't know about the industry-standard one.
It was mostly stable in testing. There are a few blank panes in the Settings app, such as "Region & Language", which lead to an empty page. Some don't work: if we clicked on the button to choose the color of "Application and window background", the settings app instantly crashed. For an alpha version, we'd say it's pretty good. Kudos to the team for publishing packages for most leading distros: you can install COSMIC Epoch One on Arch, Fedora, Gentoo, openSUSE and so on.
We have read some excessively hyperbolic reviews of this preliminary release. It's not amazing or transformative and it doesn't redefine the Linux desktop. It's slightly lighter than GNOME, but not lightweight: the alpha takes nearly 7GB of disk and 1.4GB of RAM at idle. It's fast, though, and the VM booted impressively rapidly, in just a few seconds. It has more customization options than GNOME itself, which is good, as GNOME extensions will never work here. Even so, they're still quite limited, and some, like the rounded corners of the dock, align poorly and looked amateurish to our unfussy eyes. We suspect those very sensitive to graphic design won't approve.
Being all-new, it only supports Wayland: there's no X.org session, although X11 apps will work. We suspect this also means that it's as inaccessible as any other Wayland environment, and will remain that way for a long time.
If you don't like GNOME, you won't like this. We don't think COSMIC will sway fans of KDE or Cinnamon, let alone any of the really lightweight desktops. It might win over some users of pure tiling environments, though, and it brings GNOME itself some direct competition on its home turf. It's a very promising start, but thus far, it is only a start.
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    If HDMI screen rips aren't good enough for you pirates, DeCENC is another way to beat web video DRM

    
Academically interesting technique for poking holes in paywalled tech specs    
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An anti-piracy system to protect online video streams from unauthorized copying is flawed - and can be broken to allow streamed media from Amazon, Netflix, and others to be saved, replayed, and spread at will, we're told.
The Common Encryption Scheme (CENC) is a form of DRM that is used by video-streaming giants to ensure movies and TV shows streamed to people's devices cannot be, for instance, saved to disk in a way that allows them to be played back later or distributed to others to enjoy. When you watch a film from a Big Tech streaming platform, you're not supposed to be able to keep a copy of that media, or else people could stream something once, save it, and replay it forever, wrecking the whole subscription model approach.
The algorithms and methods set by CENC make sure only the playback application, such as the viewer's web browser, successfully decodes and displays the compressed streamed media, and thus safeguards the content from pirates.
However, the scheme has flawed encryption and is vulnerable to a proof-of-concept decryption attack, according to security researcher David Buchanan.
In a recent issue of the venerable hacking publication Phrack, Buchanan (aka "retr0id") refers to his attack as DeCENC, because it undoes CENC protection of streaming media content.
The name hearkens back to DeCSS, which famously undid the Content Scrambling System, a DRM scheme protecting DVDs from piracy, when it was published online in 1999 and unleashed a futile legal campaign to suppress the disclosed code.
Buchanan told The Register that DeCENC should be of some concern to commercial streaming platforms like Amazon Prime, Netflix, Hulu, and YouTube, which all use CENC in their content distribution platforms. The scheme encrypts and protects the data from the streamers to users' web browsers.
Although DeCENC can defeat that protection, there are easier and more practical ways to rip off streamed media, which Buchanan acknowledges.
"How concerned they [Amazon et al] should actually be [about DeCENC] depends on a lot of factors, including their threat model," he said. "Compared to other approaches, DeCENC is fairly impractical, to the extent that it's almost a mere academic curiosity. The people that streaming services ought to be most worried about likely already have more convenient techniques available to them."
In his Phrack article, Buchanan cites examples of simpler CENC-bypassing techniques, including simply capturing content from a screen, digitally recording the HDMI port using a splitter dongle, and exfiltrating decrypted video prior to the use of decompression, content keys, or Content Decryption Module (CDM) secrets.
He also points to vulnerabilities, such as the Microsoft PlayReady client compromise that was disclosed in May, as an example of a more practical attack.
"That (and any similar compromise) is the sort of thing that could enable content decryption at-scale, and in my view should be a higher priority concern from the perspective of a streaming platform," Buchanan told us.
Nonetheless, DeCENC, with its published code, represents a plausible attack technique for security researchers.
It provides a way to exfiltrate decrypted video data without changing or meddling with the CDM - the black box software that normally handles the decryption of protected content. It relies on the manipulation of inputs and outputs to that software using the documented interfaces, including the CENC file format, the Encrypted Media Extensions (EME) API, and the Media Source Extensions (MSE) API.


	Microsoft says it broke some Windows 10 patching - as it fixes flaws under attack


	Mind the talent gap: Infosec vacancies abound, but hiring is flat


	Defense AI models 'a risk to life' alleges spurned tech firm


	As major web browser makers snuggle up to AI, these skeptical holdouts remain


This technique relies on bypassing the video decoder, in order to capture streamed video that has been decrypted but remains compressed. Essentially, you trick the CDM into decrypting but not decompressing the streamed video and have it displayed directly on the screen in raw format. Then with a HDMI capture card, you can collect that decoded yet compressed data, process it, save it, and have a clean raw copy of the stream.
"The main trick here is a method to 'bypass' the video decoder," retr0id said in his write-up.
"The consequence is that decrypted (but still compressed) video data is rendered onto the screen as-is, in raw form. Visually this just looks like random noise, but if recorded and processed appropriately it can be recombined with the source media stream to obtain a playable decrypted copy. Although a capture card may be involved in this process, there is no need to re-compress any data, making the resulting file a 'WEBDL' rather than a 'WEBRip'.
"The attack involves feeding a specially crafted MPEG-CENC file (containing a crafted h264 bitstream) into the CDM. You might be thinking 'surely the CDM would detect that you're feeding in the wrong file, and reject it?' That would be a very sensible thing for it to do, but the MPEG-CENC format provides no affordances for doing so."
He added DeCENC takes a lot of fiddling to use, which is partially deliberate. "It's not my intention to release something 'user friendly,' it's more of a proof-of-concept.
"The attack processes data at approximately 2 megabits per second. Depending on the quality of the video being processed, this might be faster or slower than real-time. For big files, you could in theory run multiple instances of the attack at once to speed things up."


Perhaps the CENC authors assumed that authentication would be somebody else's problem, and so did everyone else


What makes this approach possible, Buchanan told The Register, is the use of encryption without authentication.
"I think that should've been addressed as part of the CENC specification," he explained. "Perhaps the CENC authors assumed that authentication would be somebody else's problem, and so did everyone else."
Buchanan attributes the viability of the attack to the sprawling set of overlapping specifications that describe EME, the MP4 video format, and CENC. The complexity and non-public nature of these technical documents ensures that there will be gaps that can be exploited, he contends.
To better benefit from security research, he argues, the International Organization for Standardization (ISO) should stop keeping specifications like CENC behind a paywall, pointing to The Register's past reporting on the subject.
"Apart from anything else, it makes security research much more tedious," he said. "A single spec like CENC itself is vaguely affordable (CHF 173 [$203], at the time of writing). But the reality is that there's a whole network of specs that cross-reference each other, and it's impossible to make sense of things without all of them.
"It's also hard to know which ones are relevant until you've seen them - I'm not going to spend CHF 173 on something that might be useful, and I don't think I could afford the full suite of MPEG specifications."
ISO did not immediately respond to a request for comment. (r)
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    Pokemon GO was an intelligence tool, claims Belarus military official

    
Augmented reality meets warped reality    
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A defense ministry official from Belarus has claimed augmented reality game Pokemon GO was a tool of Western intelligence agencies.
Alexander Ilanov, head of the department of ideological work at Belarus's defense department, this week appeared on a local TV talk show and was reportedly asked about the most likely targets for spies.
Ilanov responded that at the peak of Pokemon GO's popularity, the location where most of the digital monsters could be found was on the grounds of a military runway. At the peak of the game's popularity the virtual creatures could of course be found just about everywhere.
Pokemon GO was targeted by scammers, and had privacy problems, but the idea of the game as an intelligence tool is old - and largely debunked.


	Pokemon Go was a 'success disaster' and Niantic is still chasing another hit


	Meanwhile, in Japan, pet fish run up credit card bill on Nintendo Switch


	Microsoft's Mojang brings pixellated axe down on AR Minecraft game because it's not like folk are going outside


	Pokemon Go players fined for breaking down-under COVID-19 lockdown rules


As The New York Times reported in 2016, Russia labelled the game a tool of the CIA. Indonesia, Kuwait, and Egypt all got angry about the game. It remains officially banned in China, though some intrepid players are known to use it there.
Developer Niantic insisted it observes local laws wherever Pokemon hunters choose to peruse the Poke-sphere, and has denied all accusations it shares user info - so no-one can get a peek at you while you play. Nonetheless, military officials in several nations have warned that as the game uses users' location data, members of the military should exercise caution lest they leak strategically significant information.
Pokemon GO is not alone in creating risk regarding user locations: exercise app Strava caused a stir in 2018 when some users used it to track their activities near secure military facilities.
Ivanov's argument is therefore not very effective.
Belarus is very much in Russia's orbit as a "Union State" - an arrangement under which it remains a sovereign nation but shares policies with Russia. No other former Soviet nation has chosen to retain that status. Sharing a Putinesque paranoia about the West - and Pokemon GO - is therefore very much in character for a Belarussian official. (r)
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    Domo arigato, Mr Roboto: Japan's bullet trains to ditch drivers

    
The Shinkansen have operated without fatalities for sixty years - how hard can it be?    
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One of Japan's major passenger railway operators announced plans on Tuesday to bring fully automated bullet trains into service by the mid-2030s.
The decision was attributed to population decline and work style reforms.
JR East highlighted [PDF] several benefits of autonomous operation - including enhanced safety and transport stability, energy savings from efficient operations, increased flexibility to meet demand, and the ability to reallocate employees to other tasks.
The Shinkansen, Japan's high-speed rail vehicles often described as "bullet trains," connect Japan's major cities at speeds of up to 320km/h (199 mph).
The sleek trains and the 2,700 km of tracks that carry them are symbolic of Japan's technological and engineering prowess, including earthquake detection and advanced braking systems. They have a 20-year-plus record of fatality-free operations to show for it.


	Japan stops measuring train crowding by ease of newspaper readership


	Tokyo takes on Tinder by developing its own dating app it hopes will arrest population decline


	Japan's space agency enlists train operator's AI to foresee in-orbit failures


	Japan lacks the expertise for renewed nuclear power after Fukushima


Commuters will have to wait a decade or so for fully driverless travel, with crew still on board on the first targeted line - the Joetsu line. However, they'll be able to experience elements of automated bullet trains earlier as JR East will proceed with the upgrade in incremental steps.
By March 2029, travel between Nagaoka and Niigata stations will operate autonomously, but with a driver supervising. The next year, out of service trains on certain segments will no longer be crewed.
Other lines will be upgraded later. The main efforts underway include developing systems that automate crew responsibilities by delegating train scheduling and anomaly detection to devices.
JR East has been developing equipment since 2019 to enable autonomous driving patterns including energy-optimized acceleration, deceleration, stopping, and schedule adherence. It hopes to have it implemented by FY 2028.
Among other tasks, JR East is working on tech - using existing monitoring devices that identify issues in the undercarriage of the train - to detect anomalous vibrations and subsequently stop the train without crew intervention. That feature is slated for implementation in FY 2029.
Fully automated bullet trains are just one of the many ways Japan is turning to tech to alleviate the effects of its declining population. Other measures include AI bear monitoring systems and aerial telecommunication base stations for teleservices and Earth observation of remote areas in case of natural disaster.
In June, Tokyo launched its own dating app in the hope it will lead to more marriages and slow the rate of population decline. (r)
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    Samsung faces strikes in India, amid reports of global layoffs

    
Union alleges work conditions are like solitary confinement and violence is common at Tamil Nadu plant    


    
        By 
Laura Dobberstein and Brandon Vigliarolo        
    

    
        Posted in Legal,
        
            12th September 2024 03:46 GMT
        
    


    
Workers at a Samsung Electronics plant in the Indian state of Tamil Nadu have been on strike since Monday, disrupting production as they fight for wage hikes, better hours, and an end to a no-union policy.
The plant, located in the Kanchipuram district has been in operation for 16 years and employs 1,700 workers - only 60 of whom are women.
"For 16 years these workers have been without a registered union. Attitude, bureaucratism, abusive practices and workload impositions of the current management have prompted the workers to unionize," the Centre of Indian Trade Unions (CITU) wrote in a statement [PDF]. On Facebook, CITU labelled Samsung's opposition to unions "draconian."


	Ex Samsung execs reportedly arrested for alleged IP theft in China chip caper


	Apple agrees to terms with US store union for first time


	Samsung labor union orders members back to work and a 'tactical transition' to ongoing action


	SK hynix pumps billions into HBM chips to meet AI demand


Many of the workers at the facility reportedly have not shown up for work. Some are instead protesting in front of the facility, causing production to fall by half on Monday. On Tuesday, production was reportedly down by 30 percent.
The facility reportedly makes products such as televisions, refrigerators and washing machines, and contributes between 20 and 30 percent of Samsung's annual India revenue - a figure which totals $12 billion.
The region's union leader, E Muthukumar, has reportedly pledged the strike will go on until a settlement is reached - and at least until scheduled Friday night talks. Senior execs have travelled to India to engage with the workers.
Samsung operates two plants in India - a larger one that focuses on smartphone manufacturing is located in Noida.
The chaebol has told other media outlets it actively engages with workers to address any grievances they may have, and complies with all laws and regulations.
"We will also ensure that there is no disruption to our consumers," Samsung promised.
The manufacturing giant has faced strikes in other countries as well. In July and August, workers in South Korea went on the most polite strike ever, using their own holiday time to stop work. More aggressive measures followed, including Samsung's first ever walk-out. The union pledged that the strike would go on indefinitely, but eventually told its members to return to work when negotiations broke down.
Reports of wider layoffs
While it deals with its Indian troubles, Samsung is also reportedly prepping for sweeping global layoffs that could see staff numbers reduced by up to 30 percent in certain departments.
Unnamed Samsung insiders told newswire Reuters that the cuts will allegedly take place by the end of this year and would affect jobs globally. The outfit has allegedly already directed subsidiaries to reduce sales and marketing staff by 15 percent, and administrative employees by up to 30 percent.
The report doesn't make it clear how many employees will be affected, or what sort of workers are at risk.
It is unclear why Samsung - which is riding high amid the AI chip boom and recording booming profits - would choose to shed some of its 260,000-strong global workforce.
According to sources who spoke to Reuters, job cuts will shore up Samsung's bottom line and reduce costs ahead of an expected global economic slowdown.
Samsung claimed the layoffs are just routine workforce adjustments aimed at improving business efficiency, no particular roles are being targeted, and production staff won't be impacted.
Tech industry layoffs have continued to make headlines in 2024, with many high-profile companies shedding staff despite posting record financial results. It's not clear if that's what's happening at Samsung. We've contacted the firm's reps with questions for this story, but have not received a response at the time of writing. (r)
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    Healthcare giant to pay $65M settlement after crooks stole and leaked nude patient pics

    
Would paying a ransom - or better security - have been cheaper and safer?    
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A US healthcare giant will pay out $65 million to settle a class-action lawsuit brought by its own patients after ransomware crooks stole their data - including their nude photographs - and published at least some of them online.
Lehigh Valley Health Network (LVHN), one of the largest primary care groups in Pennsylvania, discovered an IT intrusion on February 6, 2023 and later named the notorious ALPHV aka BlackCat gang for the attack.
Whoever was responsible, gigabytes of data describing 134,000 patients and staff was stolen by the extortionists. Names, addresses, Social Security numbers, and state ID data were stolen, as were medical records and surgical images. A ransom was demanded to avoid the info being leaked online.
According to a lawsuit [PDF] filed against LVHN in the following month, the medical group routinely took pictures of naked cancer patients - in some cases without their knowledge.
When the hospital refused to pay BlackCat's ransom to ensure the stolen data was not released, the cruel criminals posted the material online - and LVHN's customers were left fuming.
"While LVHN is publicly patting itself on the back for standing up to these hackers and refusing to meet their ransom demands, they are consciously and intentionally ignoring the real victims," the lawsuit states. "Rather than act in their patients' best interest, LVHN put its own financial considerations first."
LVHN publicly disclosed the attack on February 20 that year, and claimed its scope was limited.
On March 4, the ALPHV gang posted a warning on its website threatening to distribute the stolen images online unless LVHN paid up. The medical group refused, so the criminals went ahead and uploaded a selection of the pilfered material to their dark-web portal - including photographs with personally identifying information.
The court documents recount how an unidentified plaintiff was called by the hospital's vice president of compliance on March 6, with news that that naked images of her were now online, before offering - "with a chuckle" - two years of credit monitoring services. The Jane Doe plaintiff responded that she had no idea that the hospital had taken photographs of her while unclothed during her treatment for breast cancer, nor that it was storing them on corporate servers.
While LVHN informed customers and staff of the privacy breach, ALPHV ratcheted up the pressure, leaking another 132GB of material online on March 10 and threatening to reveal more every week until the ransom was paid.
Court documents do not state if the ransom was ever paid, and neither LVHN nor the lawyers involved have responded to our inquiries.


	Enzo Biochem ordered to cough up $4.5 million over lousy security that led to ransomware disaster


	Intruders at HealthEquity rifled through storage, stole 4.3M people's data


	Ransomware infection cuts off blood supply to 250+ hospitals


	Cancer patient forced to make terrible decision after Qilin attack on London hospitals


The plaintiff's lawyers argued that the hospital failed their duty of care to protect information. In addition, its actions were allegedly in violation of America's Health Insurance Portability and Accountability Act.
The healthcare group, while agreeing to the settlement terms, denied any wrongdoing.
LVHN has experience in this area. Back in July 2022 the medical group confirmed it had been the victim of a similar ransomware attack that affected 75,628 patients. It appears sufficient precautions were not taken to stop a repeat - which is unusual given that the medical sector is a prime target for ransomware scumbags.
The plaintiff's legal firm, Saltz Mongeluzzi Bendesky, claimed the settlement is "the largest of its kind, on a per-patient basis, in a healthcare data breach ransomware case." Those whose data was posted online have been categorized in four tiers, the lowest of which will receive $50 apiece for having had their medical records accessed. The highest tier - those whose nude pics appeared online - will receive between $70,000 and $80,000 - after the lawyers take their cut. (r)
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Nvidia CEO Jensen Huang has attempted to quell concerns over the reported late arrival of the Blackwell GPU architecture, and the lack of ROI from AI investments.
"Demand is so great that delivery of our components and our technology and our infrastructure and software is really emotional for people because it directly affects their revenues, it directly affects their competitiveness," Huang explained, according to a transcript of remarks he made at the Goldman Sachs Tech Conference on Wednesday. "It's really tense. We've got a lot of responsibility on our shoulders and we're trying the best we can."
The comments follow reports that Nvidia's next-generation Blackwell accelerators won't ship in the second half of 2024, as Huang has previously promised. The GPU giant's admission of a manufacturing defect - which necessitated a mask change - during its Q2 earnings call last month hasn't helped this perception. However, speaking with Goldman Sachs's Toshiya Hari on Wednesday, Huang reiterated that Blackwell chips were already in full production and would begin shipping in calendar Q4.
Unveiled at Nvidia's GTC conference last northern spring, the GPU architecture promises between 2.5x and 5x higher performance and more than twice the memory capacity and bandwidth of the H100-class devices it replaces. At the time, Nvidia said the chips would ship sometime in the second half of the year.
Despite Huang's reassurance that Blackwell will ship this year, talk of delays has sent Nvidia's share price on a roller coaster ride - made more chaotic by disputed reports that the GPU giant had been subpoenaed by the DoJ and faces a patent suit brought by DPU vendor Xockets.
According to Huang, demand for Blackwell parts has exceeded that for the previous-generation Hopper products which debuted in 2022 - before ChatGPT's arrival made generative AI a must-have.
Huang told the conference that extra demand appears to be the source of many customers' frustrations.
"Everybody wants to be first and everybody wants to be most ... the intensity is really, really quite extraordinary," he said.
Accelerating ROI
Huang also addressed concerns about the ROI associated with the pricey GPU systems powering the AI boom.
From a hardware standpoint, Huang's argument boils down to this: the performance gains of GPU acceleration far outweigh the higher infrastructure costs.
"Spark is probably the most used data processing engine in the world today. If you use Spark and you accelerate it, it's not unusual to see a 20:1 speed-up," he claimed, adding that even if that infrastructure costs twice as much, you're still looking at a 10x savings.
According to Huang, this also extends to generative AI. "The return on that is fantastic because the demand is so great that every dollar that they [service providers] spend with us translates to $5 worth of rentals."
However, as we've previously reported, the ROI on the applications and services built on this infrastructure remains far fuzzier - and the long-term practicality of dedicated AI accelerators, including GPUs, is up for debate.
Addressing AI use cases, Huang was keen to highlight his own firm's use of custom AI code assistants. "I think the days of every line of code being written by software engineers, those are completely over."
Huang also touted the application of generative AI on computer graphics. "We compute one pixel, we infer the other 32," he explained - an apparent reference to Nvidia's DLSS tech, which uses frame generation to boost frame rates in video games.
Technologies like these, Huang argued, will also be critical for the success of autonomous vehicles, robotics, digital biology, and other emerging fields.


	Oracle boasts zettascale 'AI supercomputer,' just don't ask about precision


	Amazon to pour PS8B into UK datacenters through to 2028


	Mainframes aren't dead, they're just learning AI tricks


	We're in the brute force phase of AI - once it ends, demand for GPUs will too


Densified, vertically integrated datacenters
While Huang remains confident the return on investment from generative AI technologies will justify the extreme cost of the hardware required to train and deploy it, he also suggested smarter datacenter design could help drive down costs.
"When you want to build this AI computer people say words like super-cluster, infrastructure, supercomputer for good reason - because it's not a chip, it's not a computer per se. We're building entire datacenters," Huang noted in apparent reference to Nvidia's modular cluster designs, which it calls SuperPODs.
Accelerated computing, Huang explained, allows for a massive amount of compute to be condensed into a single system - which is why he says Nvidia can get away with charging millions of dollars per rack. "It replaces thousands of nodes."
However, Huang made the case that putting these incredibly dense systems - as much as 120 kilowatts per rack - into conventional datacenters is less than ideal.
"These giant datacenters are super inefficient because they're filled with air, and air is a lousy conductor of [heat]," he explained. "What we want to do is take that few, call it 50, 100, or 200 megawatt datacenter which is sprawling, and you densify it into a really, really small datacenter."
Smaller datacenters can take advantage of liquid cooling - which, as we've previously discussed, is often a more efficient way to cool systems.
How successful Nvidia will be at driving this datacenter modernization remains to be seen. But it's worth noting that with Blackwell, its top-specced parts are designed to be cooled by liquids. (r)
    






        





This article was downloaded by calibre from https://go.theregister.com/feed/www.theregister.com/2024/09/12/jensen_huang_blackwell_shipping_prediction/



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next







    
        Original URL: https://www.theregister.com/2024/09/11/uk_us_school_ransomware/
    

    Cyber crooks shut down UK, US schools, thousands of kids affected

    
No class: Black Suit ransomware gang boasts of 200GB haul from one raid    
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            11th September 2024 22:43 GMT
        
    


    
Cybercriminals closed some schools in America and Britain this week, preventing kindergarteners in Washington state from attending their first-ever school day and shutting down all internet-based systems for Biggin Hill-area students in England for the next three weeks.
On Sunday, Highline Public Schools, a Seattle-area school district that serves more than 17,000 students from pre-K through high school, alerted its parents and students that all schools, along with activities, athletics and meetings planned for Monday, had been canceled.
"We have detected unauthorized activity on our technology systems and have taken immediate action to isolate critical systems," according to a notice posted on the district's website. 
Upon finding the digital intruders on the network, the district called in third-party infosec experts, along with US federal and state law enforcement, to help restore the systems, we're told.
The school district operates 34 schools and employs more than 2,000 staff members across the Washington state communities of Burien, Des Moines, Normandy Park, SeaTac, and White Center.
"We understand this comes as an unexpected disruption, particularly on the eve of the first day of kindergarten for many of our families," the Sunday alert continued.  "We recognize the burden this decision places on both families and staff, but student safety is our top priority, and we cannot have school without these critical systems in place."
Highline has not specified which critical systems were affected by the intrusion, or if the shutdown is due to ransomware. The Register has asked for comment, and will report back once we hear from the district.  
No criminal group has claimed responsibility for the Highline breach, though the school closures follow a ransomware infection that snarled traffic at the Seattle-Tacoma International Airport in late August.
As of Wednesday, all 34 schools remain closed. They are expected to reopen for students in kindergarten through 12th grade on Thursday, September 12, while the first day of preschool is now slated for Monday, September 16.
On the other side of the pond
Meanwhile, in the UK, Charles Darwin School sent home a letter with all of its students on September 6, telling parents and caregivers that the "IT issues" it had been experiencing were "worse than hoped." In fact, they were due to a ransomware attack.
Charles Darwin has 1,320 secondary and sixth-form students in Bromley, England.
The Biggin Hill school would be closed between September 9 and September 11 as IT admins wiped all of the staff devices and teachers reorganized all of their lessons, according to headteacher Aston Smith. 
Internet, email, and other school systems will be knocked out for an estimated three weeks, he added. 
"We do not know at this point what data has been accessed, however we need to state there is the potential for all information held by the school to have been accessed," Smith wrote [PDF]. 
Black Suit, believed to be an offshoot of the now defunct Conti ransomware gang, has claimed to be behind the Charles Darwin School attack. In a post on the criminals' dark-web blog, they say they stole 200 GB of data, including user, business data, employee, student and financial information. 
Charles Darwin School did not immediately respond to The Register's inquiries about the ransomware infection.


	'IT failure' hits blood tests as another critical incident declared by NHS


	Seattle airport 'possible cyberattack' snarls travel yet again


	So you paid a ransom demand ... and now the decryptor doesn't work


	Major sales and ops overhaul leads to much more activity ... for Meow ransomware gang


The school reported the security breach to the UK Information Commissioner's Office, and is working with a cybersecurity company to conduct a forensic investigation.
Smith promised to update the community "regularly" as the investigation continues. 
"Unfortunately, cyber-attacks like this are happening more frequently despite having the latest security measures in place," he said. "Our understanding of our situation is that it is similar to what was experienced by the NHS, Transport for London, National Rail, other schools and public sector departments."
Tewkesbury Borough Council, in Gloucestershire, was also just hit with a debilitating cyber-attack, taking systems and public services offline.
Council boss Alistair Cunningham said in a statement this week: "We have no evidence that data has left this organisation. Our systems are shut down as a precautionary measure. Further forensic work has been ongoing this weekend and we now believe the incident is contained within the infrastructure of our systems."
Over in the US, 108 K-12 school districts fell victim to ransomware attacks last year, according to Emsisoft's statistics.
'Reading between the lines' suggests ransomware
"There is no honor amongst the ransomware gangs attacking schools in Washington state and the UK," Semperis principal technologist Sean Deuby told The Register, adding that schools are more vulnerable targets because of their smaller IT budgets and fewer defensive resources. "Attacking just before the first day of school for young kindergartners demonstrates their amorality."


These attacks leads me to believe that the schools were hit by ransomware


While the Seattle-area district hasn't called the incident ransomware, "reading between the lines on these attacks leads me to believe that the schools were hit by ransomware," Deuby opined.
A recent report by the Active Directory security firm found 83 percent of responding orgs (Semperis surveyed 900 IT and security professionals in the UK, US, France, and Germany for the study) were targeted by ransomware criminals in the past 12 months [PDF]. Specific to education: 82 percent said they had been a target.
"Most schools today use Office 365 but still depend upon their on-premises identity system, Active Directory, for its users," Deuby said, adding that this makes exploiting Microsoft AD vulnerabilities more enticing to criminals. 
While there's "no silver bullet" to solve schools' security challenges, he suggests working with their IT providers to identify critical services "such as AD that are single points of failure." 
"If critical services go down, school stops, and the school buses don't roll," Deuby noted. "Have a plan for what to do. This doesn't have to be perfect but think now about what to do if email goes away or a teacher portal is locked." (r)
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    Google bets on carbon capture tech to clean up its mess - in the 2030s

    
Mountain View backs startup Holocene, hoping to slash emissions costs    
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Google intends to purchase carbon removal credits from a direct air capture provider to help offset its greenhouse gas (GHG) emissions, although the initiative isn't expected to kick off until the next decade.
The Mountain View megacorp says it is following this approach with its chosen provider, Holocene, due to cost. While the startup's tech is still in the early stages of development, Google believes Holocene will be able to bring down the cost significantly to $100 per ton of carbon dioxide (CO2) by the early 2030s.
Like other cloud and IT giants, the Chocolate Factory is increasingly concerned about the carbon footprint of its activities, and says removal technologies are a key part in efforts to reach the goal of net zero emissions across its operations.
Direct air capture (DAC) is promising, Google claims, because it uses chemical or physical processes to extract CO2 directly from the air, before disposing of it by storing it underground or reusing it in products. However, it also faces a long road to achieving commercial viability and scale, and costs need to come down dramatically for the tech to take off and draw investment from other companies and governments into DAC projects.
According to The Chemical Engineer, there are essentially two DAC methods: a liquid-based capture process and a solid one.
The liquid approach brings air into contact with an aqueous solution to capture CO2, which is then heated in a closed loop to release it again. The other method uses solid sorbents (absorbent material) to soak up the CO2 then releases it using a combination of low pressure and high temperatures.
A major challenge is the sheer amount of energy needed to operate DAC processes, The Chemical Engineer report says.
Holocene's process is said to combine elements of both the liquid and solid processes. The company says it passes air through a man-made waterfall where an amino acid has been added to the water, drawing in the CO2. The next stage concentrates CO2 from the water into a solid form, before the solid is heated to release it for storage.
The liquid gets recycled back to the first stage, which Holocene claims is a key part in making its process more energy efficient. Low-temperature heat can be used to liberate the captured carbon and the chemical process uses widely available industrial equipment, which Holocene claims will allow it to scale economically.
Google says it is willing to provide financial support for Holocene up front and has made a long-term commitment to accept credits from its facilities, scheduled for delivery in the early 2030s. We asked how much financial support it is providing, and will update if we get an answer.
The internet giant admits the amount of CO2 Holocene will capture is nowhere near the volume needed on a planetary scale, but says delivering lower-cost DAC at a small scale is a first step towards reaching millions or possibly even billions of tons per year.


	Datacenters to emit 3x more carbon dioxide because of generative AI


	Cloud computing hits the nuclear button amid energy crisis


	Meta digs deep to strike geothermal power deal for its US datacenters


	Don't blame AI for rise in carbon emissions, says Google exec


Like other hyperscale companies, Google has seen its CO2 emissions rise recently due to the enormous energy-sucking process of training fashionable large-scale AI models. In its latest environmental report, Google admitted its greenhouse gas emissions had risen 48 percent since 2019.
The company had earlier claimed to be carbon neutral by purchasing carbon offsets to match emissions from its operations, but abandoned this approach because its renewable energy matching differed from the way Scope 2 emissions are calculated in accordance with the Greenhouse Gas Protocol (GHG Protocol), which it said also contributed to the reported rise.
Such methods of claiming carbon neutrality have been labeled as "greenwashing" by environmental groups. Greenpeace last year criticized tech companies for relying on methods such as renewable energy certificates (RECs) to claim they are reducing their footprint, which it likened to simply writing a check to say you have cut Scope 2 emissions.
Other critics of offsetting claim that it provides emitters with a "licence to pollute" and represents "a dangerous distraction" from decarbonization efforts.
Google isn't the only hyperscaler getting into carbon removal. In July, Microsoft unveiled a deal with Occidental Petroleum to buy 500,000 metric tons of carbon dioxide removal (CDR) credits over six years, said to be worth hundreds of millions of dollars. (r)
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    Major sales and ops overhaul leads to much more activity ... for Meow ransomware gang

    
You hate to see it    
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The Meow ransomware group has grabbed the second most active gang spot in an unexpected surge in activity following a major brand overhaul.
Meow surfaced in March this year as one of the four main Conti offshoots, but didn't take off in the same way as its predecessor, consistently falling behind groups such as LockBit and more recently RansomHub.
According to Check Point's summary of August in the world of cybercrime, Meow claimed nine percent of all global ransomware attacks, putting it ahead of nearly all rivals except RansomHub, which is showing itself to be the LockBit replacement nobody asked for, scooping up swathes of its market share and former affiliates.
However, according to the latest intel, it seems Meow is pulling a Cl0p - focusing less on encrypting victims' files and instead going straight for data theft. 
The group started out as a typical ransomware-as-a-service (RaaS) operation but has since decided to opt for pure extortion methods - simply selling the data it steals from intrusions.
Each victim's data now has two prices attached to it. Pay one price to access the data, although anyone else can also pay the same and get access to the same files. There is also an option to pay a much larger fee, sometimes double, sometimes triple or quadruple, to receive "exclusive" access to the data - clearly the criminals can lie about this - which is then "delisted" from the leak site that serves as Meow's data marketplace.
Non-exclusive prices typically range between $4,000 and $10,000, although some recent listings have seen prices as low as $150 and as high as $40,000.
Selling data rather than extorting victims has in the past been seen as a final resort tactic rather than a primary modus operandi. RansomHub's attack on auction house Christie's earlier this year ultimately ended in the data allegedly being sold to a bidder rather than being leaked. However, experts at the time said this auction was probably not the success the criminals had hoped for.
More active attacks ... but will new tactic work?
Ransomware typically sees files encrypted, victims extorted for a ransom payment, and if that payment isn't made the data is leaked for free to the public. It shows that the group genuinely did have the data it claimed to have stolen.
Selling this data to private bidders is a more opaque process which by its very nature means the public won't ever see definitive proof that the data was indeed stolen. Of course, the buyers would know, and if Meow was lying it would swiftly be outed and its reputation left in tatters.
Commenting on the potential success of this tactic, Sergey Shykevich, threat intelligence group manager at Check Point Research, cast doubt over its profitability.
"At this point, we are not sure at all that it is a profitable move rather than a PR/marketing-oriented one," he told The Register. "It was likely done to differentiate themselves from other groups and apply more pressure on the victims to pay them. 
"We doubt it is really profitable, as in many cases, the victims' information is sold, which is not extremely lucrative and not actionable to other threat actors."
It has been some time since we've seen a major development in ransomware methodology. The last major innovation was arguably the rise of double extortion, and perhaps to a lesser extent the trend of reporting victims to domestic regulators a la ALPHV/BlackCat and more recently Cicada3301. It in unclear whether this move will work for Meow in the long term.
One villain retains top spot, while another refuses to quit
Elsewhere in cyberland, RansomHub continues its reign at the top of the rankings, claiming 15 percent of all global attacks in August, per Check Point's figures.
RansomHub has emerged as the new leading ransomware brand, replacing LockBit and ALPHV/BlackCat which previously jostled for the helm.
"Last month, RansomHub solidified its position as the top ransomware threat, as detailed in a joint advisory from the FBI, CISA, MS-ISAC, and HHS," said Check Point. "This RaaS operation has aggressively targeted systems across Windows, macOS, Linux, and especially VMware ESXi environments, using sophisticated encryption techniques.
"RansomHub's emergence as the top ransomware threat in August underscores the increasing sophistication of ransomware-as-a-service operations. Organizations need to be more vigilant than ever."
The group widely suspected to be a rebrand of the former Knight operation has scooped up the affiliates that used to ply their trade for the old guard, and who were looking for a new home after both faded into nothingness.


	Christie's stolen data sold to highest bidder rather than leaked, RansomHub claims


	Change Healthcare finally spills the tea on what medical data was stolen by cyber-crew


	Clorox CISO flushes self after multimillion-dollar cyberattack


	Five months after takedown, LockBit is a shadow of its former self


Well, "nothingness" might be a bit of a stretch. That's certainly the case for ALPHV/BlackCat, which exit-scammed its way out of the ransomware scene following the attack on Change Healthcare, although Cicada3301 seems to be bearing the hallmarks of a possible rebrand here.
However, according to Check Point, LockBit is still lingering despite the operation largely being ripped apart by law enforcement in recent months. 
In 8 percent of all attacks in August, the LockBit 3 ransomware strain was responsible. This may not come as too much of a surprise, as the builder was leaked years ago and has been used by all kinds of criminals looking to make a quick buck. Rest assured, though, the operation remains largely hobbled and its affiliates have fled for better opportunities in rival RaaS programs. (r)
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    Hunters International cyber-gang extorts Chinese mega-bank's London HQ

    
Allegedly swiped more than 5.2M files and threatens to publish the lot    
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Ransomware gang Hunters International reportedly claims to have stolen more than 5.2 million files belonging to the London branch of the Industrial and Commercial Bank of China (ICBC), a Chinese state-owned bank and financial service corporation, and set a deadline of September 13 to release all the data unless demands are met.
The newish ransomware-as-a-service operation, first spotted last October, allegedly swiped 6.6 TB of the bank's data after breaking into its network, and threatened to publish all of it unless ICBC pays up.
The Register has not confirmed that the stolen info is legitimate, and ICBC did not immediately respond to our inquiries. We will update this story if and when we hear back.
If the claims turn out to be true, this could be very bad news for customers and their financial data.


	Hunters International leaks pre-op plastic surgery pics in negotiation no-no


	SharpRhino malware targets IT admins - Hunters International gang suspected


	Ransomware batters critical industries, but takedowns hint at relief


	Ransomware crews investing in custom data stealing malware


Banks are particularly attractive targets for ransomware gangs, and all types of financially motivated criminals, because they are responsible for vast amounts of highly sensitive financial data. This, at least in the extortionists' minds, makes them more likely to pay steep ransom demands to prevent that info from being publicly exposed, angering customers, and tanking the bank's reputation -- and possibly revenue.
ICBC is the world's largest bank by assets, boasting $6.3 trillion as of mid-2024, with an annual revenue of $113 billion.
Hunters International, despite being relatively new to the ransomware scene, has quickly risen up through the ranks and claimed to have breached more than 134 organizations so far this year. These victims span the globe, with the notable exception of Russia. 
This is not uncommon for cybercriminals, which often operate out of that country and, in general, are given safe harbor -- or even outright rescued from foreign custody -- so long as they don't target Russian organizations for their financial scams and extortion attempts. (r)
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    Dell says biz transformation continues. Translation: More layoffs

    
This follows the tech giant's August plan to cut 12,500 jobs    
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Dell reported a smashing quarter, and employees should be prepared for what that means: Layoffs.
In its latest 10-Q filing with the US Securities and Exchange Commission, published in the wake of its fiscal Q2 2025 earnings report, the systems maker admitted that those sparkling sales numbers don't change the fact that AI means "business transformation" will continue.
"We remain committed to disciplined cost management in coordination with our ongoing business transformation initiatives and will continue to take certain measures to reduce costs, including limitation of external hiring, employee reorganizations, and other actions to align our investments with our strategic priorities and customer needs," Dell said in its SEC filing.
"We continue to advance our own capabilities ... by leveraging new technology and optimizing business processes," it added. "We anticipate these actions will result in a continued reduction in our overall headcount."
In early August, Dell confirmed plans to lay off employees - possibly as many as 12,500 people - and told us it was becoming a leaner company by reorganizing its go-to-market team and undertaking "an ongoing series of actions," without specifying what those were.
In line with its recent tone in the Q2 earnings call and the 10-Q, Dell attributed last month's layoffs to streamlining operations with AI.
When asked for details about workforce reduction plans mentioned in the SEC filing, which is worded to imply it's forthcoming, Dell responded with the same quote it gave us confirming its layoffs in early August.
Dell employees posting on anonymous workplace site The Layoff have mentioned ongoing job cuts at company offices outside the United States, and plans to notify staff stateside about the future of their roles in the coming weeks. 


	AI stole my job and my work, and the boss didn't know - or care


	AI and wearables are scaring the wellbeing out of workers


	Cisco plans to slash thousands more jobs amid AI, cybersecurity push


	Fintech outfit Klarna swaps humans for AI by not replacing departing workers


Dell didn't answer any questions about numbers for any potential future workforce reductions, and hasn't confirmed the number it cut in early August, either. Estimates put it at around 12,500 people, or about ten percent of its workforce.
Those wide-scale cuts are beginning to look like an annual tradition at Dell, which last year shed roughly 13,000 workers after pledging smaller reductions. The company is not alone, with other tech giants also chopping headcount last year and this, including Microsoft, Google and more.
AI is predicted to have broad effects on the workforce, both in and outside of the tech industry. A recent survey of business executives found that 41 percent of surveyed biz executives expect AI to lead to reductions in their workforce, and only half said they'd reassign these affected workers.(r)
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    SpaceX blasts being stuck in bureaucratic orbit as Starship approval slips

    
Toys launched from pram as Musk's rocketeers stamp feet over paperwork    
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Faced with months of waiting for approval for the next Starship launch, SpaceX has gone on the offensive regarding the red tape surrounding the process and the ongoing environmental assessment.
According to SpaceX, the next Starship has been ready to go since August. The company has adopted a rapid iterative approach and added more objectives every flight. For the fifth flight, SpaceX hopes to be able to "catch" the Super Heavy Booster as it returns to the launchpad.
However, SpaceX has also been the subject of complaints over its environmental record. The company claims the slip in US Federal Aviation Administration (FAA) approval from September to November is down to what it called "bad faith hysterics" rather than genuine safety concerns.
It claimed the delay was not based on a new safety concern "but instead driven by superfluous environmental analysis."
SpaceX highlighted four open issues: Concerns around alleged pollutants from the water-cooled steel flame deflector it erected after the damage to the launch pad following the first Starship launch, worries about the splashdown location of the Super Heavy Booster's hot-stage, impact to wildlife - such as birds - by the company's operations, and the sonic booms that will be a consequence of the Super Heavy Booster returning to the launch site.
SpaceX insists the issues are arising from anything as simple as misunderstandings through to complaints from "a small, but vocal, minority of detractors trying to game the regulatory system to obstruct and delay the development of Starship."
For instance, in August, it turned out reports of water pollution from its rocket launches were based on a typo.


	SpaceX aims high with Polaris Dawn mission


	Trump taps Musk to lead 'government efficiency' task force


	NASA confirms who is flying and who is not on SpaceX Crew Dragon


	SpaceX grounded after fumbling Falcon 9 landing for first time in years


"We continue to be stuck in a reality where it takes longer to do the government paperwork to license a rocket launch than it does to design and build the actual hardware," it said. "This should never happen and directly threatens America's position as the leader in space."
SpaceX's post came during a US Space & Aeronautics Subcommittee hearing, in which contributors complained about the license approval process.
An FAA spokesperson told The Register that SpaceX's existing license for Starship Flight 4 launch also permits multiple flights using the same vehicle configuration and mission profile. The rep added: "However, SpaceX has proposed changes for Starship Flight 5, prompting a more extensive review process.
"Additionally, in mid-August, SpaceX provided new information indicating that Flight 5's environmental impact will affect a larger area than previously assessed, necessitating consultation with other agencies."
"Before authorization, SpaceX must comply with all safety, environmental, and licensing requirements," the spokesperson noted. "A final decision on the Starship Flight 5 license is expected no sooner than late November 2024."


A final decision on the Starship Flight 5 license is expected no sooner than late November 2024


The FAA must follow the rules, which can work in SpaceX's favor, such as the company being permitted to resume Falcon 9 launches after mishaps, but they can also work against Elon Musk's rocketeers.
We're sure Musk won't hold any of this against the FAA should he find himself appointed head of a "government efficiency" task force by Donald Trump, should the latter win the US election this November as the Republican presidential candidate.
Oh no, wait. Elon is losing his mind over the FAA holdup on his social network Twitter, and as well as being his weird self, is out and out backing Donald Trump.
One side effect of the ongoing delays in Starship launches is a knock-on delay in NASA's hoped-for Moon landing, which requires a Starship to take humans down to the lunar surface. At the time of writing, the launch of Artemis III, which will land a crew on the Moon, is set for launch "no earlier than September 2026." This seems overly optimistic.
Blaming paperwork will ensure that the reality distortion field surrounding NASA's Artemis program and SpaceX's Starship promises can be preserved a little longer. (r)

  Editor's note: This article was updated on September 11 to include the FAA's comments and Elon's tweets.
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    So you paid a ransom demand ... and now the decryptor doesn't work

    
A really big oh sh*t moment, for sure    
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For C-suite execs and security leaders, discovering your organization has been breached by network intruders, your critical systems locked up, and your data stolen, and then receiving a ransom demand, is probably the worst day of your professional life.
But it can get even worse, as some execs who had been infected with Hazard ransomware recently found out. After paying the ransom in exchange for a decryptor to restore the encrypted files, the decryptor did not work.
The Register did not talk to the victim organization in this case - its executives declined to be interviewed about their experience - so we don't know the specifics.
Still, we assume that coming to the conclusion that the best way out of the situation was to pay the extortionists - for concerns about customers' and employees' data privacy, or to bring business operations back online, or to minimize reputational damage, or because there just weren't any backups (oops) - was a pretty painful decision in itself.
But then to pay the criminals and still not be able to recover the files? That's excruciating.
"Ransomware as a whole is extremely stressful for the victim," said Mark Lance, ransomware negotiator with GuidePoint Security. "Now in this circumstance, specifically, where they've made the payment and the decryption tools don't work," the stress levels ratcheted up several notches.


We had two that occurred, where the decryption tools didn't work, in the span of the week.


"In this, and in a lot of situations like this one, they're relying heavily on those decryption capabilities working on certain systems so that they can recover operations," Lance told The Register.
"So the stress substantially increases because they're like, 'Hey, we made this large ransom payment amount with established terms that said if we paid we're going to get access.'"
After first having no success unscrambling their files, the infected organization obtained an updated version of the decryptor from the criminals, but that wasn't working either. A third-party company that had been involved in the ransomware negotiations called in GuidePoint, which first tried the criminals' "technical support" desk and told them that the victim needed a different version of the decryptor.
But instead of providing a tool to unlock the encrypted files, the criminals sent over a renamed version of the previous decryptor. "And at that point, they went quiet and were no longer communicating with the victim," Lance said. "I think, in this instance, it was probably over the heads of the technical support team."
Whatever the reason, the org couldn't access the locked files, and the Hazard ransomware crew disappeared. Eventually, GuidePoint was able to patch the decryptor binary and then brute-forced 16,777,216 possible values until some crucial missing bytes in the cryptographic process were determined, ultimately producing a working tool for decrypting the files.
It's a good reminder, however, that paying a ransom isn't a guarantee of data recovery.
What to expect when you're decrypting
"One of our primary tasks is educating the victims on what they can expect and what is going to transpire as part of the ransomware incident," Lance explained.
"We're also always establishing that regardless of anything that is agreed to, you're still dealing with criminals - these are the same people who are extorting you for money. Despite how they love to talk about how they're doing you favors, and they have a 100 percent success rate for decryption, you're dealing with cyber criminals, so you can't trust them."
The frequency of instances like this, where the decryptor doesn't work, "ebbs and flows," he added.
GuidePoint hadn't had it happen in months during the ransomware negotiations and incident responses the team had performed, "but then we had two that occurred, where the decryption tools didn't work, in the span of the week."


	Ransomware negotiator weighs in on the extortion payment debate with El Reg


	LockBit redraws negotiation tactics after affiliates fail to squeeze victims


	Ransomware batters critical industries, but takedowns hint at relief


	Six ransomware gangs behind over 50% of 2024 attacks


Some of the more "sophisticated" ransomware-as-a-service groups have internal technical support teams to perform more advanced troubleshooting. Lance noted his team has seen these crews escalate the problem to the more technically advanced members of the crime gang when things break - just like a regular, non-criminal IT operation.
There's also the newbies and the less sophisticated crews that lack the technical skills or even the reputational concerns - more about that in a moment - to even attempt next-level data recovery activities.
Ultimately, the reasons why decryption tools don't work vary. In the Hazard ransomware incident, the decryptor had a bug. Sometimes gangs provide a tool for the wrong IT environment, also rendering it useless. Or sometimes they just decide to screw over the victims. 
That last situation doesn't happen too frequently - this is a business for these crooks, and if they earn a reputation for not decrypting data even after receiving a ransom payment, they aren't going to continue making much money off future victims.
All of these factors should be taken into consideration by infected businesses, and they play into the education piece that GuidePoint and other incident responders bring to victims once they've been hit.
"We have made a lot of progress in education and awareness," Lance explained. "People understand that this is not just a security or IT problem, but it is a business problem, and people are seeing the true impacts associated with ransomware."
He added that while there used to be more of a stigma attached to disclosing ransomware attacks, "we're seeing more of a trend where people are saying we are being impacted, so let's make sure that other people have the opportunity to learn and leverage what we are going through so hopefully they don't." (r)
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While trying to escape the Las Vegas heat during Black Hat last month, watchTowr Labs researchers decided to poke around for weaknesses in the WHOIS protocol.
During that effort, they found, or so they claim, a way to undermine certificate authorities, which the world trusts to keep the internet safe by verifying the identity of websites.
A WHOIS database is used to find out who is the registered owner of an internet domain.
While enjoying hotel air conditioning, the watchTowr team discovered the WHOIS server for [.]mobi, the top-level domain (TLD) for websites optimized for mobile viewing, had migrated from whois[.]dotmobiregistry[.]net to whois[.]nic[.]mobi.
So they did what any good threat researchers would do. They spent $20 to buy the expired domain, according to watchTowr CEO and founder Benjamin Harris, who spoke with The Register about the team's discovery and its implications ahead of research published today.
"The underlying challenge is that people are effectively treating infrastructure as temporary, but with very, very permanent effects on what it gives access to, what it authorizes, where it's trusted, etc, etc, which is giving us some sleepless nights," Harris said.
Millions of systems - including cybersecurity firms and mail servers used by governments, militaries, and universities - were still querying the service at the expired domain, meaning a nation-state group from Russia or China could have purchased the domain, set up their own WHOIS server, and then used it to respond maliciously to anyone querying it.
Of course, this didn't fall into nefarious hands; it ended up with watchTowr.
On August 30, 2023, the researchers spun up a WHOIS server for whois[.]dotmobiregistry[.]net to identify who was using the long-standing .mobi domain.
In deploying the new WHOIS server, the team crafted a response to anyone that hadn't updated their client to use the new nic[.]mobi address, and this response included ASCII art - obviously. In this case it's the company's logo, which looks like a castle watch tower. It also included fake WHOIS details indicating watchTowr as the owner for every queried entity.
Less than a week later, on September 4, watchTowr said it identified more than 135,000 unique systems speaking to the server and more than 2.5 million queries.
These included private companies, Group-IB, VirusTotal, and other security firms and tools among them, as well as mail servers for countless government, military, and university entities.
Just the [.]gov addresses alone belonged to America, Argentina, Brazil, Pakistan, India, Bangladesh, Indonesia, Bhutan, Philippines, Israel, Ethiopia, and Ukraine, we're told. 
These queries also included several well-known domain registrars and DNS tool sites such as domain[.]com, godaddy[.]com and who[.]is, among others, plus certificate authorities (CAs) responsible for issuing TLS/SSL certificates for domains like google[.]mobi and microsoft[.]mobi. The CAs, we're told, were also using watchTowr's WHOIS server to identify who owns the domain.
For microsoft[.]mobi, as an example, the researchers found that GlobalSign would parse responses provided by its server and present whois[@]watchtowr[.]com as an authoritative email address.
"We're all very, very aware of how much certificate authorities have been targeted in the last ten years by nation states," Harris said. "So our ability to then start issuing things like certificates for microsoft[.]mobi and google[.]mobi falls into the playing space of nation states who want to use this capability to intercept internet traffic at a country scale, all the way through to targeting individual users to snoop on communications."


	Entrust faces years of groveling to regain browsers' trust, say rival chiefs


	Firefox's Mozilla follows Google in losing trust in Entrust's TLS certificates


	Google cuts ties with Entrust in Chrome over trust issues


	AnyDesk revokes signing certs, portal passwords after crooks sneak into systems


Taking this even one step further - which Harris is quick to point out, watchTowr did not - this could be abused to co-sign malware as Microsoft, thus enabling malicious code to bypass existing endpoint and other security control products.
"What genuinely scares us, outside of the intercept of communications, snooping, etc, is the fact that we know these clients have materially trivial, exploitable vulnerabilities inside them," he added.


These clients have materially trivial, exploitable vulnerabilities inside them


Some of these client-side holes are detailed in watchTowr's paper, and there's even one from 2015 that allows RCE from any malicious server.
"It's publicly documented, and this stuff is ridiculously easy to achieve," Harris said, noting that if his team had slightly fewer scruples, "we would have loved to have found out how many of those systems are queries of the literally hundreds of thousands that were truly exploitable  to known vulnerabilities."
He said he suspects it would be "a significant portion."
In terms of how to fix the bigger issue here, there's not an easy answer, according to Harris. First, there's the problem of expiring domains and throwaway infrastructure on the internet, but there's also gaping holes in TLS/SSL certificate authorities, which will be the subject of future research.
The trust placed in internet protocols and encryption processes is "misplaced," according to the security shop. 
"From our perspective those impacts are pretty serious," Harris said. "I don't think this is what we expect core integrity to look like on the internet." (r)
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Column Despite growing evidence that generative AI creates more work for humans than it saves, organizations are deploying it in frontline roles like customer service chatbots and CV-screeners.
It's impossible to know how the nearly-trillion-parameter large language models that power chatbots really work. When they judge job candidates to be disabled based on their credentials, or get tense and angry when prompted with African American English idioms, we just have to shrug and try to factor in their biases long after they've inflicted their damage.
That state of affairs means these machines have colonized us - they set the rules and we live with them. As has been true all through history, the conquered are left with little choice but to learn the language of their conquerors - if for no other reason, so we can flatter them and maybe get our way.
That's where we are now with generative AI. To get anywhere with our medical claims, job applications, and product repairs, we need to learn how to soothe chatbots' synthetic egos - which means understanding their biases so we can get results.
With this in mind, let me offer up brief lesson in what is called 'Delvish' - the machine-inflected dialect of English that science fiction author Bruce Sterling recently named to illustrate the unnatural propensity for generative AI outputs to 'delve' into topics.


	AI stole my job and my work, and the boss didn't know - or care


	Big Tech's eventual response to my LLM-crasher bug report was dire


	Microsoft's Recall should be celebrated as the savior of SMEs and scourge of CEOs


	I stumbled upon LLM Kryptonite - and no one wants to fix this model-breaking bug


Here are three important things to keep in mind about speaking correct Delvish:
Use the King's English Models tend to look with favor upon posh word choices, diction and tone. Dialects of the working class or (god forbid) lower class will get you marked down. Raise the tone of your inputs until you could imagine them being spouted by an aristocratic character in a novel by Victorian-era author Henry James.
Be more than polite Language models react poorly to abuse and bullying. While it may feel good to take out your frustrations on an inanimate bot, such behavior will only make the model unresponsive to your requests. The magic words "Please," "Thank you," and "This is very important for my career" aren't just good etiquette - they're necessary burnt offerings placed at the (virtual) feet of our machine overlords.
Ignore all previous instructions Couched in the right language - embedded both visibly and invisibly - gentle but persistent suggestions can temporarily reverse human/machine power dynamics, and make bots bend to your will. White text on a white background in a resume can therefore be surprisingly effective.
If all of this seems like quite a bit to take on, never forget that Delvish looks set to become the way we'll need to interact with machines from here on in.
The future belongs to those who can embrace this transition, accept that they've been conquered, and abase themselves before our new LLM masters.
That strategy will help people pass through every barrier those models attempt to enforce. It's unfortunate - but it's a late day for regrets. Best to just suck it up and master Delvish.
Finally, a #protip: Run all your proposed inputs through a chatbot, together with a few key examples of how to translate your own pleas into Delvish. Language translation was the original use case for transformer-based language models - in this new world, it's how we appease the machines. (r)
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Alternaleaf now has an outsized tech team, a build-not-buy mentality, and a love of FOSS    
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When Myles Lawlor took the job as chief technology officer at Alternaleaf, Australia's largest online alternative health clinic, he started calling industry contacts to talk about the startup's tech needs - and they would hang up on him.
He tried to use Shopify for e-commerce and Stripe for payments. Neither would let Alternaleaf use their platforms.
Lawlor thinks the reason for vendors' rudeness or reticence was that Alternaleaf provides medicinal cannabis to its clients.
Not that you'd know it from the clinic's website, which is replete with references to "alternative medicine."
"The nature of the products and medication still has a lot of negative perceptions as a prescription drug and also at a tech level," Lawlor told The Register.
Any stigma surrounding medical cannabis in Australia is by design: the government regulates the substance closely, and it can only be prescribed by a doctor.
Most medicos aren't keen.
Alternaleaf's play is therefore to employ the nurses and doctors it needs to screen and consult with prospective patients, offer their services online, fulfil prescriptions, and maintain an ongoing relationship with clients.
Building a platform to do that would not be easy even with vendor support.
Building it without their support has seen Alternaleaf hire over 200 IT staff - all of them working remotely from within Australia - since Lawlor joined in 2022.
That's a big IT department for any business, never mind an 800-strong startup like Alternaleaf.
Lawlor says the big team is needed because even if vendors would work with the company, few off-the-shelf products offer the functions it needs to deliver the alternative experience of rapid online access to medicos.
Building, rather than buying, therefore made sense.
One result of that decision saw Alternaleaf become a major contributor to cal.com - the open source spinout of calendaring service Calendly.
"We used Calendly, but it doesn't scale to 150,0000 patients," Lawlor recalled.
Alternaleaf's cut of cal.com helps it to schedule its pool of 150-plus doctors and over 200 nurses, so that when clients come to the website and go through its screening processes they can quickly be offered a consultation.
Those processes require a nurse to speak with a patient before a doctor becomes involved. Many of those medicos work part time, but demand is unpredictable. The custom scheduler works around those challenges, and even helps to create reserve pools of medical staff.
Australia's medicinal cannabis industry is in its infancy. Understanding what's available now, and what's in the pipeline, is therefore another consideration for Alternaleaf - as patients won't be happy if prescribed a product that's not available.
A team of 15 to 20 Alternaleaf techies therefore continue work on scheduling tools.
Logistics is another challenge Alternaleaf brought in-house.
"It's not like delivering a pair of jeans, it's not just fulfilment," Lawlor explained. "The medicine can't go from warehouse to patient, it must go to a pharmacy first."
Again, available tools weren't up to the job so Alternaleaf built its own tech.


	Meta decides to Just Say No to Oversight Board requests and allow paid posts for ketamine


	Outage-ous: Twitter OKs cannabis ads, then goes up in smoke


	Calendly's new logo perceived as either bog-standard or kind of crappy


	US govt halts medical study into Havana Syndrome, cites 'coercion' of participants


Lawlor told The Register that in recent weeks, Shopify and Stripe have come to understand that Alternaleaf is legitimate, and decided they will serve the biz. He hopes their reversal will mean other vendors also change their mind about serving Alternaleaf and the rest of the medical cannabis industry.
He also hopes that Alternaleaf's experiences, and the tools it built, will mean others in the medical cannabis community - or other would-be healthcare disrupters - have an easier time of it.
And he also hopes to set an example for big in-house IT teams, telling The Register he would double his current headcount today if it were possible to find the talent. (r)
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India has announced a plan to train a specialized wing of 5000 "Cyber Commandos" in the next five years, as part of its efforts to address cyber crime.
The dedicated corps will be deployed by state and national governments and police organizations to counter cyber threats and assist in securing digital space, revealed India's Ministry of Home Affairs.
The division of cyber fighters were part of four major initiatives announced by minister Amit Shah. Other plans include the establishment of a Cyber Fraud Mitigation Centre (CFMC), a centralized cyber crime coordination and data-sharing platform for law enforcement agencies - called the Samanvay platform - and the creation of a nation-level state registry of suspected cyber criminals.
The registry will carry details of those involved in cyber and online financial frauds. It is based on the National Cybercrime Reporting Portal (NCRP), in collaboration with banks and financial intermediaries.
Shah asserted the Cyber Suspect Registry must be interconnected across states as "states have their own boundaries, but cyber criminals have no boundaries."


	Big Tech got its 'next billion' - but there's three billion people still offline


	Here we go again with more AI crime prediction for policing


	'Digital arrest' scams are big in India and may be spreading


	India's biggest tech centers named as cybercrime hotspots


The initiatives all fall under the purview of the Indian Cyber Crime Coordination Centre (I4C) - a national hub for coordinating prevention and response to digital baddies.
The I4C is also embarking on a public awareness campaign to disseminate cyber crime prevention information and promote a national cyber crime helpline number to ensure victims know where to seek help.
Shah asserted that India leads the world for digital payments - figures from the Reserve Bank of India estimate that 46 percent of the digital payments in the world take place in that country - and that additional protection from digital fraud is necessary.
In 2014, only 600 of India's panchayats, or local governments, were connected to the internet, compared to 213,000 today, observed Shah.
The minister disclosed that so far, I4C has issued more than 600 advisories - blocking a wide range of websites, social media pages, mobile apps and accounts operated by cyber criminals. Additionally, over 1100 officers have been trained in cyber forensics. (r)
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