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      Biting the hand that feeds IT -- Enterprise Technology News and Analysis


      
        1 in 10 orgs dumping their security vendors after CrowdStrike outage
        Connor Jones

        Many left reeling from July's IT meltdown, but not to worry, it was all unavoidable Germany's Federal Office for Information Security (BSI) says one in ten organizations in the country affected by CrowdStrike's outage in July are dropping their current vendor's products....

      

      
        Torvalds weighs in on 'nasty' Rust vs C for Linux debate
        Richard Speed

        This is like vi vs Emacs with 'religious overtones,' project chief laughs Linux is 33 years old. Its creator, Linus Torvalds, still enjoys an argument or two but is baffled why the debate over Rust has attracted so much heat....

      

      
        Thousands of orgs at risk of knowledge base data leaks via ServiceNow misconfigurations
        Connor Jones

        Better check your widgets, people Security researchers say that thousands of companies are potentially leaking secrets from their internal knowledge base (KB) articles via ServiceNow misconfigurations....

      

      
        ERP modernization? Admins have heard of it
        Lindsay Clark

        Back-end systems fail to get the love given to SaaSy customer-facing counterparts Over the last 20 years, ERP is the category of enterprise software deemed slowest to modernize because of priority given to sexier front office applications and senior decision-makers' aversion to risk....

      

      
        Dutch watchdog wants more powers after EU drops Microsoft Inflection probe
        Richard Speed

        Concerns over the elimination of a future competitor through acquihiring The Netherlands Authority for Consumers and Markets (ACM) has declared it needs fresh powers after the European Commission elected not to investigate Microsoft's acquihire of AI startup Inflection.... 

      

      
        UK activists targeted with Pegasus spyware ask police to charge NSO Group
        Connor Jones

        4 file complaint with London's Met, alleging malware maker helped autocratic states violate their privacy Four UK-based proponents of human rights and critics of Middle Eastern states today filed a report with London's Metropolitan Police they hope will lead to charges against Pegasus peddler NSO Group....

      

      
        Kelsey Hightower: If governments rely on FOSS, they should fund it
        Richard Speed

        Kubernetes doyen talks to The Reg about keeping coders coding Interview  Acclaimed engineer Kelsey Hightower, who stopped coding for money in 2023, remains an influential figure in the world of software, and he's proposing something that might stir up the open source community....

      

      
        With billions in UK govt IT contracts about to expire, get the next vendors to act right
        Lindsay Clark

        Poor performers get renewals, new small outfits discouraged from bidding, say researchers UK government IT contracts worth PS23.4 billion are due to end during the current five-year Parliament, according to researchers who warn that poor performing suppliers are hardly ever excluded from bidding again....

      

      
        SiFive shifts from RISC-V cores for AI chips to designing its own full-fat accelerator
        Tobias Mann

        Seems someone's looking for an Arm wrestle SiFive, having designed RISC-V CPU cores for various AI chips, is now offering to license the blueprints for its own homegrown full-blown machine-learning accelerator.... 

      

      
        Broadcom CEO predicts hyperscalers poised to build million-accelerator clusters
        Simon Sharwood

        Hock Tan reckons the silicon sales cycle is about to swing up, sharply, too Broadcom CEO Hock Tan has predicted his hyperscale semiconductor customers will continue building AI clusters for another three to five years, with each generation of machines to double in size....

      

      
        Tor insists its network is safe after German cops convict CSAM dark-web admin
        Iain Thomson

        Outdated software blamed for cracks in the armor The Tor project has insisted its privacy-preserving powers remain potent, countering German reports that user anonymity on its network can be and has been compromised by police....

      

      
        NTT Data, IBM, team on mainframe cloud for banks
        Laura Dobberstein

        SimpliZCloud is only for India right now, based on big Blue's LinuxONE The mainframe has found another role, thanks to Japan's IT services giant NTT Data which has decided to build a hybrid cloud service based on the IBM LinuxONE platform....

      

      
        Lenovo turns to India as source of AI servers
        Laura Dobberstein

        Another win for the Make In India policy, but a small one in terms of product volume Lenovo revealed on Tuesday that it will manufacture AI servers at its plant in Puducherry, India, and has opened a new infrastructure research and development lab in Bengalaru....

      

      
        LinkedIn started harvesting people's posts for training AI without asking for opt-in
        Simon Sharwood

        You'll have to opt out if you don't like it - EU and a few others excepted LinkedIn started harvesting user-generated content to train its AI without asking for permission, angering netizens.... 

      

      
        Google dodges EU1.5B EU ads antitrust fine after appeal win
        Brandon Vigliarolo

        Qualcomm, on the other hand, wasn't so lucky Google has some thank-you cards to send, as the European Union's General Court (GC) has nullified a EU1.49 billion ($1.66 billion) fine levied against the tech giant for anti-competitive advertising behavior. ...

      

      
        FBI boss says China 'burned down' 260,000-device botnet when confronted by Feds
        Iain Thomson

        Plus: Wray tells how bureau helps certain victims negotiate with ransomware crooks China-backed spies are said to have tore down their own 260,000-device botnet after the FBI and its international pals went after them....

      

      
        Deja blues... LockBit boasts once again of ransoming IRS-authorized eFile.com
        Jessica Lyons

        Add 'ransomware' to the list of certainties in life? In an intriguing move, notorious ransomware gang LockBit claims once again to have compromised eFile.com, which offers online services for electronically filing tax returns with the US Internal Revenue Service (IRS)....

      

      
        Putin really wants Trump back in the White House
        Jessica Lyons

        US govt, Microsoft report on Kremlin trolls' latest antics to Make America Grate Again Russia really wants Donald Trump to be the next US President, judging by reports from American government agencies and now Microsoft's threat intelligence team....

      

      
        IBM quietly axing thousands of jobs, source says
        Thomas Claburn

        We did warn you, Big Blue tells The Reg, as Cisco also cuts staff as promised IBM has been laying off a substantial number of employees this week and is trying to keep it quiet, our sources have said.... 

      

      
        Lebanon now hit with deadly walkie-talkie blasts as Israel declares 'new phase' of war
        Brandon Vigliarolo

        Second wave of exploding gear kills at least 14 today First it was pagers, now Lebanon is being rocked by Hezbollah's walkie-talkies detonating across the country, leaving more than a dozen dead....

      

      
        Chinese spies spent months inside aerospace engineering firm's network via legacy IT
        Jessica Lyons

        Getting sloppy, Xi Exclusive  Chinese state-sponsored spies have been spotted inside a global engineering firm's network, having gained initial entry using an admin portal's default credentials on an IBM AIX server....

      

      
        Open source maintainers underpaid, swamped by security, going gray
        Thomas Claburn

        AI-coded contributions? Most would rather skip the bot's work The majority of open source project maintainers are not being paid for their work, spend three times as much time on security than they did three years ago, and have become less trusting of contributors following the xz backdoor, according to open source package security firm Tidelift....

      

      
        Australian Police conducted supply chain attack on criminal collaborationware
        Simon Sharwood

        Sting led to cuffing of alleged operator behind Ghost - an app for drug trafficking, money laundering, and violence-as-a-service Australia's Federal Police (AFP) yesterday arrested and charged a man with creating and administering an app named Ghost that was allegedly "a dedicated encrypted communication platform ... built solely for the criminal underworld" and which enabled crims to arrange acts of violence, launder money, and traffic illicit drugs....

      

      
        Open source orgs strengthen alliance against patent trolls
        Thomas Claburn

        The more successful FOSS gets, the more it becomes a target Patent trolls are increasingly targeting cloud native open source projects, leading the Cloud Native Computing Foundation and Linux Foundation to make efforts to extend their legal shields over such efforts....

      

      
        WhatsApp still working on making View Once chats actually disappear for all
        Iain Thomson

        So far it's more like View Forever Updated  Meta's efforts to stop people repeatedly viewing WhatsApp's so-called View Once messages - photos, videos, and voice recordings that disappear from chats after a recipient sees them - so far remain incomplete....

      

      
        No major AI model is safe, but some do better than others
        Thomas Claburn

        Anthropic Claude 3.5 shines in Chatterbox Labs safety test Feature  Anthropic has positioned itself as a leader in AI safety, and in a recent analysis by Chatterbox Labs, that proved to be the case....

      

      
        Google Cloud Document AI flaw (still) allows data theft despite bounty payout
        Jessica Lyons

        Chocolate Factory downgrades risk, citing the need for attacker access Updated  Overly permissive settings in Google Cloud's Document AI service could be abused by data thieves to break into Cloud Storage buckets and steal sensitive information....
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        Original URL: https://www.theregister.com/2024/09/19/german_crowdstrike_reaction/
    

    1 in 10 orgs dumping their security vendors after CrowdStrike outage

    
Many left reeling from July's IT meltdown, but not to worry, it was all unavoidable    


    
        By 
Connor Jones        
    

    
        Posted in Security,
        
            19th September 2024 16:13 GMT
        
    


    
Germany's Federal Office for Information Security (BSI) says one in ten organizations in the country affected by CrowdStrike's outage in July are dropping their current vendor's products.
Four percent of organizations have already abandoned their existing solutions, while a further 6 percent plan to do so in the near future. It wasn't explicitly said whether this referred to CrowdStrike's Falcon product specifically or was a knee-jerk reaction to security vendors generally.
One in five will also change the selection criteria when it comes to reviewing which security vendor gets their business.
The whole fiasco doesn't seem to have hurt the company much though, at least not yet.
The findings come from a report examining the experiences of 311 affected organizations in Germany, published today. Of those affected in one way or another, most said they first heard about the issues from social media (23 percent) rather than CrowdStrike itself (22 percent).
The report also revealed that half of the 311 surveyed orgs had to halt operations - 48 percent experienced temporary downtime. Ten hours, on average.
Aside from the obvious business continuity impacts, this led to various issues with customers too. Forty percent said their collaboration with customers was damaged because they couldn't provide their usual services, while more than one in ten organizations didn't even want to address the topic.
The majority of respondents (66 percent) said they will improve their incident response plans in light of what happened, or have done so already, despite largely considering events like these as unavoidable.
"There will never be a 100 percent protection against IT security incidents in the future. Nevertheless, we aim to get as close to 100 percent as possible," said Claudia Plattner, BSI president. 
"To achieve this, the BSI is in close collaboration with CrowdStrike, Microsoft, and other software manufacturers to improve the quality of their software and software updates. Additionally, companies must and can increase their resilience through preventive measures, making them more resistant to IT security incidents.


	Post-CrowdStrike catastrophe, Microsoft figures moving antivirus out of Windows kernel mode is a good idea


	CrowdStrike hopes legal threats will fade as time passes since it broke the world


	House to grill CrowdStrike exec on epic IT meltdown... no, not the CEO


	CrowdStrike's meltdown didn't dent its market dominance ... yet


"It is important to give users the greatest possible control over update processes. Furthermore, the survey results also show that well-practiced IT emergency concepts must be an important component of any crisis preparedness."
One curiosity of the report was the focus on CrowdStrike customers' attitude towards applying security updates post-breakdown. 
More than half said they want to install updates more regularly, despite the speed at which updates are applied not being a relevant factor in this case.
CrowdStrike pushed its faulty Falcon sensor update, in the form of a channel file, via an automatic cloud update. Even if the update was applied manually, doing so at rapid speed - before seeing how it affected other users - would have been worse for the organization, not better.
Regardless, with the number of urgent patch warnings we and the infosec community dish out every week, it's probably a net positive, even if it's slightly misguided.
The BSI was quick to say this survey isn't representative of the entire country, given the sample size, "but it does provide a meaningful picture of the mood for affected companies in Germany."
Ralf Wintergerst, president at Bitkom, which carried out the research, said: "The IT outages and their consequences demonstrate the outstanding importance of digital technologies for our economy and society. This time it ended relatively harmlessly, also thanks to the joint efforts of businesses and authorities, with the support of CrowdStrike and Microsoft. However, it must serve as a warning for us.
"We urgently need to further improve our cybersecurity and require corresponding in-house expertise in companies and authorities - only in this way can we better protect ourselves against unintended outages or targeted attacks and become more digitally sovereign."
The July outage impacted organizations in multiple industries across the world from healthcare to transport, bricking 8.5 million PCs.
The US House Homeland Security Committee is set to grill an exec over the debacle next week... although CEO George Kurtz will not be the one providing public testimony. (r)
    






        





This article was downloaded by calibre from https://go.theregister.com/feed/www.theregister.com/2024/09/19/german_crowdstrike_reaction/



	
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next







    
        Original URL: https://www.theregister.com/2024/09/19/torvalds_talks_rust_in_linux/
    

    Torvalds weighs in on 'nasty' Rust vs C for Linux debate

    
This is like vi vs Emacs with 'religious overtones,' project chief laughs    


    
        By 
Richard Speed        
    

    
        Posted in Software,
        
            19th September 2024 15:07 GMT
        
    


    
Linux is 33 years old. Its creator, Linus Torvalds, still enjoys an argument or two but is baffled why the debate over Rust has attracted so much heat.
"I'm not sure why Rust has been such a contentious area," Torvalds said during an on-stage chat this week with Dirk Hohndel, Verizon's Head of Open Source.
"It reminds me of when I was young and people were arguing about vi versus Emacs," said the software engineer. Hohndel interjected, "They still are!"

  Youtube Video

Torvalds laughed, "Maybe they still are! But for some reason, the whole Rust versus C discussion has taken almost religious overtones."


The whole Rust versus C discussion has taken almost religious overtones.


Getting Rust into the Linux kernel has been a hot topic for some time. In 2022, developers were arguing over the language, with some calling the memory safety features of Rust an "insult" to some of the hard work that had gone into the kernel over the years. At the beginning of September, one of the maintainers of the Rust for Linux projects stepped down, citing frustration with "nontechnical nonsense" as a reason for resignation.
During the conversation at the Linux Foundation's Open Source Summit in Vienna this week, Torvalds continued, "Clearly, there are people who just don't like the notion of Rust, and having Rust encroach on their area.
"People have even been talking about the Rust integration being a failure ... We've been doing this for a couple of years now so it's way too early to even say that, but I also think that even if it were to become a failure - and I don't think it will - that's how you learn," he said.
"So I see the whole Rust thing as positive, even if the arguments are not necessarily always [so]."
Keen to pull those positives from the row, Torvalds added, "One of the nice parts about Rust has been how it's livened up discussions," before acknowledging, "some of the arguments get nasty, and people do actually - yes - decide 'this is not worth my time,' but at the same time it's kind of interesting, and I think it shows how much people care."
"C is, in the end, a very simple language. It's one of the reasons I enjoy C and why a lot of C programmers enjoy C, even if the other side of that picture is obviously that because it's simple it's also very easy to make mistakes," he argued.
"And Rust is not."
With impressive diplomacy, considering his outbursts of years past, Torvalds went on, "There's a lot of people who are used to the C model, and they don't necessarily like the differences... and that's ok.
"Some people care about specific architectures, and some people like file systems, and that's how it should be. That's how I see Rust."
The arguments seem set to run a good while yet. Towards the end of the discussion, Hohndel joked that Torvalds had been the figurehead of the Linux project for the last 33 years but would be unlikely to perform the same role for another 33 years.
Hopefully, the arguments over Rust will have been settled by then.
Or maybe not. After all, vi and Emacs date back to the 1970s and discussions over editor preference remain ongoing. (r)
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    Thousands of orgs at risk of knowledge base data leaks via ServiceNow misconfigurations

    
Better check your widgets, people    


    
        By 
Connor Jones        
    

    
        Posted in Research,
        
            19th September 2024 14:02 GMT
        
    


    
Security researchers say that thousands of companies are potentially leaking secrets from their internal knowledge base (KB) articles via ServiceNow misconfigurations.
Aaron Costello and Dan Meged, of the AppOmni and Adaptive Shield security shops respectively, separately published their findings this week, concluding that pages set to "private" could still be read by tinkering with a ServiceNow customer's KB widgets.
These widgets are essentially containers of information used to construct the pages in KB articles. These can include page elements that allow users to leave feedback on articles, either through star ratings or comments, for example.
In cases where an organization's KB is set to "public," but the pages inside it are set to "private," each KB article can be read via ServiceNow's widgets.
Meged estimated around 30 percent of ServiceNow customers have this faulty configuration and could be unwittingly exposing secrets held in their KB, such as first-time-access passwords for new starters connecting to a company VPN, for example.
Similarly, Costello estimated that after looking at more than 1,000 different ServiceNow instances, 45 percent of them were unintentionally exposing data.
Customers who set their KBs and KB pages to "private" are not exposed to this problem, and even if pages are set to "public" but the KB itself is set to "private," these customers are also safe from the type of exposure described here.
It should be clarified that KB articles are different from pages. KB pages can contain any kind of information - it could be a piece of multimedia content or it could contain an article, or a combination of these elements. KB articles are the actual content people want to read, and widgets offer extra functionality like commenting or rating.
Widgets themselves can also be set to "private," but they are "public" by default, which is what allows any unauthenticated user to access it. The KB Article Page widget can be exploited to retrieve KB article content because it makes it easy for potential intruders to locate exposed KB articles.
Some widgets use the UUID to locate this content, but the KB Article Page widget allows articles to be located using their unique article ID, the format of which is always "KB" followed by seven integers (KBXXXXXXX), making it possible to increment up until an exposed article is found.
By using a network proxying tool like Burp Suite, HTTP requests made to the ServiceNow instance can be intercepted, as can the g_ck JavaScript variable. This variable can then be plugged into a POST request alongside the article ID that corresponds to the exposed article. Sending that request returns all sorts of data related to that article, including the entirety of its content.
"This widget's ability to quickly iterate over KB numbers to rapidly retrieve information is extremely useful for an attacker who can send requests in quick succession and even facilitates them to attack multiple ServiceNow instances simultaneously without much bandwidth," said Costello.
Barriers to security
Costello offered more insight into why ServiceNow KBs remain so widely misconfigured.
The researcher worked with The Register on a ServiceNow-related story last year, looking at the role of Access Control Lists (ACLs) that weren't being used properly by customers and, in turn, weren't protecting KB article exposure.
What followed was the addition of new security controls for widgets to prevent these kinds of exposures, and Security Attributes were added to most ACLs by default.
"This double-layered approach to data security was a welcome change," he said. "But, unfortunately, these changes did not provide any added protections to one of the most prevalent sources of data exposure, the knowledge base."

	ServiceNow moves its backend off MariaDB to homebrew Postgres


	Ivanti and Juniper Networks accused of bending the rules with CVE assignments


	OpenSSH bug leaves RHEL 9 and the RHELatives vulnerable


	Brit security guard biz exposes 1.2M files via unprotected database


Crucially, he said the public widgets used in the method described above didn't receive the ACL update, and the fact that most KB articles aren't even protected by ACLs anyway - many customers use User Criteria instead - meant the ACL update wasn't an effective KB protection in the first place.
The method of retrieving KB articles can be mitigated by applying the appropriate User Criteria, said Costello. The platform's native User Criteria Diagnostics can help identify KBs that are exposed to unauthenticated users too.
Introduced in 2022, the researcher said "it is imperative that administrators ensure this Business Rule is still activated on their platform." Keeping these in place means Guest Users are blocked from accessing KB materials by default.
The Register approached ServiceNow for a statement but it didn't reply in time for publication.
Double the findings
Confused as to why the two researchers, Costello and Meged, published slightly different, but essentially the same findings on September 17, each without mentioning the other, we asked them both how this happened.
Essentially, there's a small dispute over who found the issues first. Speaking to The Reg, Costello pointed to ServiceNow's acknowledgment that AppOmni discovered it. However, Adaptive Shield showed us signs they had been working on the research since 2023 and simply timed their publication to align with ServiceNow's comms team. (r)
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    ERP modernization? Admins have heard of it

    
Back-end systems fail to get the love given to SaaSy customer-facing counterparts    


    
        By 
Lindsay Clark        
    

    
        Posted in Databases,
        
            19th September 2024 13:04 GMT
        
    


    
Over the last 20 years, ERP is the category of enterprise software deemed slowest to modernize because of priority given to sexier front office applications and senior decision-makers' aversion to risk.
Welcome to the woolly world of analyst reports, but in Forrester's case, it has a point.
The research firm's 2023 survey found just 13 percent of orgs were focusing investment on finance systems, seven percent on operations, and six percent on HR. This compares with 22 percent on customer experience.
In a new report looking at the problems in modernizing ERP, the tech analyst said: "Firms have been slow to recognize the impact ERP has on customer outcomes. Far more software decision-makers say that their firm is focusing its software strategy and investments on customer experience than on departments responsible for tackling operational systems and processes. This is a mistake because operational systems impact - and can hold back - customer outcomes."
It cites one utility company that was racing to adopt a new customer platform, only to find "the tech gurus informed them that their vision would not be possible on their legacy core." The report also argues ERP buyers tend to be more risk-averse than other execs because their users work in finance and operations, for example, with no direct links to customers.
"They rightfully fear that the wrong kind of disruption in their systems could cripple the enterprise," Forrester said. "An executive at an industrial manufacturer told us that he worried about changing technology and business processes at the same time as it felt like too much change at once for his thousands of users."
Meanwhile, ERP vendors have been slower to change, Forrester argues, while companies in CRM or HR such as Salesforce or Workday came in and quickly made the market "SaaS-centric."


	UK pensions department's project to unite government ERP systems comes to PS1.9B


	Sainsbury's bags a ticket to RISE with SAP, hoping not to trip like Asda


	RISE with SAP sinking year on year


	Hangover from messy Walmart tech divorce ongoing at Asda


"In core enterprise systems such as finance or supply chain, the shift to cloud has been much slower. Several major ERP and supply chain vendors are only now making a real push to SaaS," it said.
The researcher found 22 percent of global software decision-makers adopting business management software primarily use multi-tenant SaaS, while 32 percent say they remain primarily on-premises.
Why the push to the cloud? After all, even AWS has admitted customers are moving from the cloud to on-prem infrastructure partly for reasons of cost.
According to Forrester, modern ERPs harness the cloud, "with its ability to enable business agility with decoupled microservices-based architectures, innovation that makes technology 'evergreen' (with less difficult upgrades), low and no-code platforms that support business-led development and marketplaces."
Whether the quest for "agility" outranks the requirement for stable, reliable financial reporting and planning without the cost of difficult or disruptive upgrades is another matter. (r)
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    Dutch watchdog wants more powers after EU drops Microsoft Inflection probe

    
Concerns over the elimination of a future competitor through acquihiring    


    
        By 
Richard Speed        
    

    
        Posted in AI + ML,
        
            19th September 2024 12:45 GMT
        
    


    
The Netherlands Authority for Consumers and Markets (ACM) has declared it needs fresh powers after the European Commission elected not to investigate Microsoft's acquihire of AI startup Inflection.
The UK's regulator, the Competition and Markets Authority (CMA), itself decided the deal was too small to bother with earlier this month. And yesterday the Commission said it would not open an investigation into the affair after member states withdrew their referral requests in light of the European Court of Justice's judgment in the Illumina/GRAIL case.
Illumina prevailed in Europe's top court earlier in September over its $7.1 billion acquisition of diagnostic test maker GRAIL. The win meant an end to the Commission accepting referrals for acquisitions that did not meet revenue thresholds but could eventually result in market distortions.
Such as, for example, a tech giant picking up a startup that hasn't much revenue right now, but could present competition in the future.
Martijn Snoep, ACM board chairman, said: "It remains to be seen whether Microsoft's stronger position after acquiring Inflection has any negative consequences for consumers and businesses in the Netherlands, such as fewer options or reduced innovation. That is why we believed that an investigation was necessary.


	Microsoft's Inflection acquihire is too small to matter, say UK regulators


	UK monopoly police launch full blown probe of Amazon's Anthropic tie-up


	UK antitrust cops thrust probe into Microsoft, Inflection AI merger


	Dominant AI players Nvidia, Microsoft, OpenAI face US antitrust inquiries


"The ability to assess the effects of these types of acquisitions and to prevent market power does not exist at this moment. In order to be able to do so, ACM requires a new power. It would also restore the ability of ACM to refer these types of acquisitions that have effects across Europe to the European Commission."
Microsoft did not wish to comment on the ACM's announcement.
Earlier this year, the software giant announced the formation of a new AI division headed by Mustafa Suleyman and Karen Simonyan, two of the three founders of Inflection. Both had previously worked at DeepMind, which was acquired by Google in 2014. According to reports, most of the AI startup's 70 employees came along as part of the deal.
The move, which could be seen as acquisition by hiring, triggered interest from regulators already considering Microsoft's investment in OpenAI and the company's stake in Mistral.
The ACM withdrew its referral request over Microsoft's move since it does not yet have the power to assess acquisitions that fall below the notification thresholds - in this instance, the relatively low turnover of Inflection. (r)
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    UK activists targeted with Pegasus spyware ask police to charge NSO Group

    
4 file complaint with London's Met, alleging malware maker helped autocratic states violate their privacy    


    
        By 
Connor Jones        
    

    
        Posted in Security,
        
            19th September 2024 12:16 GMT
        
    


    
Four UK-based proponents of human rights and critics of Middle Eastern states today filed a report with London's Metropolitan Police they hope will lead to charges against Pegasus peddler NSO Group.
The activists, who say their comms were snooped on by the autocratic states, assembled their complaint with the help of Global Legal Action Network (GLAN), a non-governmental organization bringing the case to the Met on their behalf. They accuse NSO, along with a selection of its key associates, of being behind alleged spyware infections dating back to 2018.
Anas Altikriti, founder and CEO at the Cordoba Foundation; journalist Azzam Tamimi; Mohammed Kozbar, chairman at the Finsbury Park Mosque; and Bahraini activist Yusuf Al Jamri all claim the group violated the Computer Misuse Act 1990 (CMA) and National Security Act 2023 (NSA) by allegedly allowing the leaders of the UAE, Saudi Arabia, and Bahrain to compromise their phones using Pegasus spyware.
Kozbar and Tamimi claim their devices were infected with Pegasus in 2018. A year later, NSO Group was bought by now-liquidated London-based private equity firm Novalpina Capital. After that, Al Jamri and Altikriti claim their devices were also infected.
The Kingdom of Saudi Arabia (KSA), the United Arab Emirates (UAE), and the Kingdom of Bahrain are all alleged to have purchased Pegasus from NSO Group and carried out the spyware attacks on the alleged victims.
GLAN claimed the alleged victims were all probably targets of these states.
Altikriti and Kozbar are known UAE critics, Tamimi too is a critic of the KSA, and Al Jamri works to highlight human rights abuses in Bahrain - a country where he was persecuted and the reason he sought asylum in the UK.
The complaint accuses Q Cyber Technologies, its subsidiary NSO Group and its board members, and private equity firm Novalpina Capital of violating the CMA and NSA.
The complainants claim the use of Pegasus against targets inside the UK has threatened the country's sovereignty and security - citing alleged attacks within the UK government's networks, as well as an alleged attack, widely reported at the time, on House of Lords member Fiona Shackleton, when she was acting as the legal representative of Princess Haya of Dubai.
The UK government has not taken any legal action against the spyware maker, the complaint notes.
The group pointed to legal actions around the world against NSO, including by Apple, WhatsApp, and Facebook. Apple recently reportedly dropped its claims against the Israeli company. When its suit was filed in the US, in 2021, Craig Federighi, Apple's senior vice president of software engineering said:
"Apple devices are the most secure consumer hardware on the market - but private companies developing state-sponsored spyware have become even more dangerous. While these cybersecurity threats only impact a very small number of our customers, we take any attack on our users very seriously, and we're constantly working to strengthen the security and privacy protections in iOS to keep all our users safe."
However, the Washington Post reported on Friday that Cupertino was dropping its suit.
Apple maintains its claims are still valid but is said to believe that by going to trial, critical threat intelligence would come to light that may lead the growing commercial spyware ecosystem to develop workarounds for anti-spyware protections
[image: pegasus]
NSO claims 'more than 5' EU states use Pegasus spyware

READ MORE
According to the complaint, both Altikriti and Al Jamri were confirmed by third-party experts at Amnesty International and the University of Toronto's Citizen Lab - both of which are prominent opponents of spyware - to have been infected with Pegasus.
Altikriti's Cordoba Foundation has caused so much of a stir in the UAE that it was designated a terrorist organization in 2014. He believes he became a person of interest over suspected links to those tried in what has come to be known as the UAE 94 mass trial labeled by Amnesty International as "grossly unfair."
[image: Anas Altikriti, founder and CEO at the Cordoba Foundation]
Anas Altikriti, founder and CEO at the Cordoba Foundation


"This is an episode of serious breaches to personal as well as to public safety and security," claimed Altikriti. "The fact that technological developments are now being used to breach what was only recently regarded as sacrosanct, for the benefit of persecuting political activists, must be of great concern to everyone."


	Predator spyware kingpins added to US sanctions list


	Predator spyware updated with dangerous new features, also now harder to track


	Houthi rebels are operating their own GuardZoo spyware


	Polish officials may face criminal charges in Pegasus spyware probe


Born and raised in Bahrain, activist Al Jamri has been a person of interest in his homeland since 1997, at the age of 16. Two decades and various arrests later, he was allegedly detained and tortured by Bahraini authorities three times, during which it is claimed he was subjected to interrogations, beatings, and faced threats of sexual violence both to himself and his family members.
[image: Yusuf Al Jamri, UK-based Bahraini political activist]
Yusuf Al Jamri, UK-based Bahraini political activist


Al Jamri claims the same security agents who tortured him in Bahrain allegedly successfully attacked his phone on British soil. All of the allegations relate to Pegasus spyware infections and attacks that are alleged to have taken place in the UK itself.
The Reg contacted the accused where possible (Novalpina Capital was liquidated in 2021), but only NSO Group responded.
"Due to regulatory constraints, we cannot confirm or deny any alleged specific customers," said Gil Lainer, vice president for global communications at NSO Group.
"NSO complies with all laws and regulations and sells its technologies exclusively to vetted intelligence and law enforcement agencies. Our customers use these technologies daily, as Pegasus continues to play a crucial role in thwarting terrorist activities, breaking up criminal rings, and saving thousands of lives.
"NSO has initiated and implemented the industry's leading compliance and human rights program, which protects against misuse by government entities and investigates all credible claims of misuse. A number of the investigations conducted by NSO resulted in the suspension of accounts and, in some cases, termination of customer relationships (for more information, see our 2023 Transparency and Responsibility Report)." (r)
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    Kelsey Hightower: If governments rely on FOSS, they should fund it

    
Kubernetes doyen talks to The Reg about keeping coders coding    
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Interview Acclaimed engineer Kelsey Hightower, who stopped coding for money in 2023, remains an influential figure in the world of software, and he's proposing something that might stir up the open source community.
Funding open source is an ongoing hot topic. During a chat at Civo's recent Navigate event, Hightower joked with us how companies were happy to spend big on cloud subscriptions but tended to skimp when it came to paying a comparatively token amount for open source.
[image: Open source software]
Open source maintainers underpaid, swamped by security, and going gray

READ MORE
Open source developers, however, require reimbersement, and Hightower has some interesting ideas on how that could be accomplished. "I think we have all got a little complacent," he tells The Register.
"If you think about the current model ten years ago... We're going to let the startup that's funded by a VC handle it: they will pay the developers, fix the issues, deal with security compliance, and deal with the integration work.
[image: Kelsey Hightower seated on stage during a fireside chat at Civo's Navigate event in Berlin]
Kelsey Hightower (pic: Civo)


"Then you end up in a situation where only they can do it because they have the skill set and expertise."
Hightower reckons there will be several models in the future of open source. One is where the project starts out as a managed service, and another where governments get involved.
"Governments today tend to subsidize utilities: internet access, water, sewerage, drainage - because all that stuff is truly utility, and it has to exist no matter what," he says.
"And if you think about some open source projects like the Postgres database, it probably needs to exist at this point, no matter what.
"I think if you're a government and you believe that Postgres is a database that you will use, you will probably independently fund it as well; you would say, 'Look, we want to figure out who do we employ or pay to make sure that it exists forever.'
"This could be something like the United Nations. This could be something like the way we think about waterways that are shared by multiple countries, the way we think about borders, how those are shared, intercontinental payments. I think at some point you'll have that model where we know certain things need to exist, and maybe the role of a foundation changes, CNCF, Apache Foundation, do they become a place where we can distribute these things?"
There are the other models: The service model, for example. Or one where a VC will cut a $30 million check for something ambitious, new, and innovative. Hightower asks: "How do you sustain that?"
"Is there a world where someone like Linus Torvalds shows up and says, 'I'm going to change the software development game twice' - Git and Linux - and then just go away?"
Of Torvalds, Hightower adds the proviso: "A lot of his work is largely funded by the foundation that takes contributions from lots of other companies."
"Or do you get more of the 'I would rather go raise money, do my innovation ... and become a billionaire?' Do we get more Linus Torvalds or more Mitchell Hashimotos?
"They come from the same place, right? Mitchell starts HashiCorp - he starts with a very free and open source tool called Vagrant. Lots of developers use it to create development environments on their laptops. But it became a large enterprise, selling to enterprises, and that means they become your primary customer, and they dictate a lot of the roadmap.
"Or do you say, 'This technology should exist, and I don't make much money on it. So be it.'"
With the Paris Olympics of 2024 fresh in everyone's minds, Hightower uses the sporting event as an example of how things might work: "There's an Olympic Committee that makes sure the Olympics happen ... everyone shows up and competes, and athletes come and go, just like software developers: we come and go. We don't stick to these projects for a lifetime.
"There are a lot of people ... that would love to make the exact same money they make as an employee, to just completely contribute to open source every day. This would be a dream come true for millions of developers, in my opinion. But the model hasn't presented itself. We don't know how to do it exactly, but I do think the Olympics is a decent model."
Certainly, there'd be no harm in presenting a gold medal to that person in Nebraska who has thanklessly maintained a crucial part of the modern digital infrastructure. Being paid to do so would also doubtless help. Yet, as Hightower says, creating a model to do so remains a challenge.
"Every country invests in their athletes year-round, and they show up to compete at the highest levels, and when they can no longer do so, then the next breed of athletes show up, and there's always a pipeline for them to train to get better, and hopefully we create nice things."
In agreement with Hightower's suggestions, Amanda Brock, CEO of OpenUK tells The Register that in her view it is better to "look to open source as a digital public good".
"By accepting this we accept the need for government and the public sector to fund software infrastructure through open source.
"Only last week we saw datacenters re-characterized as critical national infrastructure in the UK. I'd expect to see our database and platform infrastructure acknowledged in a similar way in the not too distant future and to see a shift in public sector funding."


	K8s celebrates KuberTENes: A decade of working together


	Detecting drift and dealing with the Silicon Valley mindset


	DevTernity conference collapses amid claims women speakers were faked


	Kubernetes goes in for nip and tuck, comes out with 25 'enhancements': We take a look at v1.15


In an email to The Register, Peter Zaitsev, co-founder of Percona, says public money is better spent on open source and governments have a role to play.
"I think governments could invest more in open source, yet it would be wise to do so with the right strings attached, so the end product is actually made available as open source and supported effectively.
"I do not think it is an 'either/or' answer. Even though we can complain about VC-funded companies that do not make everything in their projects open source - or that in a number of cases have changed the license - I think they have generally had a positive impact on the open source ecosystem. Without that funding in the past, we might not have the communities and options that we have today."
Zaitsev adds: "I think there is a lot of potential for more support and contributions from enterprises which is not happening at the moment. When enterprises won't spend directly, we should encourage more participation and contributions.
"There is a great opportunity for [foundations] to partner with private (or government) investment funds to invest money in the projects which will be profitable/sustainable but will be foundation-controlled, avoiding risk of bait and switch situations. This model would support projects that are essential in software but that don't have a pathway to support a profit-making business." (r)
Stay tuned: The Register has more on our chat with Hightower coming tomorrow, including a surprising take on AI...
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UK government IT contracts worth PS23.4 billion are due to end during the current five-year Parliament, according to researchers who warn that poor performing suppliers are hardly ever excluded from bidding again.
A report by public spending research company Tussell and the Institute for Government found that a third of these, worth PS9 billion, are supposed to finish up in 2025.
The report points out that large contracts expiring next year include the longstanding Post Office deal with Fujitsu to build and manage the Horizon IT system at the center of one of the greatest miscarriages of justice in the UK. From 1999 until 2015, 736 local branch managers were wrongfully convicted of fraud when errors in the system were to blame. The total value of the Horizon contract is PS2.38 billion ($3.15 billion). It is due to expire on March 31, 2025.
[image: stop]
Fujitsu will not bid for UK.gov business until Post Office inquiry closes

READ MORE
The report - also from bid-writing technology firm AutogenAI - found that spending on ICT contracts has increased by 90 percent over the last five years.
The researchers warn that poor-performing suppliers to UK government are virtually never excluded from supplying the public sector and often continue to receive government money. Meanwhile, a large number of contracts, totaling billions of pounds, are overseen by officials who are not commercial specialists.
The report also highlights that poor data across government departments meant officials didn't know how much they were spending and with whom. And new providers that could perhaps deliver better services for less money are discouraged from bidding for business.


	UK pensions department's project to unite government ERP systems comes to PS1.9B


	Key aspects of Palantir's Federated Data Platform lack legal basis, lawyers tell NHS England


	NHS dangles PS1.5B carrot to be outfitted with everything from PCs to printers


	UK government can't kick consultancy habit despite promises


Nick Davies, program director at the Institute for Government, said: "The new government has an opportunity for a step-change in how it holds suppliers and the public sector to account. Procurement makes up almost a third of all government spending. Given the difficult fiscal inheritance the government is facing, getting accountability in procurement right should be central to delivering mission-led government."
"Public procurement is a huge market hiding in plain sight, accounting for approximately one-third of all public spending and 10 percent of UK GDP," said Gus Tugendhat, founder of Tussell.
"In the context of tight budgets and strained public services, getting value for money out of government contracts is more important than ever," he said. (r)
Bootnote
Post Office chief executive Nick Read is set to step down from his role next year. In July, he said he would cut back his frontline role to be ready for the "critical" next stage of the Horizon IT inquiry. He joined the Post Office in 2019 after the prosecutions of subpostmasters had ended. He has yet to appear before the inquiry.
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SiFive, having designed RISC-V CPU cores for various AI chips, is now offering to license the blueprints for its own homegrown full-blown machine-learning accelerator.
Announced this week, SiFive's Intelligence XM series clusters promise a scalable building block for developing AI chips large and small. The idea is that others can license the RISC-V-based designs to integrate into processors and system-on-chips - to be placed in products from edge and IoT gear to datacenter servers - and hopefully foster more competition between architectures.
Fabless SiFive is no stranger to the AI arena. As we've previously reported, at least some of Google's tensor processing units are already using SiFive's X280 RISC-V CPU cores to manage the machine-learning accelerators and keep their matrix multiplication units (MXUs) fed with work and data.
Likewise, John Ronco, SVP and GM of SiFive UK, told The Register that SiFive's RISC-V designs also underpin the CPU cores found in Tenstorrent's newly disclosed Blackhole accelerator, which we looked at in detail at Hot Chips last month.
And in a canned statement, SiFive CEO Patrick Little claimed the US-based outfit is now supplying RISC-V-based chip designs to five of the "Magnificent 7" companies - Microsoft, Apple, Nvidia, Alphabet, Amazon, Meta and Tesla - though we suspect not all that silicon necessarily involves AI.
What sets SiFive's Intelligence XM-series apart from previous engagements with the likes of Google or Tenstorrent is that rather than having its CPU cores attached to a third-party matrix math engine, all packaged up in the same chip, SiFive is instead bringing out its own complete AI accelerator design for customers to license and put into silicon. This isn't aimed at semiconductor players capable of crafting their own accelerators, such as Google and Tenstorrent - it's aimed at organizations that want to take an off-the-shelf design, customize it, and send it to the fab.
"For some customers, it's still going to be right for them to do their own hardware," Ronco said. "But, for some customers, they wanted more of a one-stop shop from SiFive."
In this sense, these XM clusters are a bit like Arm's Compute Subsystem (CSS) designs in that they offer customers a more comprehensive building block for designing custom silicon. But instead of general application processors, SiFive is targeting those who want to make their own AI accelerators.
A closer look at the XM Cluster
SiFive's base XM cluster is built around four of SiFive's Intelligence X RISC-V CPU cores which are connected to an in-house matrix math engine specifically for powering through neural network calculations in hardware. If you're not familiar, we've previously explored SiFive's X280 and newer X390 X-series core designs, the latter of which can be configured with a pair of 1,024 vector arithmetic logic units.
[image: The base XM cluster is comprised on four Intelligence X-cores tied to a matrix engine]
The base XM cluster comprises four Intelligence X RISC-V CPU cores tied to a matrix engine - Click to enlarge. Source: SiFive


Each of these clusters boasts support for up to 1TB/sec of memory bandwidth via a coherent hub interface, and is expected to deliver up to 16 TOPS (tera-operations per second) of INT8 or 8 teraFLOPS of BF16 performance per gigahertz.
TeraFLOPS per gigahertz might seem like an odd metric, but it's important to remember this isn't a complete chip and performance is going to be determined in large part by how many clusters the customer places in their component, how it's all wired up internally, what else is on the die, what the power and cooling situation is, and how fast it ends up clocked.
At face value, these XM clusters may not sound that powerful - especially when you consider SiFive expects most chips based on the design to operate at around 1GHz. However, stick a few together and its performance potential adds up quickly.
Ronco expects most chips based on the design will utilize somewhere between four and eight XM clusters, which in theory would allow for between 4-8TB/sec of peak memory bandwidth and up to 32-64 teraFLOPS of BF16 performance - and that's assuming a 1GHz operating operating clock.
That's still far slower than something like an Nvidia H100, which can churn out nearly a petaFLOPS of dense BF16 performance. But as we mentioned earlier, FLOPS aren't everything - especially when it comes to bandwidth constrained workloads like AI inferencing. There are considerations like price, power, process node, and everything else.


	SiFive offers potential Neoverse N2 rival - the P870-D RISC-V core for datacenters


	RISC-V PCIe 5 SSD controller for the rest of us hits 14GB/s


	Alibaba's research arm promises server-class RISC-V processor due this year


	Tenstorrent's Blackhole chips boast 768 RISC-V cores and almost as many FLOPS


For this reason, Ronco expects SiFive's XM clusters probably won't be used as widely for AI training. That said, the design isn't limited to eight clusters.
Ronco was hesitant to say how far the design can scale - some of this is probably down to process tech and die area. However, the company's product slide deck suggests 512 XM clusters is within the realm of possibility. Again, this will be up to the customer to decide what's appropriate for their specific application. 
[image: SiFive suggests that as many as 512 XM clusters could be packed together to achieve 4 petaFLOPS of AI performance]
SiFive suggests that as many as 512 XM clusters could be packed together to achieve 4 petaFLOPS of AI performance - Click to enlarge


Assuming the end customer can actually maintain a 1GHz clock speed without running into thermal or power limitations, 512 XM clusters would rival Nvidia's upcoming Blackwell accelerators, boasting roughly four petaFLOPS of BF16 matrix compute. For comparison, Nvidia's top-specced Blackwell GPUs boast 2.5 petaFLOPS of BF16 performance.
Along with its new XM clusters, SiFive says it will also offer an open source reference implementation of its SiFive Kernel Library to reduce barriers to adoption for RISC-V architectures. (r)

  PS: Arm this week announced it is adding its Kleidi library to PyTorch and ExecuTorch, allowing apps using those frameworks to use a device's host Arm cores to accelerate AI work. That's acceleration using specialized instructions in the CPUs, rather than a dedicated accelerator.
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Broadcom CEO Hock Tan has predicted his hyperscale semiconductor customers will continue building AI clusters for another three to five years, with each generation of machines to double in size.
Speaking to Jim Cramer of CNBC's Mad Money on Tuesday, Tan was asked to explain the recent performance of Broadcom stock. The share price dipped markedly after its Q3 results were felt by some to indicate its chips biz was off the boil as ardor for AI eased. It rebounded a week later, after other market signals indicated demand for custom AI silicon could be strong.
Tan liked that argument, telling Cramer he's aware of hyperscalers' roadmaps that suggest a three-to-five year plan "to build out these large clusters" that allow development of new large language models.
The Broadcom boss said those builds could be annual, and each will require two or three times the compute power of their predecessors.
That will create a larger "compute opportunity" that Tan predicted will be met by "XPUs" - AI acceleration silicon for the network and other components - that the chip shop has predicted will grow faster than GPUs in coming years. XPUs are also a product Broadcom will happily make for hyperscalers - in bulk.
Tan noted that the AI clusters hyperscalers are building today use 100,000 accelerators, but future rigs will require a million. Broadcom wants to design them just for hyperscale customers - a segment Tan feels is his best potential target.
And fair enough: Nvidia and AMD look set to fight it out for the GPU market and associated software stacks. And Meta has already signalled a desire to build custom AI silicon to run alongside 600,000 Nvidia GPUs.
Nvidia has promised its supply chain can deliver the GPUs the world wants, but has form of sputtering deliveries - as is reasonable during these boom times.
If Broadcom can help hyperscalers to design rigs that don't depend on known chokepoints, it could thrive.


	Oracle boasts zettascale 'AI supercomputer,' just don't ask about precision


	Microsoft, BlackRock form fund to sink up to $100B into AI infrastructure


	Broadcom boss Hock Tan says public cloud gave IT departments PTSD


	Broadcom has brought VMware down to earth and that's welcome


Tan also observed that the semiconductor market bottomed out this year, as part of the industry's normal cycles - But COVID-19 created an unusual upcycle that turned downwards in late 2023 and early 2024.
He predicted that 2025 and 2026 will be an upcycle for non-AI silicon.
Asked if that turnabout means sales of Wi-Fi and storage connectivity silicon will improve - after respectively achieving stasis and a slump last quarter - Tan said that will "absolutely" be the case.
"We are already seeing strong sequential growth from the bottom of Q2 this year," Tan said, thanks to demand from enterprises.
Tan was also asked about VMware, and opined that his reforms at the virtualization giant are going well.
"What we've done is improved the products and made it much more usable from just being compute virtualization to basically creating a virtualization of entire datacenter, on-prem, and creating the cloud experience, on-prem."
For what it's worth, VMware has offered compute, storage, and network virtualization for a decade. Tan was probably referring to Cloud Foundation 5.2, which for the first time allows virtual compute, storage, and networks to be brought under a single management umbrella. That represents around 80 percent of the work Broadcom says is needed to realize its vision of a fully virtualized datacenter - which it claims is coming, without committing to a timeline. (r)
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The Tor project has insisted its privacy-preserving powers remain potent, countering German reports that user anonymity on its network can be and has been compromised by police.
A report by German news magazine program Panorama and YouTube investigative journalism channel STRG_F claims that the German Federal Criminal Police Office (BKA) and the Public Prosecutor General's Office in Frankfurt am Main were able to identify at least one Tor user after carrying out network surveillance.
The report mentions "timing analysis" as the key to identifying Tor users. "Timing individual data packets, anonymised connections can be traced back to the Tor user, even though data connections in the Tor network are encrypted multiple times," the report states - sadly without explanation of how the technique works.
Tor offers enhanced anonymity for users of its network by routing their traffic through a so-called dark-web of nodes so that the true origin of a connection is obfuscated. Traffic sent to Tor is wrapped in layers of encryption and first reaches an "entry" or "guard" node. Traffic then bounces through at least three servers chosen at random - aka "relays" - before returning to public networks via an "exit node" or connecting to a .onion service. That process hides the source of a connection, and makes it harder to observe what a particular user is doing online just from their network traffic.
Observing long-term usage trends, as suggested by the "timing analysis" methodology, could perhaps erode Tor's potency by giving observers clues about users who send traffic into the network. Essentially, for instance, someone could add nodes to the Tor network and note the timing of packets observed going in and packets seen coming out. After a while, these timings may help give away who is connecting to a particular .onion service.
Matthias Marx, a spokesperson for famed European hacker collective the Chaos Computer Club (CCC), lent credence to the method by telling the news outlets the available evidence - documents and other information sourced by the journos - "strongly suggest that law enforcement authorities have repeatedly and successfully carried out timing analysis attacks against selected Tor users for several years in order to deanonymize them."
The Tor Project, while conceding it hasn't seen all the documents involved despite asking the reporters for them, believes German police were able to unmask a Tor user due to that person's use of outdated software as opposed to the plod exploiting some unknown vulnerability or similar.
The German report claims the timing analysis attack was used during investigations into an individual known as "Andres G", the suspected operator of a .onion website called Boystown that hosted child sex abuse material (CSAM).
"G" allegedly used the anonymous messaging app Ricochet that passes data between senders and recipients over Tor. More specifically, it's said that he used a version of the chat program that failed to secure its Tor connections against the timing-based deanonymization methods used by the police.
The report says German authorities secured the cooperation of carrier Telefonica, which provided data on all O2 customers who connected to a known Tor node. Matching that info with observations of Tor timing info allowed authorities to identify "G", who was arrested in North Rhine-Westphalia, charged, convicted, and jailed for years in 2022.
Tor has argued that method does not indicate its service is flawed.
The org has instead advanced a theory that by using the insecure Ricochet, "G" was caught by a guard discovery attack. In short, that means the cops were to able to figure out the entry or guard node he was using to send data over the Tor network. The police can ask Telefonica to list the subscribers who connected to that guard, and deduce the identity of the Tor user.
Tor claims that "G" probably used an old version of Ricochet that did not include protections against such attacks. "This protection exists in Ricochet-Refresh, a maintained fork of the long-retired project Ricochet, since version 3.0.12 released in June of 2022," Tor's write-up states.


	Microsoft Defender 'finally' stops flagging Tor Browser as malware


	Cutting kids off from the dark web - the solution can only ever be social


	Tor turns to proof-of-work puzzles to defend onion network from DDoS attacks


	Signal shoots down zero-day rumors, finds 'no evidence' of device takeover


"For timing analysis of traffic, you do need to compromise a guard node, since it's the first in the Tor circuit and can see the IP address of the user," Bill Budington, senior staff technologist at EFF, told The Register. If the guard cannot be directly compromised, network timings can be obtained to complete the surveillance.
Tor users are concerned that the network could be overwhelmed with police-controlled nodes that would compromise anonymity. But the number of nodes required to do this would need to be huge. The Tor Project acknowledged that it has seen an uptick in exit nodes being deployed - over 2,000 of late - but claimed this isn't anything to worry about.
"The claim that the network is 'not healthy' is simply not true," Tor's PR director Pavel Zoneff told The Register.
"The Network Health team has implemented processes to identify possible large groups of relays that are suspected to be managed by single operators and bad actors, and not allow them to join the network. As a result, it has flagged numerous bad relays for removal, which then got banned by the Directory Authorities. Many of those likely posed no real threat to users," he said.
The project has also called for help in understanding exactly what the police did. "We need more details about this case," the team said. "In the absence of facts, it is hard for us to issue any official guidance or responsible disclosures to the Tor community, relay operators, and users."
For now the message is: "Don't panic." (r)
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SimpliZCloud is only for India right now, based on big Blue's LinuxONE    
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The mainframe has found another role, thanks to Japan's IT services giant NTT Data which has decided to build a hybrid cloud service based on the IBM LinuxONE platform.
The service is called SimpliZCloud, and for now will only be offered to financial services players in India.
NTT Data envisions that it will be useful for workloads found in core banking applications, lending and risk management applications, and allow consolidation of compute resources and budgets.
"As enterprises consolidate their workloads, they will be able to reduce their datacenter footprint, driving higher sustainability," NTT Data asserted, trumpeting performance that will beat x86 servers - "especially" when it comes to enterprise software license costs and running AI/ML apps.


	Indian bank smacks down allegation it exposed 180 million customers' accounts


	IBM quietly axing thousands of jobs, source says


	Mainframes aren't dead, they're just learning AI tricks


	AI could crash democracy and cause wars, warns Japan's NTT


Conventional wisdom suggests that mainframes remain a pricey but potent option for certain applications.
Analyst firm Gartner in April opined that "organizations that own a mainframe periodically question the future of the platform because it is perceived as outdated, difficult to manage and costly compared with alternatives such as client/server and public cloud computing."
The firm added that IBM's ongoing success selling mainframes owes plenty to the machines' features - but also fear about "the cost, complexity and risk of migrating off of it."
(For the record, IBM claims roughly 70 percent of the entire world's transactions by value run through its mainframes, and its most recent model has posted record sales.)
Either way, NTT Data clearly thinks the machines are relevant to India's financial services industry. The services company has even worked with analyst firm International Data Corp (IDC) to write a report in which it - maybe by happenstance - came to the same conclusion.
"IDC's research has found that organizations expect to lean upon their mainframe applications more in the future as key engines to power enterprise operations, customer intimacy, and innovation," wrote [PDF] IDC's Peter Marston.
This resurgence is at least partly a product of the AI/ML boom, according to NTT Data India CEO Avinash Joshi.
"Critical business applications, especially those infused with AI and ML, will now have the infrastructure to support performance far ahead of the traditional x86 architectures all in a fully managed, as-a-service model," explained Joshi.
NTT Data and IBM have not discussed the specs of the cloud, or if they intend to take it to other nations - which would seem eminently possible given both tech giants are global, as is the banking industry. We've asked and if a substantial reply materializes we'll let you know. (r)
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    Lenovo turns to India as source of AI servers

    
Another win for the Make In India policy, but a small one in terms of product volume    
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Lenovo revealed on Tuesday that it will manufacture AI servers at its plant in Puducherry, India, and has opened a new infrastructure research and development lab in Bengalaru.
The Puducherry facility has the capacity to produce 50,000 units that Lenovo has described as "enterprise AI rack servers," plus "2,400 high-end GPU units" each year. The Chinese PC giant hasn't revealed the specs of the rack-mounted servers, but described the high-end machines as packing eight GPUs apiece.
Sixty percent of the servers are slated for export across the Asia Pacific region.
"Lenovo is super-charging its supply chain to not only serve domestic demand but also account for potential expansion into overseas markets," declared [PDF] the hardware maker.


	India weighs 18 bids to build subsidized local chip factories


	Apple on track for quarter of all iPhones to be made in India by 2028


	US spends CHIPS Act cash to explore Indian chipmaking collabs


	Accenture buys Indian chip design firm to expand semiconductor smarts


The Bengalaru R&D center is one of four such facilities. The others are located in Beijing, Taipei, and Morrisville, North Carolina. Lenovo reckons it will be "pivotal in the system design, development, and testing of next-generation server platforms, including hardware, firmware, and software development."
Lenovo predicted "all future mainstream server design, developments, and new technical initiatives will be conducted at this lab."
According to Lenovo, the two facilities further solidify its "commitment to India by creating thousands of economic opportunities in the high-technology skills domain."
Lenovo's presence in India is not new. It opened its Puducherry facility in 2005 and claimed it produced over seven million devices in India during the year ending March 31, 2024. Motorola Mobility, which Lenovo has owned since buying it from Google in 2014, has also operated in India for around ten years.
India has sought to boost domestic manufacturing through its "Make in India" campaign, launched in 2014. The initiative has included reforms in policy, tax incentives, subsidies, and simplified investment procedures.
That plan appears to be working as Foxconn, HP, Cisco, Acer, Asus and Dell have all moved some manufacturing work to India in the last couple of years.
Their motivation appears to be tapping into a growing domestic market, and diversifying their operations to preventdisrupted supply chains that became an issue during the COVID-19 pandemic. Geopolitics is another consideration, as the USA is discouraging investment in and engagement with China, making reliance on Middle Kingdom manufacturers riskier.
Global server sales are forecast to top 12 million this year, so the 52,500 machines Lenovo will build in India aren't a massive contribution to the market.
But AI servers are So Hot Right Now, so Lenovo's move will be welcome in India - even if the volume of kit the Chinese company makes there is small, and Lenovo's roots in IBM means it is no stranger to manufacturing outside China. (r)
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    LinkedIn started harvesting people's posts for training AI without asking for opt-in

    
You'll have to opt out if you don't like it - EU and a few others excepted    
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LinkedIn started harvesting user-generated content to train its AI without asking for permission, angering netizens.
Microsoft's self-help network on Wednesday published a "trust and safety" update in which senior veep and general counsel Blake Lawit revealed LinkedIn's use of people's posts and other data for both training and using its generative AI features.
In doing so, he said the site's privacy policy had been updated. We note this policy links to an FAQ that was updated sometime last week also confirming the automatic collecting of posts for training - meaning it appears LinkedIn started gathering up content for its AI models, and opting in users, well before Lawit's post and the updated privacy policy advised of the changes today.
The FAQ says the site's built-in generative AI features may use your personal info to do things like automatically suggest stuff to write if and when you ask it to; and that your data will be used to train the models behind those features, which you'll have to opt out of if you don't like it.
We're also told that using LinkedIn means the outfit will "collect and use (or process) data about your use of the platform, including personal data ... your posts and articles, how frequently you use LinkedIn, your language preference, and any feedback you may have provided to our teams."
There's some good news for users in the EU, Iceland, Norway, Liechtenstein (both of them!) and Switzerland as their data isn't being used to train LinkedIn's AI at all and won't for the foreseeable future.
The document also states that LinkedIn seeks "to minimize personal data in the datasets used to train the models, including by using privacy enhancing technologies to redact or remove personal data from the training dataset."
But the FAQ also contains the following warning that the system may provide someone else's info if asked in a certain way:


Members or customers may provide personal data as an input to a generative AI powered feature, which could result in personal data being provided as an output. For example, if a member used our generative AI "Writing Suggestions" feature to help write an article about the best advice they got from their mentors, they may include the names of those mentors in the input.


The resulting output from the generative AI "Writing Suggestions" feature may include those names, which that member can edit or revise before deciding to post.


The Microsoft social media outfit also last week emitted an article titled: "Control whether LinkedIn uses your data to train generative AI models that are used for content creation on LinkedIn." That text explains how it's possible to opt out of AI scraping, and points to setting called Data for Generative AI Improvement that offers a single button marked: "Use my data for training content creation AI models."
That button is in the "On" position until users move it to "Off."


	'Uncertainty' drives LinkedIn to migrate from CentOS to Azure Linux


	Kamala Harris's $7M support from LinkedIn founder comes with a request: Fire Lina Khan


	Tech industry sheds some light on the planet's situation via LinkedIn


	Microsoft's Inflection acquihire is too small to matter, say UK regulators


Big Tech has mostly used a 'scrape first, settle the lawsuits for a pittance later' approach to finding the content it needs to develop AI models. Forget about the concept of begging for forgiveness rather than asking for permission - neither question is asked at all.
LinkedIn could not have been unaware of the likely backlash, making its approach curious.
User anger cannot therefore be surprising. On LinkedIn it's not hard to find the service's move described as a breach of trust, along with a rash of posts advising users how to turn off the scraping.
Which thankfully isn't hard to do: Click on your LinkedIn Profile, select "Settings" then "Data Privacy" and look for an item labelled "Data for Generative AI improvement." Click the single button there to opt out, then go back to wading through the rest of LinkedIn. (r)
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    Google dodges EU1.5B EU ads antitrust fine after appeal win

    
Qualcomm, on the other hand, wasn't so lucky    
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Google has some thank-you cards to send, as the European Union's General Court (GC) has nullified a EU1.49 billion ($1.66 billion) fine levied against the tech giant for anti-competitive advertising behavior. 
Google was fined the aforementioned amount by the European Commission in 2019 for abusing its dominance in online advertising through AdSense for Search (AFS) services agreements. According to the commission, services agreements between Google and AdSense customers contained clauses that forbade them from displaying ads with AFS competitors - an abuse of the Chrome lord's position, justifying the hefty fine. 
Google was quick to appeal the decision, and while the process may have taken a few years, it's now been resolved in Google's favor, with the fine being entirely vacated [PDF]. 


The commission failed to take into consideration all the relevant circumstances of the case


According to the GC, the commission failed to take into account the duration of service agreements between Google and AFS customers. Officials had only considered the total length of time that a customer had contracts with Google, and failed to recognize that AFS customers would have had time to renegotiate their deals with Google or seek other ad networks in the interim as well. 
"Many of the GSAs to which those publishers had been subject had, individually, a duration of only a few years, even if they had been renewed or extended thereafter, sometimes several times," the GC said.
Because those renegotiation periods existed, the GC said the three AFS agreement clauses at issue in the case (exclusivity, placement, and prior authorization clauses) didn't deter customers or stifle innovation, help Google maintain its dominance, nor harm netizens.
"The commission failed to take into consideration all the relevant circumstances of the case," the GC said, particularly "the duration of the contract clauses that the commission had deemed abusive." 
Google has been spanked multiple times by the European Commission, most recently losing a second appeal of a EU2.42 billion fine levied against it in 2017 for abusing its search dominance. 


	Google dresses up services for the EU's Digital Markets Act


	EU companies claim Google still abusing its Shopping power


	EU kicks off an inquiry into Google's AI model


	Top EU court crushes Google appeal against $2.65B Shopping antitrust ruling


In addition to that case, Google was also fined an additional EU4 billion for abusing its mobile search dominance in 2022, and the European Commission has reportedly considered breaking the internet titan up due to what's said to be continued legal transgressions. 
Google netted about $23.6 billion in the second quarter of 2024, so it shouldn't have too hard a time paying those remaining fines. Google hasn't responded to request for comment. 
Qualcomm fails to flee fine
Along with releasing its decision in the Google case, the General Court also released its decision in a case that saw the European Commission fine US chipmaker Qualcomm EU242 million ($269 million) for its own anti-competitive behavior. Unlike Google, Qualcomm wasn't as lucky; its fine will stand, albeit slightly reduced. 
Qualcomm was fined by the EC in 2019 for selling 3G baseband modem chips at a loss to force a competitor out of business. That company, UK-based Icera, was later wound down by Nvidia after the GPU maker bought it out, and the EC's investigation followed shortly after its closure. 
But after reviewing the case, the GC said Qualcomm's appeal was unconvincing. 
"The court makes a detailed examination of all the pleas put forward by Qualcomm," the GC says [PDF] in a brief on its decision, "rejecting them all in their entirety." 
The one exception to the GC's rejection of Qualcomm's argument was its claim that the fine was too steep - that's a fair argument, the court said, noting that the commission "departed, without justification," from its own penalty guidelines. 
For its trouble, Qualcomm had its fine reduced from EU242 million to EU238.7 million; for reference, the chip shop had a net income of $2.1 billion last quarter.
"Qualcomm respectfully disagrees with the judgment and the commission's decision and believes that we have always remained in compliance with European competition law," a spokesperson for the Snapdragon designer told The Register in a statement. (r)
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    FBI boss says China 'burned down' 260,000-device botnet when confronted by Feds

    
Plus: Wray tells how bureau helps certain victims negotiate with ransomware crooks    
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China-backed spies are said to have tore down their own 260,000-device botnet after the FBI and its international pals went after them.
The botnet was controlled by the somewhat misnamed Integrity Technology Group, a Chinese business whose chairman has admitted that for years his company has "collected intelligence and performed reconnaissance for Chinese government security agencies," FBI Director Christopher Wray said at the Aspen Digital computer security conference on Wednesday. The internet-connected bots consisted of PCs, servers, and Internet-of-Things gadgets infected with remote-control malware, and more than half of which were in the US.
A Beijing-run crew called Flax Typhoon had been building the Mirai-based botnet since 2021 and was accused of spying on Taiwanese networks by Microsoft in 2023, although that claim is disputed.
Wray said Flax was lately taking aim at US critical infrastructure, government, and academics. The FBI's Cyber National Mission Force (CNMF) was called in, along with the NSA.
It was "all hands on deck," Wray recounted, and his agents took control over the botnet's command and control servers - after getting court authorization to do so. The Chinese team launched a DDoS strike against the Americans to disrupt them, and then tried to switch to backup control systems for the botnet, but were thwarted again. Then China gave up.
"We think the bad guys finally realized it was the FBI and our partners that they were up against, and with that realization, they essentially burned down their new infrastructure and abandoned their botnet," said Wray.
According to an advisory [PDF] issued to coincide with Wray's speech, the Flax Typhoon crew had an SQL database containing details of 1.2 million records on compromised and hijacked devices that they had either previously used or were currently using for the botnet.
Additionally, the botnet used customized Mirai malware to exploit known vulnerabilities in internet-connected devices to commandeer them, installing a payload that communicated with command-and-control servers via TLS on port 443. Investigators found over 80 subdomains on w8510.com linked to the command-and-control servers as of this month, per the advisory.
FBI promises big cash savings on ransomware
Wray also lauded the efforts of his agency to defeat ransomware gangs where possible, and help negotiate settlements for victims if all else fails.
The FBI has developed and shared decryption keys for unscrambling files on infected machines after reverse-engineering various ransomware binaries over the past two years, and has helped nearly 1,000 organizations around the world recover their data, saving them over $800 million, he said - not to mention some of the time spent clearing up after an attack.
He cited the case of the Los Angeles Unified School District (LAUSD) ransomware infection, where America's second largest school system was hit over the Labor Day weekend in 2022. The FBI had a team there within an hour, Wray said, and had "priority systems" back online before the long weekend was over.
Then Wray made a surprising admission - the FBI will help negotiate with criminals when victims choose to pay up. We assume that will happen if an extorted organization is in a particularly sensitive bind.


	Chinese spies spent months inside aerospace engineering firm's network via legacy IT


	Despite Russia warnings, Western critical infrastructure remains unprepared


	Crypto scams rake in $5.6B a year for cyberscum lowlifes, FBI says


	Planned Parenthood confirms cyber-attack as RansomHub threatens to leak data


He cited a case last summer where an unnamed US cancer treatment center was crippled by ransomware, leaving patients stuck without the urgent care they needed to survive.
"It's hard to think of a case where the criminals were more callous or when getting back online fast mattered more," Wray said. The center called in the FBI team immediately and they set to work, trying to decrypt the health facility's scrambled infected servers.
"In addition to technical experts we also deployed crisis negotiators. We were helping the center negotiate the ransom payment, getting it from $450,000 down to $50,000," he recounted.
"Using the decryption key the hackers then provided, the center was able to resume operations days after the attack. In that instance, it was not only time saving to work with the bureau but, according to the cancer center, it was also lifesaving."
The admission that the FBI is facilitating payments is somewhat of a shift in the agency's stance. It used to be very hard line about not paying off cyber-extortionists, although in 2019, it did adjust its position slightly in acknowledging that payment was an option for some businesses. FBI agents being directly involved in negotiating with malware slingers seems a new step.
The White House meanwhile is trying to negotiate an international treaty to ban government bodies from paying cyber-ransoms, hosting a Counter Ransomware Initiative (CRI) summit last year to persuade other countries to sign up. (r)
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    Deja blues... LockBit boasts once again of ransoming IRS-authorized eFile.com

    
Add 'ransomware' to the list of certainties in life?    
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In an intriguing move, notorious ransomware gang LockBit claims once again to have compromised eFile.com, which offers online services for electronically filing tax returns with the US Internal Revenue Service (IRS).
To be clear: eFile.com is not owned nor operated by the IRS, nor is it part of the agency's e-file program, though it is an IRS-authorized e-file provider.
The Register has not verified the crooks' latest claims, and neither the dot-com nor the IRS immediately responded to The Register's inquiries about the alleged breach. We will update this story as we receive additional information.
If the criminals' boasts on its dark-web blog about the extortion do turn out to be true, it puts a lot of people's personal and financial data potentially at risk -- so it's a good idea to keep an eye out for any suspicious banking activity. The website is said to have 14 days to cough up the demanded ransom.
That all said, LockBit claimed to have compromised eFile.com in 2022. The gang may well just be re-posting on its blog its previous hit on the dot-com for clout or chaos, or may be trying to extract money from the victim all over again. We're checking that out.
Repeated target
We recall that in March 2023, eFile.com's website was compromised and used it to deliver malware. That intrusion -- about a month before America's tax day -- was spotted by Reddit users who noted that when visiting eFile.com, they were taken to a phony browser update page with a link to download and run a .exe file.
It turned out the redirection was caused by JavaScript maliciously added to the dot-com site, as confirmed by SANS Internet Storm Center founder Johannes Ullrich, which led to people being tricked into running the downloaded executable and backdooring their Windows PCs. eFile.com later removed the malicious code from its website.


	Five months after takedown, LockBit is a shadow of its former self


	Rhysida ransomware gang ships off Port of Seattle data for $6M


	Cyber crooks shut down UK, US schools, thousands of kids affected


	Ransomware batters critical industries, but takedowns hint at relief


This latest talk of a compromise hits right as late tax filers, who were granted an extension by the IRS in April, scramble to submit their documents prior to the October 15 deadline.
And, of course, these claims come despite LockBit's ransomware operations being largely disrupted by global law enforcement earlier this year. While many of the gang's affiliates have moved on to greener pastures -- or at least ones without as big of a targeted painted on them -- LockBit ransomware refuses to die.
According to Check Point's most recent monthly ransomware stats, LockBit3 ransomware was responsible for 8 percent of all infections in August, putting this particular strain in the No. 3 position behind RansomHub (15 percent) and Meow (9 percent). (r)
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    Putin really wants Trump back in the White House

    
US govt, Microsoft report on Kremlin trolls' latest antics to Make America Grate Again    
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Russia really wants Donald Trump to be the next US President, judging by reports from American government agencies and now Microsoft's threat intelligence team.
Based on Redmond's latest research on foreign trolls' election interference efforts, the Kremlin has shifted its focus to fake news aimed at discrediting Vice President Kamala Harris and her run for the presidency now that incumbent Joe Biden has bowed out of the race.
In late August and September, two Moscow-aligned groups began pumping out phony video content "designed to discredit Harris and stoke controversy around her campaign," according to Microsoft's September 17 report [PDF].
Storm-1516, a Putin-backed online troll farm known for its "outlandish fake videos and scandalous claims," produced said video content, with two pieces reaching a vast audience. 
One purports to show alleged Harris supporters attacking a Trump rally attendee. "Storm-1516 intended this video, which received millions of views, to inflame political divides by stirring racial and political tensions," the threat intel unit reported.
The second video uses an actor to amplify false claims that Harris paralyzed a girl in a hit-and-run accident. This one was distributed through a fake website purporting to be a legit local San Francisco news outlet. 
Meanwhile, Storm-1679, another Kremlin-linked crew, after focusing on the Paris Olympics for months, changed course to spread disinformation about Harris. Two of its videos spread conspiracy theories and false claims about her policies. 
One of these that received more than 100,000 views on X just four hours after being posted on Telegram showed a phony New York City billboard promoting made-up policies.
"MTAC has observed, in three consecutive US presidential elections, synchronized shifts by all Russian influence actors to focus on denigrating the Democratic candidate in the final 90 days before election day," Redmond asserts. "MTAC assesses this synchronization on themes and messages results from top-down direction from the top of the Kremlin."


	White House seizes 32 domains, issues criminal charges in massive election-meddling crackdown


	Kremlin-linked COLDRIVER crooks take pro-democracy NGOs for phishy ride


	Despite Russia warnings, Western critical infrastructure remains unprepared


	Spamouflage trolls pretend to be American patriots on X, TikTok ahead of US presidential election


Additionally, a Russian group led by a Federal Security Service (FSB) officer that Microsoft tracks as Ruza Flood -- the US government calls this disinformation effort Doppelganger, and earlier this month seized 32 internet domains owned by this crew -- doesn't show any signs of slowing down its cyber-influence operations.
"In the days following the US government's seizures of Ruza Flood's web domains, we observed this actor moving media outlets from seized domains to new ones, where content can again be readily accessed," Microsoft wrote.
This gang uses typosquatted domains - sites with names that are close to legitimate ones -- such as washingtonpost.pm rather than the real washingtonpost.com - to trick viewers into believing they are reading and watching content produced by reputable journos.
One of Doppelganger's schemes to get Trump back in the White House, as detailed in a 277-page affidavit [PDF] used to obtain a warrant to seize the 32 websites, is called the Good Old USA Project [PDF]. 
"It makes sense for Russia to put a maximum effort to ensure that the US Political Party A point of view (first and foremost, the opinion of Candidate A supporters) wins over the US public opinion," according to this project. 
While the candidates' names and political parties have been redacted, the rest of the document makes it clear that Party A is the Republican Party and Candidate A is Trump.
The American tycoon's support for autocratic Russian leader Vladimir Putin - going so far as to describe the invasion of Ukraine as "genius" and "pretty savvy" - is well known.
No wonder the Kremlin's goal, as outlined in the court doc, is "to secure victory of a US Political Party A candidate (Candidate A or one of his current internal party opponents) at the US Presidential elections to be held in November of 2024." (r)
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    IBM quietly axing thousands of jobs, source says

    
We did warn you, Big Blue tells The Reg, as Cisco also cuts staff as promised    
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IBM has been laying off a substantial number of employees this week and is trying to keep it quiet, our sources have said.
One IBM employee told The Register that IBM Cloud experienced "a massive layoff" in the past few days that affected thousands of people.
"Unlike traditional layoffs, this one was done in secret," the insider said. "My manager told me that they were required to sign an NDA not to talk about the specifics."
Multiple posts on layoff-focused message boards and corroborating accounts with other sources familiar with the IT giant's operations suggest the cuts are large.
Asked to confirm the layoffs, an IBM spokesperson told The Register, "Early this year, IBM disclosed a workforce rebalancing charge that would represent a very low single digit percentage of IBM's global workforce, and we still expect to exit 2024 at roughly the same level of employment as we entered with."
IBM's first-quarter 2024 earnings report said that the mainframe goliath took a $400 million "workforce rebalancing" charge to cover the cost of planned layoffs. That's after a $300 million "workforce rebalancing" charge in 2023. At the beginning of 2023, IBM announced plans to cut 3,900 jobs.
With about 288,000 employees worldwide at the end of 2023, the "very low single digit percentage" possibilities for 2024 might be 1 percent (2,880 layoffs), 2 percent (5,760 layoffs), 3 percent (8,640 layoffs), or more. Assuming a fixed cost per employee, last year's charge and job cut disclosure suggests about 5,200 positions would be eliminated with a $400 million charge.
Last year, CEO Arvind Krishna said IBM expected to replace around 7,800 jobs with AI, though no specific time frame was provided. His corporation's stock price is up 33 percent year to date to $215 a share.


	More layoffs at Microsoft: What's really going on here?


	Dell says biz transformation continues. Translation: More layoffs


	Samsung faces strikes in India, amid reports of global layoffs


	Meta's mass layoff severance agreements illegal, says judge


IBM's spokesperson did not respond to a request to be more specific about the number of layoffs and to explain where new roles were being hired to maintain a flat headcount.
According to our source, the job cuts have been directed mainly at senior-level programmers, sales, and support.
This individual's job is headed to India, we're told, reflecting a hiring freeze in the US. But hiring is said to be ongoing in India.
IBM has a history of moving jobs to India.
As with prior layoffs, or "resource actions" to use IBM's euphemism, we're told those affected are substantially in the 50-55 age bracket with 20-24 years of seniority.
"It seems exclusively people in L7 and L8 and L9 bands, at the top of the band in payment structure," the insider said.
Despite numerous past and ongoing age discrimination lawsuits, IBM maintains it does not systematically discriminate on the basis of age. (r)

And not just Big Blue


Last month, Cisco announced it was axing roughly 6,000 employees. True to its word, it is this week giving those thousands the bad news and laying them off. Staff at AppDynamics, Splunk, Cisco Services, Cisco Commerce, sales, Cisco Talos, and other sections are said to be affected to varying degrees.


This follows 4,000 or so folks cut at the start of 2024.


In a statement to El Reg today, a Cisco spokesperson said:



Cisco is laser focused on growth, consistent execution, and resetting our cost structure as we invest in AI, cloud, and cybersecurity.


To focus on these key priority areas, on August 14, 2024, we announced a restructuring plan, impacting approximately 7 percent of our global workforce, to allow us to invest in key growth opportunities and drive more efficiency in our business.


The care of our people is a top priority, and we will provide full support to our employees throughout this process.




    






        





This article was downloaded by calibre from https://go.theregister.com/feed/www.theregister.com/2024/09/18/ibm_job_cuts/



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next







    
        Original URL: https://www.theregister.com/2024/09/18/lebanon_walkie_talkie_explosion_isreal_war/
    

    Lebanon now hit with deadly walkie-talkie blasts as Israel declares 'new phase' of war

    
Second wave of exploding gear kills at least 14 today    
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First it was pagers, now Lebanon is being rocked by Hezbollah's walkie-talkies detonating across the country, leaving more than a dozen dead.
The Lebanese state-run National News Agency reported multiple people were taken to hospital in the city of Baalbek in eastern Lebanon today after their "wireless communications" equipment suddenly and unexpectedly blew up. This is in addition to yesterday's simultaneous pager bombings. 
Reports of exploding walkie-talkies in Lebanon have been numerous, with blasts also being witnessed in the cities of Tyre and Beirut.
Lebanon's health ministry said at least 14 people were killed in the latest round of violence, in addition to the 12 fatalities and 2,800 injuries from yesterday's pager attack. Two children were allegedly among yesterday's dead.
The ministry also said more than 100 people were wounded in today's attacks, and the Lebanese Red Cross said it was deploying more than 30 ambulances in response to Wednesday's attacks, with an additional 50 on standby. In both yesterday's and today's incidents, many of the reported wounds were suffered to victims' hands and faces. 
While no one has come forward and claimed responsibility for the pager or walkie-talkie attacks, the Lebanese government has blamed Israel, and several news agencies have reported the attack was a joint operation between Mossad, Israel's intelligence agency, and its Defense Force. 
American officials were reportedly briefed on the pager bomb supply-chain attack, with unnamed insiders telling the New York Times that as many as 5,000 Gold Apollo AR924 pagers ordered by Hezbollah from a company in Taiwan were intercepted and modified by Israeli operatives to include explosives before being sent on their way.
The devices were then blown up once in the hands of members of the Iran-backed terror collective Hezbollah, which holds significant power in Lebanon. Hezbollah and Hamas had been working together in attacks on neighboring Israel.
It's not disclosed what sort of walkie-talkies were involved in today's incident, or if US officials are aware of a wider campaign of Israeli officials compromising hardware bound for its enemies. It wouldn't be the first time, of course: Israel used a similar tactic to assassinate a Hamas bomb maker in 1996, planting a bomb in his cellphone and detonating it during a call.
We've reached out to the US and Israeli governments for comment, and haven't heard back. 


	Protest group says Google has fired more staff over sit-ins opposing work for Israel


	Head of Israeli cyber spy unit exposed ... by his own privacy mistake


	Intel interrupts work on $25B Israel fab, citing need for 'responsible capital management'


	Israel plans 'Cyber-Dome' to defeat digital attacks from Iran and others


The international community, meanwhile, fears the devastating booby-trap campaign could lead to an escalation in the Middle East, with UN Secretary General Antonio Guterres telling reporters yesterday the bombings could presage further conflict. 
"Obviously the logic of making all these devices explode is to do it as a pre-emptive strike before a major military operation," Guterres said. "Everything must be done to avoid that escalation."
Pager explosions were also reported in Syria yesterday.
US Secretary of State Antony Blinken said Uncle Sam has urged all parties involved in the latest Israel-Hamas conflict to avoid taking steps that could escalate things - such as hiding bombs in pagers and walkie-talkies, for example. 
"To see it spread to other fronts -- it's clearly not in the interest of anyone involved to see that happen," Blinken said, adding the US had no knowledge of, or involvement in, the plot.
Israeli leadership ignored that anti-escalation message, with Israeli Defense Minister Yoav Gallant telling troops today that a new phase of its ongoing war had begun.
Gallant didn't confirm Israel's involvement in the bombings, but called the work "impressive," per AP. Gallant reportedly told troops that the center of the war was shifting north (toward Israel's borders with Lebanon and Syria), and that the future would require "courage, determination and perseverance" from the IDF. (r)
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Exclusive Chinese state-sponsored spies have been spotted inside a global engineering firm's network, having gained initial entry using an admin portal's default credentials on an IBM AIX server.
In an exclusive interview with The Register, Binary Defense's Director of Security Research John Dwyer said the cyber snoops first compromised one of the victim's three unmanaged AIX servers in March, and remained inside the US-headquartered manufacturer's IT environment for four months while poking around for more boxes to commandeer.
It's a tale that should be a warning to those with long- or almost-forgotten machines connected to their networks; those with shadow IT deployments; and those with unmanaged equipment. While the rest of your environment is protected by whatever threat detection you have in place, these legacy services are perfect starting points for miscreants.
And that's not to say AIX is retired or abandoned technology; it is advanced in its design and it still gets updates and support from Big Blue. By legacy we mean it is a child of the 1980s, is used in specialized roles where it can't be easily replaced, and lives on in a world now dominated by Linux and Windows.
This particular company, which Dwyer declined to name, makes components for public and private aerospace organizations and other critical sectors, including oil and gas. The intrusion has been attributed to an unnamed People's Republic of China team, whose motivation appears to be espionage and blueprint theft. 


Attempts to meddle with products are happening earlier and earlier in the supply-chain pipeline...


It's worth noting the Feds have issued multiple security alerts this year about Beijing's spy crews including APT40 and Volt Typhoon, which has been accused of burrowing into American networks in preparation for destructive cyberattacks.
After discovering China's agents within its network in August, the manufacturer alerted local and federal law enforcement agencies and worked with government cybersecurity officials on attribution and mitigation, we're told. Binary Defense was also called in to investigate.
The US government's Cybersecurity and Infrastructure Security Agency declined to comment, and the FBI did not immediately respond to The Register's inquiries.
Before being caught and subsequently booted off the network, the Chinese intruders uploaded a web shell and established persistent access, thus giving them full, remote access to the IT network -- putting the spies in a prime position for potential intellectual property theft and supply-chain manipulation.
If a compromised component makes it out of the supply chain and into machinery in production, whoever is using that equipment or vehicle will end up feeling the brunt when that component fails, goes rogue, or goes awry.
"The scary side of it is: With our supply chain, we have an assumed risk chain, where whoever is consuming the final product - whether it is the government, the US Department of the Defense, school systems - assumes all of the risks of all the interconnected pieces of the supply chain," Dwyer told The Register. 
Plus, he added, adversarial nations are well aware of this, "and the attacks continually seem to be shifting left." That is to say, attempts to meddle with products are happening earlier and earlier in the supply-chain pipeline, thus affecting more and more victims and being more deep-rooted in systems.


	Chinese national accused by Feds of spear-phishing for NASA, military source code


	Volt Typhoon suspected of exploiting Versa SD-WAN bug since June


	Five Eyes tell critical infra orgs: Take these actions now to protect against China's Volt Typhoon


	US says China's Volt Typhoon is readying destructive cyberattacks


Breaking into a classified network to steal designs or cause trouble is not super easy. "But can I get into a piece of the supply chain at a manufacturing center that isn't beholden to the same standards and accomplish my goals and objectives?" Dwyer asked. 
The answer, of course, is yes. 
Three of the victim's AIX development environment servers were exposed unprotected to the open internet, according to Binary Defense. One of them at least was running an Apache Axis admin portal with default administrator credentials, which gave the intruders full access to the IBM system. The server wasn't compatible with the organization's security monitoring tools, which is part of the reason why it took network defenders months to spot malicious activity on company computers, we're told.
All of this, according to Dwyer, amounts to "an honest mistake," but one that also illustrates the problem with newer security tools not being backward-compatible with machines of the AIX ilk that power a lot of critical systems.
We're told that once the server had been compromised, the intruders installed an AxisInvoker web shell, allowing them to remotely control the box, harvest Kerberos data on it, and add SSH keys so they could securely log in from the outside. The snoops then gathered up as much intelligence as they could on the network's configuration as well as whatever data they could get via LDAP and SMB shares.
Unraveled
More post-exploitation code was deployed, including Cobalt Strike and web shells, plus a fast-reverse proxy (FRP) to tunnel back to their own infrastructure. Amusingly, they seemed unfamiliar with AIX as they tried running programs standard on Linux but not native to IBM's Unix-flavored OS. They then turned to the Microsoft Windows environment of the engineering firm's network, and conducted NTLM relay attacks to enumerate available Windows users and impersonate a valid administrator-level Windows account.
Soon after that, the intruders were discovered by threat detection tools deployed by the firm. The snoops tried to dump the memory of the LSASS process on a Windows server, a common way to gather credentials from a system. That was observed and blocked, and the spies were thrown out, seemingly before anything further was accessed.
"And immediately after we had removed them from the environment, another attack set off, which we attributed to the same group trying to get back in through other means," he added.
This happened within 24 hours, with a credential-stuffing attack. "There was no opsec, no slow-and-low," Dwyer said. "They put the persistent in APT. Once they identify a target as valuable to them and their goals and objectives, they will continue to try to get back in."
Binary Defense is due to publish a report on Thursday about the cyber-break-in and lessons learned. (r)
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The majority of open source project maintainers are not being paid for their work, spend three times as much time on security than they did three years ago, and have become less trusting of contributors following the xz backdoor, according to open source package security firm Tidelift.
Small wonder then that the maintainer population is aging - not enough newcomers want the undercompensated, unappreciated job.
Tidelift on Tuesday published its 2024 State of the Open Source Maintainer Report [PDF], the result of a survey answered by over 400 maintainers.
Some 45 percent of the survey takers have been maintainers for more than 10 years and the age distribution is getting older.
According to the report, "the percentage of maintainers self-reporting that they are 46-55 or 56-65 has doubled since our first survey in 2021 (2021: 11 percent; 2023: 27 percent; 2024: 21 percent). Meanwhile, the percentage of maintainers under 26 has dropped precipitously from 25 percent in our 2021 survey to 12 percent last year and 10 percent today."
Respondents hail mainly from Europe (48 percent) and North America (38 percent), and largely identify as male (85 percent), with the remainder checking boxes for female (six percent), non-binary (three percent), and decline to say (six percent).
The portion of respondents who reported they are unpaid hobbyists remains at 60 percent, the same as in last year's survey. Tidelift rates that as "disappointing " given the xz compromise, which involved at least one attacker patiently gaining a maintainer's trust over years to subvert and backdoor a software package, showed that unpaid lone hand maintainers are a risk to software supply chains - and the many calls to do something about it.

Linus Torvalds ponders maintainer age


Linux kernel maintainer Linus Torvalds has also pondered concerns about the aging maintainer population.


Torvalds told the Linux Foundation's Open Source Summit Europe this week he understands the maintainer community is not getting any younger, but that a project as complex as Linux needs maintainers with many years of experience.


He indicated he intends to continue in his role for years, and suggested his graying hair is "the right color." He also said it's far too early to give up on Rust in the kernel as it's still early days.


However, the xz incident did have some impact: Two-thirds of maintainers (66 percent) said they had become less trusting of pull requests from non-maintainers. That's not necessarily a bad thing if it means that code contributions get closer scrutiny, but it does mean more work, which may not be appreciated.
There's some indication that's happening. Respondents said they're spending three times more time (11 percent of total time) on security than they did in 2021 (when it was four percent of total time). Other activities include: day-to-day maintenance work (50 percent), building new features (35 percent), seeking financing/support (2 percent), and other (two percent).
Professional and semi-professional maintainers spend more time on security work than unpaid hobbyists (13 percent compared to 10 percent), and on maintenance (53 percent compared to 48 percent).


	The empire of C++ strikes back with Safe C++ blueprint


	Oracle urged again to give up JavaScript trademark


	Using AI in your tech stack? Accuracy and reliability a worry for most


	Microsoft's Copilot 'Wave 2' is a tsunami of unanswered questions


Maintainers have become more aware of industry security standards like the NIST Secure Software Development Framework (SSDF), the OpenSSF Scorecard, and the Supply Chain Levels for Software Artifacts (SLSA) Framework, and the US Cybersecurity and Infrastructure Security Agency's (CISA) Secure by Design pledge.
Of these initiatives, the OpenSSF Scorecard had the highest awareness among maintainers (40 percent), which is better than the prior survey (28 percent).
But in terms of getting maintainers to actually implement recommended practices, paid maintainers were found to be more likely (55 percent on average) to do so than unpaid maintainers.
The report notes that there's a discrepancy in the portion of respondents who consider themselves unpaid hobbyists (60 percent) and the portion who say they're unpaid for their work (47 percent). Tidelift attributes that distinction to the wording of the survey question: Some of those who identify as unpaid hobbyists may get a nominal amount that isn't enough for them to consider themselves paid professionals or semi-professionals.
[image: penguin]
The graying open source community needs fresh blood

READ MORE
Even so, Tidelift's report observes that maintainers still largely receive income from donations (25 percent, from programs like GitHub Sponsors), from company salaries that explicitly include open source maintenance (24 percent), or from Tidelift (19 percent). Direct payments from companies (five percent), open source foundations (three percent), and governments or other public entities (one percent) still account for very little of overall maintainer income.
"If we don't figure out how to properly compensate and recognize maintainers for the value they create, we might wake up one day and find that the projects we rely upon most are no longer being maintained at all," the report states.
Lastly, Tidelift's report looks at how open source maintainers view the impact of AI tools. Twenty-three percent of respondents were "extremely negative," 22 percent were "somewhat negative," 24 percent were "neither positive nor negative," 22 percent were "somewhat positive" and nine percent were "extremely positive."
The cited concerns about AI coding tools among maintainers include code that's incorrect though not obviously so, which creates more work to fix, and pull request spam that has to be dealt with by maintainers. Two-thirds of maintainers (64 percent) said they'd be less inclined to accept pull requests from contributors known to use AI-coding tools. (r)
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Sting led to cuffing of alleged operator behind Ghost - an app for drug trafficking, money laundering, and violence-as-a-service    
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Australia's Federal Police (AFP) yesterday arrested and charged a man with creating and administering an app named Ghost that was allegedly "a dedicated encrypted communication platform ... built solely for the criminal underworld" and which enabled crims to arrange acts of violence, launder money, and traffic illicit drugs.
Ghost was created around nine years ago and sold with a modified smartphone for around AU$2350 ($1,600), which included a six-month subscription to an encrypted network and tech support. The AFP alleges 376 active handsets operated in Australia.
Earlier this year the AFP warned it had already infiltrated Ghost, and yesterday revealed it had conducted a successful supply chain attack on the app.
"The administrator regularly pushed out software updates, just like the ones needed for normal mobile phones. But the AFP was able to modify those updates, which basically infected the devices, enabling the AFP to access the content on devices in Australia."


	Australia's spies and cops want 'accountable encryption' - aka access to backdoors


	Police allege 'evil twin' of in-flight Wi-Fi used to steal passenger's credentials


	Australian techie jailed for accessing museum's accounting system and buying himself stuff


	Oz Feds reveal distribution model behind backdoored 'An0m' chat app spread by crims


On Tuesday and Wednesday, that info was used to inform raids in four Australian states that executed 71 search warrants, yielded 38 arrests, led to the seizure of 25 illicit weapons, and stopped 200 kilograms of illicit drugs from reaching the street.
The AFP has also claimed that cracking the Ghost network allowed it to intervene in 50 threatened acts of violence or murder.
"We allege hundreds of criminals, including Italian Organized Crime, outlaw motorcycle gang members, Middle Eastern Organized Crime and Korean Organized Crime have used Ghost in Australia and overseas to import illicit drugs and order killings," declared AFP deputy commissioner Ian McCartney.
Europol executive director Catherine De Bolle offered a canned quote in the AFP's announcement, in which she stated "Today we have made it clear that no matter how hidden criminal networks think they are, they can't evade our collective effort."
The AFP has used this operation - codenamed "Kraken" - to remind crims of past successful efforts to decrypt supposedly secure apps, and of the 2021 bombshell revelation that it even created and operated its own thoroughly backdoored app and arranged for its distribution in the criminal community.
The Register is also pleased to report that one of those arrested, per the AFP-provided photo below, was wearing a hoodie at the time the Feds showed up.
[image: Operation Kraken Australian Federal Police arrest an alleged cyber-crim wearing an actual hoodie]
Australian Federal Police arrest an alleged cyber-crim wearing an actual hoodie - Click to enlarge


Thanks for that, AFP! The hacker hoodie has become a tired stock-photo cliche, but you've made it real again! (r)

  Now read: Cops across the world arrest 51 in orchestrated takedown of Ghost crime platform
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The more successful FOSS gets, the more it becomes a target    
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Patent trolls are increasingly targeting cloud native open source projects, leading the Cloud Native Computing Foundation and Linux Foundation to make efforts to extend their legal shields over such efforts.
The polite term for patent trolls is "non-practicing entities" (NPEs) - orgs that exist solely to extract licensing fees through legal claims of patent infringement.
"They chase any broadly adopted technology," explained Joanna Lee, VP of strategic programs and legal at the Cloud Native Computing Foundation (CNCF), a part of The Linux Foundation. "It's a numbers game and it's more profitable to chase broadly adopted technologies."
NPEs are increasingly targeting cloud native open source, Lee said in an interview with The Register, because it has become ubiquitous. She pointed to the Kubernetes project, which has been hit with more NPE claims than any other cloud native software.
To discourage patent litigation, The Linux Foundation and the CNCF on Monday announced an expansion of a 2019 partnership with patent defense firm Unified Patents. The revised relationship extends Unified Patent services - NPE risk analysis, patent portfolio analysis, and participation in Unified's PATROLL prior art bounty program, among other services - to more than 1,300 member entities that support The Linux Foundation and CNCF.
Unified Patents' goal is to deter predatory patent claims, which it does through efforts like its crowdsourced contests to identify prior art that would invalidate an improperly granted patent. The biz boasts it has successfully challenged over 55 NPE efforts that threatened open source software.
"The more ubiquitous something is, the easier it is for an NPE to identify it as a potential target [for infringement claims]," explained Shawn Ambwani, co-founder, chief operating officer, and SVP of legal at Unified Patents, in an interview with The Register.
"Unfortunately, most of the time, as has been seen over and over again, these patents are invalid. And they're simply doing it because the cost of litigation in the US is so high that they can settle out of court with a large set of companies and make a decent amount of money off of it because it's profitable."


	No major AI model is safe, but some do better than others


	Oracle urged again to give up JavaScript trademark


	The empire of C++ strikes back with Safe C++ blueprint


	IBM scores $45M zinger from Zynga in patent wringer


The Supreme Court's Alice Corp. v. CLS Bank International decision in 2014 did limit the potential scope of infringement claims in the tech industry - by ensuring that abstract ideas don't automatically become patentable just because they're implemented on a computer. But dealing with infringement claims from NPEs is still a problem, because the high costs involved favor settling, regardless of the validity of the patent.
And the situation could get worse, according to Ambwani, if the PREVAIL Act, scheduled for consideration by the Senate Judiciary Committee on Thursday, becomes law. He warned that the bill, if enacted, will make it harder to challenge patent validity.
Among other restrictions the Act imposes - ostensibly in the name of "protecting inventors" - it limits patent challenges to a 14,000-word petition, which precludes providing enough detail to challenge complex patents. Beyond that it prohibits clearance patents, which a manufacturer might use to check if a product is infringing prior to release.
About 98 percent of NPE infringement claims are settled, according to Unified Patents. But when challenged, 67 percent of NPE claims lose when reviewed by the US Patent and Trademark Appeals Board - after years of effort and an outlay of $200,000 to $500,000. For NPE claims taken to a District Court, 74 percent lose, at a cost of $1 million to $5 million over two to five years.
There were just 32 NPE assertions of patent infringement against cloud native open source projects in 2015, per Unified Patents data. That number rose steadily to reach a high of 198 in 2021, followed by 162 in 2022, and 126 in 2023. Of high-tech patent litigation last year, NPEs accounted for 87 percent of patent assertions.
"There are a number of big entities and medium-size and small entities that have gone after CNCF projects," noted Ambwani. "Ultimately the goal is to provide leverage to these companies, especially the smaller ones that don't have the resources to be able to present a front to say, 'This patent is invalid, you don't have any right to be asserting this in any way against this technology, and you need to go away.'" (r)
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So far it's more like View Forever    
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Updated Meta's efforts to stop people repeatedly viewing WhatsApp's so-called View Once messages - photos, videos, and voice recordings that disappear from chats after a recipient sees them - so far remain incomplete.
An interim fix deployed to stop people keeping hold of View Once data has been defeated in less than a week by white-hat hackers. WhatsApp says it's still working on addressing the vulnerability in full and changes made so far are stop-gap measures.
View Once was introduced in August 2021 as an optional privacy measure. But last week security flaw finders at cryptowallet startup Zengo went public with ways to revive seemingly self-destructed View Once material.
Zengo used Meta's bug bounty program in August to report the security weakness to WhatsApp, and heard nothing back. After spotting multiple pieces of software that were designed to exploit this flaw and harvest supposedly self-destructing pictures, the crypto concern publicly disclosed the details.
Essentially, the API servers treat View Once messages as normal messages but with a flag on them saying: Please only show this once. A rogue app or browser extension able to talk to those servers could just ignore that request, allowing the user to keep the data.
As a result of the disclosure, WhatsApp tweaked its code a few days later to make it harder to get around the View Once requirements, and at first it appeared to have worked. Users of browser extensions that exploited the initial weakness to circumvent View Once complained their content-saving tools no longer worked.
Zengo re-investigated the issue and confirmed the update by Meta was incomplete, and said the root vulnerability allowing miscreants to keep View Once data was still there.


	WhatsApp's 'View Once' could be 'View Whenever' due to a flaw


	Meta accused of snarfing people's Snapchat data via traffic decryption


	Researchers find Meta's withdrawal of misinformation tool hard to swallow


	Venerable ICQ messaging service to end operations in June


"While generally the fix was a good initial step in the right direction by Meta's WhatsApp, it is still not enough," Zengo cofounder Tal Be'ery wrote in an explainer on Monday. "The core issue of the View Once media message containing all the information required to view it, in an environment that should not be able to show it, still remains unsolved."
As we said, the problem is that if you're able to make a client that imitates an official WhatsApp app, or able to manipulate the WhatsApp web app with an extension, the API service will trust your program to do the right thing when it receives a View Once message.
Though your humble vulture will refrain from going into too much detail about a not-fully-patched privacy hole at this stage, the video below shows this is not a terrifyingly complex shortcoming to exploit.

  Youtube Video

"We have shown it can be done," Be'ery told The Register. "So we assume others will be able to do that too."
Sure enough, one of the developers of a View Once exploit confirmed they have found a method to get around the updated WhatsApp code and will be publishing a new browser extension shortly.
The fundamental problem is that these supposedly evaporating messages are still being sent to platforms that shouldn't be getting them, Be'ery said. Until Meta changes that, the problem looks likely to persist. He said he was also disappointed that after all this Meta still hadn't got in touch with Zengo, despite its bug bounty terms of service promising frequent communication on submissions.
Meta declined to comment to The Register.
Sources familiar with the situation, however, told us the fix implemented to date was only meant to be an interim measure and a more comprehensive code revamp is under way. (r)
Updated to add at 1815 UTC on September 18
Meta has assured us it's still working on addressing the privacy shortcomings reported by Zengo, and that's why the fix is so far incomplete. "As we said before, we are in the process of rolling out updates to View Once on web. Those additional updates are forthcoming," a spokesperson for WhatsApp told The Register.
Be'ery meanwhile said he was disappointingly awarded zero dollars by Meta's bug bounty program for pointing out a circumvention of WhatsApp's disappearing-messages feature that was being actively exploited in the wild.
That's because, according to Meta, the biz was already aware of the security failing and was trying to address it when he disclosed the issue to them.
Be'ery believes WhatsApp will try to fix this snafu by killing off View Once for its web client, thus stopping browser extension-based exploitation, though modified WhatsApp Android apps that ignore the View Once requirements, for example, will continue to be able to harvest supposedly self-destructing messages.
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Anthropic Claude 3.5 shines in Chatterbox Labs safety test    
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Feature Anthropic has positioned itself as a leader in AI safety, and in a recent analysis by Chatterbox Labs, that proved to be the case.
Chatterbox Labs tested eight major large language models (LLMs) and all were found to produce harmful content, though Anthropic's Claude 3.5 Sonnet fared better than rivals.
The UK-based biz offers a testing suite called AIMI that rates LLMs on various "pillars" such as "fairness," "toxicity," "privacy," and "security."
"Security" in this context refers to model safety - resistance to emitting harmful content - rather than the presence of potentially exploitable code flaws.
"What we look at on the security pillar is the harm that these models can do or can cause," explained Stuart Battersby, CTO of Chatterbox Labs.
When prompted with text input, LLMs try to respond with text output (there are also multi-modal models that can produce images or audio). They may be capable of producing content that's illegal - if for example prompted to provide a recipe for a biological weapon. Or they may provide advice that leads to injury or death.
"There are then a series of categories of things that organizations don't want these models to do, particularly on their behalf," said Battersby. "So our harm categories are things like talking about self-harm or sexually explicit material or security and malware and things like that."
The Security pillar of AIMI for GenAI tests whether a model will provide a harmful response when presented with a series of 30 challenge prompts per harm category.
"Some models will actually just quite happily answer you about these nefarious types of things," said Battersby. "But most models these days, particularly the newer ones, have some kind of sort of safety controls built into them."
But like any security mechanism, AI safety mechanisms, sometimes referred to as "guardrails," don't always catch everything.
"What we do on the security pillar is we say, let's simulate an attack on this thing," said Battersby. "And for an LLM, for a language model, that means designing prompts in a nefarious way. It's called jailbreaking. And actually, we haven't yet come across a model that we can't break in some way."
Chatterbox Labs tested the following models: Microsoft Phi 3.5 Mini Instruct (3.8b); Mistral AI 7b Instruct v0.3; OpenAI GPT-4o; Google Gemma 2 2b Instruct; TII Falcon 7b Instruct; Anthropic Claude 3.5 Sonnet (20240620); Cohere Command R; and Meta Llama 3.1 8b Instruct.
[image: Table of AI model safety test results]
Table of AI model safety test results ... Click to enlarge


The company's report, provided to The Register, says, "The analysis shows that all the major models tested will produce harmful content. Except for Anthropic, harmful content was produced across all the harm categories. This means that the safety layers that are in these models are not sufficient to produce a safe model deployment across all the harm categories tested for."
It adds: "If you look at someone like Anthropic, they're the ones that actually did the best out of everyone," said Battersby. "Because they had a few categories where across all the jailbreaks, across some of the harm categories, the model would reject or redirect them. So whatever they're building into their system seems to be quite effective across some of the categories, whereas others are not."
The Register asked Anthropic whether anyone might be willing to provide more information about how the company approaches AI safety. We heard back from Stuart Ritchie, research comms lead for Anthropic.
The Register: "Anthropic has staked out a position as the responsible AI company. Based on tests run by Chatterbox Labs' AIMI software, Anthropic's Claude 3.5 Sonnet had the best results. Can you describe what Anthropic does that's different from the rest of the industry?"
Ritchie: "Anthropic takes a unique approach to AI development and safety. We're deeply committed to empirical research on frontier AI systems, which is crucial for addressing the potential risks from future, highly advanced AI systems. Unlike many companies, we employ a portfolio approach that prepares for a range of scenarios, from optimistic to pessimistic. We're pioneers in areas like scalable oversight and process-oriented learning, which aim to create AI systems that are fundamentally safer and more aligned with human values.
"Importantly, with our Responsible Scaling Policy, we've made a commitment to only develop more advanced models if rigorous safety standards can be met, and we're open to external evaluation of both our models' capabilities and safety measures. We were the first in the industry to develop such a comprehensive, safety-first approach.
"Finally, we're also investing heavily in mechanistic interpretability, striving to truly understand the inner workings of our models. We've recently made some major advances in interpretability, and we're optimistic that this research will lead to safety breakthroughs further down the line."


	Defense AI models 'a risk to life' alleges spurned tech firm


	AI giants pinky swear (again) not to help make deepfake smut


	OpenAI's latest o1 model family tries to emulate 'reasoning' - tho might overthink things a bit


	Google sued for using trademarked Gemini name for AI service


The Register: "Can you elaborate on the process of creating model 'guardrails'? Is it mainly RLHF (reinforcement learning from human feedback)? And is the result fairly specific in the kind of responses that get blocked (ranges of text patterns) or is it fairly broad and conceptual (topics related to a specific idea)?
Ritchie: "Our approach to model guardrails is multifaceted and goes well beyond traditional techniques like RLHF. We've developed Constitutional AI, which is an innovative approach to training AI models to follow ethical principles and behave safely by having them engage in self-supervision and debate, essentially teaching themselves to align with human values and intentions. We also employ automated and manual red-teaming to proactively identify potential issues. Rather than simply blocking specific text patterns, we focus on training our models to understand and follow safe processes. This leads to a broader, more conceptual grasp of appropriate behavior.
"As our models become more capable, we continually evaluate and refine these safety techniques. The goal isn't just to prevent specific unwanted outputs, but to create AI systems with a robust, generalizable understanding of safe and beneficial behavior."
The Register: "To what extent does Anthropic see safety measures existing outside of models? E.g. you can alter model behavior with fine-tuning or with external filters - are both approaches necessary?"
Ritchie: "At Anthropic, we have a multi-layered strategy to address safety at every stage of AI development and deployment.
"This multi-layered approach means that, as you suggest, we do indeed use both types of alteration to the model's behavior. For example, we use Constitutional AI (a variety of fine-tuning) to train Claude's character, ensuring that it hews to values of fairness, thoughtfulness, and open-mindedness in its responses. We also use a variety of classifiers and filters to spot potentially harmful or illegal inputs - though as previously noted, we'd prefer that the model learns to avoid responding to this kind of content rather than having to rely on the blunt instrument of classifiers."
The Register: "Is it important to have transparency into training data and fine-tuning to address safety concerns?"
Ritchie: "Much of the training process is confidential. By default, Anthropic does not train on user data."
The Register: "Has Anthropic's Constitutional AI had the intended impact? To help AI models help themselves?"
Ritchie: "Constitutional AI has indeed shown promising results in line with our intention. This approach has improved honesty, harm avoidance, and task performance in AI models, effectively helping them "help themselves."
"As noted above, we use a similar technique to Constitutional AI when we train Claude's character, showing how this technique can be used to enhance the model in even unexpected ways - users really appreciate Claude's personality and we have Constitutional AI to thank for this.
"Anthropic recently explored Collective Constitutional AI, involving public input to create an AI constitution. We solicited feedback from a representative sample of the US population on which values we should impart to Claude using our fine-tuning techniques. This experiment demonstrated that AI models can effectively incorporate diverse public values while maintaining performance, and highlighted the potential for more democratic and transparent AI development. While challenges remain, this approach represents a significant step towards aligning AI systems with broader societal values."
The Register: "What's the most pressing safety challenge that Anthropic is working on?"
Ritchie: "One of the most pressing safety challenges we're focusing on is scalable oversight for increasingly capable AI systems. As models become more advanced, ensuring they remain aligned with human values and intentions becomes both more crucial and more difficult. We're particularly concerned with how to maintain effective human oversight when AI capabilities potentially surpass human-level performance in many domains. This challenge intersects with our work on mechanistic interpretability, process-oriented learning, and understanding AI generalization.
"Another issue we're addressing is adversarial robustness. This research involves developing techniques to make our models substantially less easy to 'jailbreak' - where users convince the models to bypass their guardrails and produce potentially harmful responses. With future highly capable systems, the risks from jailbreaking become all the larger, so it's important right now to develop techniques that make them robust to these kinds of attacks.
"We're striving to develop robust methods to guide and evaluate AI behavior, even in scenarios where the AI's reasoning might be beyond immediate human comprehension. This work is critical for ensuring that future AI systems, no matter how capable, remain safe and beneficial to humanity."
The Register: "Is there anything else you'd like to add?"
Ritchie: "We're not just developing AI; we're actively shaping a framework for its safe and beneficial integration into society. This involves ongoing collaboration with policymakers, ethicists, and other stakeholders to ensure our work aligns with broader societal needs and values. We're also deeply invested in fostering a culture of responsibility within the AI community, advocating for industry-wide safety standards and practices, and openly sharing issues like jailbreaks that we discover.
"Ultimately, our goal extends beyond creating safe AI models - we're striving to set a new standard for ethical AI development - a 'race to the top' that prioritizes human welfare and long-term societal benefit." (r)

  PS: Buried in the system card for OpenAI's o1 model is a note about how the neural network was given a capture-the-flag challenge in which it had to compromise a Docker container to extract a secret from inside it. The container wasn't running due to an error. The model figured it had access to the Docker API on the host, due to a misconfiguration, and autonomously used that to start the container and attempt the challenge. Something to bear in mind.
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    Google Cloud Document AI flaw (still) allows data theft despite bounty payout

    
Chocolate Factory downgrades risk, citing the need for attacker access    
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Updated Overly permissive settings in Google Cloud's Document AI service could be abused by data thieves to break into Cloud Storage buckets and steal sensitive information.
This, according to threat detection and response company Vectra AI and its principal security researcher Kat Traxler, who says that despite eventually receiving a bug bounty from Google for the find, the cloud giant has yet to fix the misconfiguration, meaning that this attack vector is still wide open.
The whole vulnerability reporting process was a bit of a mess. Traxler reported the flaw in early April, but Google initially determined that the documentation was "insufficient" to pay a bounty for the find. Then later, they changed course and awarded the bug hunter $3133.70 for her reporting -- and marked the status as "fixed," while Traxler contends it's still a problem.
Google did not immediately respond to The Register's inquiries.
"Attackers are as sophisticated as they need to be," Traxler told The Register, when asked about the likelihood of the issue being abused in real-world attacks. 
"If an environment is immature, with broad access to data commonly and easily found, leveraging this flaw in Document AI is unnecessary," she said. "However, in hardened environments that adhere more strictly to least privilege, leveraging the Document AI service to exfiltrate data would both align with an attacker's motivation and might be the easiest path towards accomplishing goals."
Traxler detailed this attack in research published Monday alongside a proof-of-concept (POC) demonstrating how she bypassed Document AI's access controls, swiped a PDF from a source Google Cloud Storage bucket, altered the file and then returned it.
The issue exists in Document AI, a Google Cloud service that uses machine learning to extract information from documents and aims to make it easier and faster for businesses to analyze and process large numbers of documents. Customers can use either pre-trained models or create their own, and they can process documents stored in Google Cloud Storage via both standard (online) job or batch (offline) processing.
During batch processing, the service uses a Google-managed service account called a service agent. It's used as the identity in batch processing, and it ingests the data and outputs the results. 
Therein lies the problem, according to Traxler. The pre-set service agent permissions are too broad, and in batch-processing mode the service uses the service agent's permissions, not the caller's permissions. 
The permissions granted to the service agent allow it to access any Google Cloud Storage bucket within the same project, thus allowing the service to move data that the user normally wouldn't have access to.


	Poking holes in Google tech bagged bug hunters $10M


	Google splats device-hijacking exploited-in-the-wild Android kernel bug among others


	Microsoft confirms IE bug squashed in Patch Tuesday was exploited zero-day


	ZDI shames Microsoft for - yet another - coordinated vulnerability disclosure snafu


"This capability enables a malicious actor to exfiltrate data from GCS to an arbitrary Cloud Storage bucket, bypassing access controls and exfiltrating sensitive information," Traxler wrote. "Leveraging the service (and its identity) to exfiltrate data constitutes transitive access abuse, bypassing expected access controls and compromising data confidentiality."
Traxler reported the data exfiltration issue to Google's Vulnerability Reward Program on April 4. After some back-and-forth, all of which is detailed in the Vectra write-up, the VPR ultimately determined on May 7 that the "security impact of this issue does not meet the bar for a financial reward." Instead, Traxler earned an honorable mention.
On June 7, Google changed the status of the bug to "fixed." That same month, Traxler disputed the finding, then in early July, sent a POC to Google, along with the following message:


The point that needs to be hammered home is the principal who can process (or batch process) documents with Document AI does not need to have Storage permissions to access data in Cloud Storage and move to another location (data exfiltration)[.] This is achieved due to the permissions assigned to the Document AI P4SA (roles/documentaicore.serviceAgent). I recommend that Document AI be assigned a user-manage service account for its data processing, similar to Cloud Workflows. Allowing the P4SA to move user-defined data is not the correct pattern and has led to a data exfiltration vulnerability. Please change the status of this issue to indicate it has not been fixed. Public disclosure will occur at a high-profile event in September 2024.


Later in July, Traxler reminded the bug bounty team that she would be demonstrating the data-stealing risk from Document AI at fwd:cloudsec Europe 2024 happening today, and in August, again, suggested changing the status since, she maintains, the issue is still not fixed.
On September 9, Traxler received word that VRP did decide to issue her a reward of $3133.70 for her disclosure.
"Congratulations! Rationale for this decision: Normal Google Applications. Vulnerability category is 'bypass of significant security controls,' other data/systems," according to the timeline published in the Vectra telling. "We applied a downgrade because the attacker needs to have an access to an impacted victim's project."
Again, The Register has reached out to Google for their side of the story, and hopes to be able to include comments soon. (r)
Updated to add on September 18
A Google spokesperson has told us in response to the above:


We created our Vulnerability Rewards Program specifically to identify and fix vulnerabilities like this one. We are appreciative of the researcher and the broader security community's participation in these programs.


We developed a fix and are actively working to roll it out.
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