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      Latest Science News

      Breaking science news and articles on global warming, extrasolar planets, stem cells, bird flu, autism, nanotechnology, dinosaurs, evolution -- the latest discoveries in astronomy, anthropology, biology, chemistry, climate and environment, computers, engineering, health and medicine, math, physics, psychology, technology, and more -- from the world's leading universities and research organizations.


      
        Single-dose gene therapy is potentially life-changing for adults with hemophilia B
        Adults with hemophilia B saw their number of bleeding episodes drop by an average of 71 percent after a single infusion of gene therapy, according to the new results of an international Phase III clinical trial.

      

      
        How special is the Milky Way Galaxy?
        The SAGA Survey just published three new research articles that provide us with new insights into the uniqueness of our own Milky Way Galaxy after completing the census of 101 satellite systems similar to the Milky Way's.

      

      
        Pigs may be transmission route of rat hepatitis E to humans
        New research suggests that pigs may function as a transmission vehicle for a strain of the hepatitis E virus (HEV) common in rats that has recently been found to infect humans.

      

      
        How synchronization supports social interactions
        Turn-taking dynamics of social interactions are important for speech and gesture synchronization, enabling conversations to proceed efficiently, according to a new study.

      

      
        Researchers innovate sustainable metal-recycling method
        A research team has developed a method to recycle valuable metals from electronic waste more efficiently while significantly reducing the environmental impact typically associated with metal recycling.

      

      
        Drone footage provides new insight into gray whales' acrobatic feeding behavior
        Drone footage is offering new insight into the acrobatics undertaken by gray whales foraging in the waters off the coast of Oregon.

      

      
        Digital biomarkers shedding light on seasonality in mood disorders
        Wrist-based activity sensors worn by individuals with depression and those without over the course of two weeks provided evidence for the relationship between daily sunlight exposure and physical activity, according to a new study.

      

      
        Mars' missing atmosphere could be hiding in plain sight
        New research suggests Mars' missing atmosphere -- which dramatically diminished 3.5 billion years ago -- could be locked in the planet's clay-covered crust. Water on Mars could have set off a chain reaction that drew CO2 out of the atmosphere and converted it into methane within clay minerals.

      

      
        Obstructive sleep apnea may increase risk of abdominal aortic aneurysms
        Intermittent hypoxia caused by obstructive sleep apnea increased the susceptibility of mice to develop abdominal aortic aneurysms, researchers report in a new study.

      

      
        New study mapping stem cells reveals molecular choreography behind individual variation in human development
        Researchers have mapped variation in human stem cells that explains how cells of an individual may shape a unique 'developmental dance' at the molecular level, thereby controlling how the brain and body are created.

      

      
        Researchers establish stem cell repository focused on centenarians
        A new resource allows for studies of human longevity and resilience that can fuel the discovery and validation of novel therapeutics for aging-related disease.

      

      
        Study helps predict how long it will take for testosterone to return to normal after prostate cancer treatment
        A new study sheds light on testosterone recovery following androgen deprivation therapy (ADT) in men undergoing radiotherapy for prostate cancer, providing key insights for optimizing patient care.

      

      
        Lack of food -- not money -- drives poaching in East African national parks, study finds
        Researchers conducted a survey of 267 households near Mkomazi National Park in northern Tanzania and found that food security was much more important than financial or educational security in motivating people to engage in poaching or illegal grazing in the park.

      

      
        Why children with Down syndrome have higher risk of leukemia
        People with Down syndrome face a higher risk of developing leukemia. Now researchers explain why, by identifying specific changes in blood cells of people with Down syndrome.

      

      
        Brazilian fossils reveal jaw-dropping discovery in mammal evolution
        The discovery of new cynodont fossils from southern Brazil by a team of palaeontologists has led to a significant breakthrough in understanding the evolution of mammals.

      

      
        Deep-sea discovery shines light on life in the twilight zone
        A new study could change the way scientists view microbial processes in the deep ocean. The unexpected findings expand our understanding of the impacts of climate change, including how and where the ocean stores carbon.

      

      
        One in two El Nino events could be extreme by mid-century
        Climate change from greenhouse gas emissions could make extreme El Nino events more frequent, according to new research.

      

      
        Bacterial 'flipping' allows genes to assume different forms
        Imagine being one cartwheel away from changing your appearance. One flip, and your brunette locks are platinum blond. That's not too far from what happens in some prokaryotes, or single-cell organisms, such as bacteria, that undergo something called inversions. A study has now shown that inversions, which cause a physical flip of a segment of DNA and change an organism's genetic identity, can occur within a single gene, challenging a central dogma of biology -- that one gene can code for only one...

      

      
        Manganese cathodes could boost lithium-ion batteries
        Manganese is earth-abundant and cheap. A new process could help make it a contender to replace nickel and cobalt in batteries.

      

      
        Fossils from the Adriatic Sea show a recent and worrying reversal of fortunes
        Using shells from the recent fossil record, researchers have determine that interactions between predator and prey in the northern Adriatic Sea have significantly declined due to human activity.

      

      
        Thinking about the future: Examining the exacerbating and attenuating factors of despair-induced climate burnout
        New research explored the exacerbating and attenuating factors of despair-induced climate burnout to learn how people can overcome despair and maintain motivation to fight climate change.

      

      
        Citizen scientists help discover microplastics along the entire German coastline
        The AWI's citizen science project 'Microplastic Detectives' has analyzed 2.2 tons of sand from German coasts for microplastics.

      

      
        Night-time noise linked to restless nights for airport neighbors, study finds
        A research team combined measurements from activity monitors and questionnaires for a new study of impact of aircraft noise on sleep. Higher levels of noise were associated with disturbed sleep quality measured by activity monitors. Noise had little impact on sleep duration but higher likelihood of reporting sleeplessness.

      

      
        Ancient reef-builders dodged extinction -- at least temporarily
        Scientists discovered that ancient reef-building stromatoporoids survived the Late Devonian extinction, contrary to previous beliefs, and continued to thrive. The findings reveal how these organisms adapted to past environmental changes, offering valuable insights into the resilience of marine ecosystems and lessons for modern conservation efforts.

      

      
        Campylobacter jejuni-specific antibody gives hope to vaccine development
        A team has discovered an antibody that specifically binds to the food poisoning bacteria Campylobacter jejuni. It was also found that this antibody inhibits the activity of proteins involved in bacterial energy production.

      

      
        A viral close-up of HTLV-1
        Almost everyone knows about HIV. Fewer people know about its relative, HTLV-1. However, HTLV-1 can cause serious illnesses, including cancer. To develop ways to combat this virus, understanding its structure is essential.

      

      
        Air pollution exposure during early life can have lasting effects on the brain's white matter
        Exposure to certain pollutants, like fine particles (PM2.5) and nitrogen oxides (NOx), during pregnancy and childhood is associated with differences in the microstructure of the brain s white matter, and some of these effects persist throughout adolescence.

      

      
        Soil and water pollution: An invisible threat to cardiovascular health
        Pesticides, heavy metals, micro- and nanoplastics in the soil, and environmentally harmful chemicals can have a detrimental effect on the cardiovascular system, according to a review paper. The article provides an overview of the effects of soil and water pollution on human health and pathology and discusses the prevalence of soil and water pollutants and how they negatively affect health, particularly the risk of cardiovascular disease.

      

      
        Brain development: extracellular vesicles facilitate cellular communication
        Extracellular vesicles (EVs) are tiny bubbles released by cells, acting as cargo vessels through which cells exchange signals and thus communicate. A paper has demonstrated that this form of cellular exchange also plays a key role in the development of the brain.

      

      
        Major boost in carbon capture and storage essential to reach 2degC climate target
        Large expansion of carbon capture and storage is necessary to fulfill the Paris Climate Agreement. Yet a new study shows that without major efforts, the technology will not expand fast enough to meet the 2 C target and even with major efforts it is unlikely to expand fast enough for the 1.5 C target.

      

      
        'Invisible forest' of algae thrives as ocean warms
        An 'invisible forest' of phytoplankton is thriving in part of our warming ocean, new research shows.

      

      
        Replacing hype about artificial intelligence with accurate measurements of success
        A new article notes that journal articles reporting how well machine learning models solve certain kinds of equations are often overly optimistic. The researchers suggest two rules for reporting results and systemic changes to encourage clarity and accuracy in reporting.

      

      
        Researchers harness AI to repurpose existing drugs for treatment of rare diseases
        New AI model identifies possible therapies from existing medicines for thousands of diseases, including rare ones with no current treatments. The AI tool generates new insights on its own, applies them to conditions it was not trained for, and offers explanations for its predictions. AI can expedite the development of more precise treatments with fewer side effects at far lower cost than traditional drug discovery.

      

      
        Combination treatment improves response to immunotherapy for lung cancer
        Researchers have tested a combination of treatments in mice with lung cancer and shown that these allow immunotherapies to target non-responsive tumors.

      

      
        Mapping distant planets: 'Ridges', 'deserts' and 'savannahs'
        Researchers examined Neptunian exoplanets -- these planets share similar characteristics to our own Neptune, but orbit outside of our solar system. Scientists discovered a new area called the 'Neptunian Ridge' -- in between the 'Neptunian desert' and the 'Neptunian Savannah'. A new 'map' of distant planets shows a ridge of planets in deep space, separating a desert of planets from a more populated savannah.

      

      
        Twice as many women as men were buried in the megalithic necropolis of Panoria, study finds
        A new study uncovers gender bias at the megalithic necropolis of Panoria where twice as many women were buried.

      

      
        Managing stress could be the key to helping highly impulsive people act rashly when bored
        Research has explored the relationship between high impulsivity and boredom, in an effort to find out what drives rash and sometimes unhealthy decisions.

      

      
        Reconstructing the evolutionary history of the grape family
        Until now, it was believed that plants of the grape family arrived at the European continent less than 23 million years ago. A study on fossil plants draws a new scenario on the dispersal of the ancestors of grape plants and reveals that these species were already on the territory of Europe some 41 million years ago. The paper describes a new fossil species of the same family, Nekemias mucronata, which allows us to better understand the evolutionary history of this plant group, which inhabited Eu...

      

      
        To make fluid flow in one direction down a pipe, it helps to be a shark
        Researchers have discovered a new way to help liquid flow in only one direction, but without using the flaps that engines and our circulatory system rely upon to prevent fluid backup. The team created a flexible pipe with an interior helical structure inspired by the anatomy of shark intestines -- creating a prototype inspired by biology but with applications in engineering and medicine.

      

      
        Bodily awareness could curb scams and fraud against older adults, study suggests
        People were better at detecting lies when they were more attuned to signals from their body, according to a new study.

      

      
        Webb discovers 'weird' galaxy with gas outshining its stars
        The discovery of a 'weird' and unprecedented galaxy in the early Universe could 'help us understand how the cosmic story began', astronomers say. GS-NDG-9422 (9422) was found approximately one billion years after the Big Bang and stood out because it has an odd, never-before-seen light signature -- indicating that its gas is outshining its stars. The 'totally new phenomena' is significant, researchers say, because it could be the missing-link phase of galactic evolution between the Universe's fir...

      

      
        Growing divide: Rural men are living shorter, less healthy lives than their urban counterparts
        With an aging population and fewer physicians available, the burden on rural communities is set to grow.

      

      
        Scientists discover a single-electron bond in a carbon-based compound
        The discovery of a stable single-electron covalent bond between two carbon atoms validates a century-old theory.

      

      
        World's oldest cheese reveals origins of kefir
        Scientists successfully extracted and analyzed DNA from ancient cheese samples found alongside the Tarim Basin mummies in China, dating back approximately 3,600 years. The research suggests a new origin for kefir cheese and sheds light on the evolution of probiotic bacteria.

      

      
        Protein behavior can be predicted with simple math
        Researchers have discovered that mutations affect protein stability following remarkably simple rules. The discovery has profound implications for accelerating the development of new treatments for diseases or the design of new proteins with industrial applications.

      

      
        Popular diabetes and weight-loss drug associated with lower opioid overdose risk, study finds
        Researchers have identified a potential new approach to address the opioid overdose epidemic. Semaglutide was shown to lower opioid overdoses in people with opioid-use disorder and type 2 diabetes.

      

      
        Harvests, wildfires, epidemics: How the jet stream has shaped extreme weather in Europe for centuries
        Tree-ring data reveal that periodic shifts in strong winds high above the Earth's surface have driven opposite climates in different parts of Europe for the past 700 years and likely much longer, resulting in contrasting patterns in weather, agricultural and societal extremes.

      

      
        Encoding human experience: Study reveals how brain cells compute the flow of time
        A landmark study has begun to unravel one of the fundamental mysteries in neuroscience -- how the human brain encodes and makes sense of the flow of time and experiences.

      

      
        How do rare genetic variants affect health? AI provides more accurate predictions
        Researchers have introduced an algorithm based on deep learning that can predict the effects of rare genetic variants. The method allows persons with high risk of disease to be distinguished more precisely and facilitates the identification of genes that are involved in the development of diseases.

      

      
        New milestone in plant magnetic resonance imaging
        Magnetic resonance imaging (MRI) is a versatile technique in the biomedical field, but its application to the study of plant metabolism in vivo remains challenging. A research team reports the establishment of chemical exchange saturation transfer (CEST) for plant MRI. This method enables noninvasive access to the metabolism of sugars and amino acids in complex sink organs (seeds, fruits, taproots, and tubers) of major crops (maize, barley, pea, potato, sugar beet, and sugarcane).
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Single-dose gene therapy is potentially life-changing for adults with hemophilia B | ScienceDaily
Adults with hemophilia B saw their number of bleeding episodes drop by an average of 71 percent after a single infusion of gene therapy, according to the results of an international Phase III clinical trial published today in the New England Journal of Medicine by researchers from the University of Pennsylvania Perelman School of Medicine and a multicenter group of investigators.


						
Hemophilia is a genetic disorder that limits the blood's ability to clot and affects around 30,000 people in the United States, mostly males. Left untreated, it can cause spontaneous bleeding, particularly internal bleeding into the joints, which, over time, can cause painful joint damage and mobility issues. Hemophilia B is caused by a lack of clotting factor IX. The gene therapy enables the liver to create factor IX, which allows the blood to clot and protects patients from frequent bleeds.

"What we saw from patients in this study was that within a few days of receiving the gene therapy infusion, it took root, and their bodies started making factor IX for the first time in their lives," said study investigator and lead author Adam Cuker, MD, MS, section chief for Hematology, and clinical director of the Penn Blood Disorders Center and the Penn Comprehensive Hemophilia Program. "We always want to be careful about using the word 'cure' especially until we have longer follow-up data, but for many of these patients, it's been life changing."

After at least one year of follow-up, participants in the study had an average 71 percent reduction in bleed rate after receiving the gene therapy, compared to the year prior, when they were treated with prophylactic infusions of factor IX, the standard treatment for the disease. More than half of the 45 patients in the study did not have any bleeds after receiving gene therapy.

FDA-approved gene therapies available at Penn Medicine 

Based on the results of this study, the FDA approved the gene therapy (fidanacogene elaparvovec) in April 2024. Cuker was the site lead for the clinical trial at Penn Medicine, which was one of the top-enrolling sites for the study. It represents the second form of gene therapy approved to treat hemophilia B. The first such therapy (etranacogene dezaparvovec-drlb) was approved in November 2022, and Penn Medicine is one of several medical centers in the United States where this treatment is available to patients.

Gene therapies have very specific guidelines that determine eligibility and require specialized knowledge to carry out patient screening and selection, education about treatment risks and benefits, and post-therapy monitoring. Penn Medicine offers access to numerous clinical trials for gene therapy and expertise in administering FDA-approved gene therapies.




In the current study, the most common adverse effect was related to an immune system attack on liver cells that were targeted by the gene therapy, which can render the gene therapy ineffective, if not quickly treated. In the study, affected patients were treated with steroids to limit this immune reaction. Patients in the study will continue to be followed for at least five years to monitor potential long-term side effects.

Life-changing impact 

For patients with hemophilia B, the current standard of care of ongoing prophylactic infusions of factor IX is generally effective, but burdensome. Depending on the specific product, a patient may require regular infusions anywhere from once every two weeks up to several times a week. Most patients learn how to put their own IV in to be able to complete their infusions at home. The goal of this prophylactic treatment is to regularly give the body enough factor IX to prevent bleeds, though they still occur. By contrast, the new gene therapy only requires a single dose, and most patients in the study did not need to resume prophylactic factor IX treatments.

"We hear from people born with hemophilia that -- even if their disease is well-managed -- there's this burden that's always in the back of their mind. The frequent infusions, the cost of treatment, the need to plan for infusions when traveling, what happens if they do experience a bleed, and so on, is always there," Cuker said. "Now that we have patients who were treated on this study and are essentially cured of their hemophilia, they're telling us about realizing a new, 'hemophilia-free state of mind.' As a physician, it's amazing to see my patients so happy with their new reality."

The study was supported by Pfizer. Cuker has previously served as a paid consultant for Pfizer. 




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240925172115.htm
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How special is the Milky Way Galaxy? | ScienceDaily
Is our home galaxy, the Milky Way Galaxy, a special place? A team of scientists started a journey to answer this question more than a decade ago. Commenced in 2013, the Satellites Around Galactic Analogs (SAGA) Survey studies galaxy systems like the Milky Way. Now, the SAGA Survey just published three new research articles that provide us with new insights into the uniqueness of our own Milky Way Galaxy after completing the census of 101 satellite systems similar to the Milky Way's.


						
These "satellites" are smaller galaxies in both mass and size that orbit a larger galaxy, usually called the host galaxy. Is our home galaxy, the Milky Way Galaxy, a special place? A team of scientists started a journey to answer this question more than a decade ago. Commenced in 2013, the Satellites Around Galactic Analogs (SAGA) Survey studies galaxy systems like the Milky Way. Now, the SAGA Survey just published three new research articles that provide us with new insights into the uniqueness of our own Milky Way Galaxy after completing the census of 101 satellite systems similar to the Milky Way's.

Just as with smaller satellites that orbit the Earth, these satellite galaxies are captured by the gravitational pull of the massive host galaxy and its surrounding dark matter. The Milky Way Galaxy is the host galaxy of several satellite galaxies, of which the two largest are the Large and Small Magellanic Clouds (LMC and SMC). While LMC and SMC are visible to the naked eye from the Southern Hemisphere, there are many other fainter satellite galaxies orbiting around the Milky Way Galaxy that can only be observed with a large telescope.

The goal of the SAGA Survey is to characterize satellite systems around other host galaxies that have similar stellar masses as the Milky Way Galaxy. Yao-Yuan Mao, a University of Utah faculty member in the Department of Physics and Astronomy, is co-leading the SAGA Survey with Marla Geha at Yale University and Risa Wechsler at Stanford University. Mao is the lead author of the first article in the series of three that have all been accepted by the Astrophysical Journal. This series of articles reports on the SAGA Survey's latest findings and makes the survey data available to other researchers worldwide.

An outlier galaxy?

In the first study led by Mao, the researchers highlighted 378 satellite galaxies identified across 101 Milky Way-mass systems. The number of confirmed satellites per system ranged from zero to 13 -- compared to four satellites for the Milky Way. While the number of satellite galaxies in the Milky Way system is on par with the other Milky Way-mass systems, "The Milky Way appears to host fewer satellites if you consider the existence of the LMC," Mao said. The SAGA Survey has found that systems with a massive satellite like the LMC tend to have a higher total number ofsatellites, and our Milky Way seems to be an outlier in this regard.

An explanation for this apparent difference between the Milky Way and the SAGA systems is the fact that the Milky Way has only acquired the LMC and SMC quite recently, compared with the age of the universe. The SAGA article explains that if the Milky Way Galaxy is an older, slightly less massive host with the recently added LMC and SMC, one would then expect a lower number of satellites in the Milky Way system not counting other smaller satellites that LMC/SMC might have brought in.




This result demonstrates the importance of understanding the interaction between the host galaxy and the satellite galaxies, especially when interpreting what we learn from observing the Milky Way. Ekta Patel, a NASA Hubble Postdoctoral Fellow at the U but not part of the SAGA team, studies the orbital histories of Milky Way satellites. After learning about the SAGA results, Patel said, "Though we cannot yet study the orbital histories of satellites around SAGA hosts, the latest SAGA data release includes a factor of ten more Milky Way-like systems that host an LMC-like companion than previously known. This huge advancement provides more than 30 galaxy ecosystems to compare with our own, and will be especially useful in understanding the impact of a massive satellite analogous to the LMC on the systems they reside in."

Why do galaxies stop forming stars?

The second SAGA study of the series is led by Geha, and it explores whether these satellite galaxies are still forming stars. Understanding the mechanisms that would stop the star formation in these small galaxies is an important question in the field of galaxy evolution. The researchers found, for example, that satellite galaxies located closer to their host galaxy were more likely to have their star formation "quenched," or suppressed. This suggests that environmental factors help shape the life cycle of small satellite galaxies.

The third new study is led by Yunchong (Richie) Wang, who obtained his doctorate with Wechsler. This study uses the SAGA Survey results to improve existing theoretical models of galaxy formation. Based on the number of quenched satellites in these Milky Way-mass systems, this model predicts quenched galaxies should also exist in more isolated environments -- a prediction that should be possible to test in the coming years with other astronomical surveys such as the Dark Energy Spectroscopic Instrument Survey.

Gift to the astronomy community

In addition to these exciting results that will enhance our understanding of galaxy evolution, the SAGA Survey team also brings a gift to the astronomy community. As part of this series of studies, the SAGA Survey team published new distance measurements, or redshifts, for about 46,000 galaxies. "Finding these satellite galaxies is like finding needles in a haystack. We had to measure the redshifts for hundreds of galaxies to just identify one satellite galaxy," Mao said. "These new galaxy redshifts will enable the astronomy community to study a wide range of topics beyond the satellite galaxies."

The SAGA Survey was supported in part by the National Science Foundation and the Heising-Simons Foundation. 
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Pigs may be transmission route of rat hepatitis E to humans | ScienceDaily
New research suggests that pigs may function as a transmission vehicle for a strain of the hepatitis E virus (HEV) common in rats that has recently been found to infect humans.


						
The Rocahepevirus ratti strain is called "rat HEV" because rats are the primary reservoir of the virus. Since the first human case was reported in a person with a suppressed immune system in Hong Kong in 2018, at least 20 total human cases have been reported -- including in people with normal immune function.

People infected with rat HEV did not report exposure to rats, leaving the cause of infection undefined. The suspected cause during other human HEV infections, in many cases, is consumption of raw pork -- making it a potential route for rat HEV as well.

Researchers at The Ohio State University found that a strain of rat HEV isolated from humans could infect pigs and was transmitted among co-housed animals in farm-like conditions. Rats are common pests in swine barns -- suggesting that the pork production industry may be a setting in which rat HEV could make its way to humans.

"We always want to know which viruses might be up and coming, so we need to know the genetics behind this virus in the unlikely event something happens in the United States that would enable rat HEV to expand," said senior author Scott Kenney, an associate professor of veterinary preventive medicine at Ohio State based in the Center for Food Animal Health at the College of Food, Agricultural, and Environmental Sciences' Wooster campus.

The study was published recently in PNAS Nexus.

Hepatitis E is the leading cause of the acute viral liver infection in humans worldwide, mostly in developing regions where sanitation is poor. The virus is also endemic in pigs in the United States -- though it is present mostly in liver rather than muscle, and is killed when the meat is cooked.




Past studies testing the cross-species infectiousness of rat HEV showed the strain used in experiments did not infect non-human primates.

"It dropped off the radar for six or seven years because it was thought not to be a human pathogen. And now it's infecting humans, so we need to figure out why," Kenney said.

One strain linked to human disease is known as LCK-3110. First author Kush Yadav, who completed this work as a PhD student in the Center for Food Animal Health, used the viral genomic sequence to construct an infectious clone of LCK-3110.

The team first showed the cloned virus could replicate in multiple types of human and mammal cell cultures and in pigs. Researchers then injected pigs with an infectious solution containing the LCK-3110 strain or another HEV strain present in pigs in the U.S., as well as saline as a control condition.

Viral particles in the blood and feces were detected one week later in both groups receiving HEV strains, but levels were higher in pigs infected with rat HEV. Two weeks later, co-housed pigs that received no inoculations also began to shed rat HEV virus in their feces -- an indication the virus had spread through the fecal-oral route.

Though infected pigs' organs and bodily fluids were also positive for viral RNA, the animals did not show signs of feeling sick. Previous research suggests rats don't have clinical symptoms, either.




Even so, the rat HEV virus was detected in cerebrospinal fluid of infected pigs -- a finding that aligns with growing concern that various strains of HEV that infect humans can harm the brain. One human death linked to rat HEV was caused by meningoencephalitis.

"HEV is gaining importance for neurological disorders, and a lot of the research now points toward how neuropathology is caused by the hepatitis E virus," Yadav said. "And even though we have a small number of known human cases, a high percentage of them are immunosuppressed. That means transplant recipients in the United States could be at risk of infection by general HEV as well as rat HEV.

"Research could now focus on whether pork liver products contain rat HEV and explore food safety procedures to block the disease."

Yadav is now a postdoctoral researcher in the Virginia-Maryland College of Veterinary Medicine at Virginia Tech. Co-authors of the study, all from Ohio State, were Patricia Boley, Carolyn Lee, Saroj Khatiwada, Kwonil Jung, Thamonpan Laocharoensuk, Jake Hofstetter, Ronna Wood and Juliette Hanson.
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How synchronization supports social interactions | ScienceDaily
Turn-taking dynamics of social interactions are important for speech and gesture synchronization, enabling conversations to proceed efficiently, according to a study published September 25, 2024, in the open-access journal PLOS ONE by Tifenn Fauviaux from the University of Montpellier, France, and colleagues.


						
Conversations encompass continuous exchanges of verbal and nonverbal information. Previous research has demonstrated that gestures and speech synchronize at the individual level. But few studies have investigated how this phenomenon may unfold between individuals.

To fill this knowledge gap, Fauviaux and colleagues used an online dataset consisting of 14 sessions of two people engaged in unstructured face-to-face conversations during which they were free to talk about specific topics. Each of these sessions contained between one and four discussions, and the conversations lasted from 7 to 15 minutes. The researchers analyzed both audio and motion data, and measured speech and gesture synchronization at different timescales. Specifically, they focused on vocal properties through the speech amplitude envelope and movement properties through head and wrist gestures.

The results supported previous research on speech and gesture coordination at the individual level, revealing synchronization at all timescales of the conversation. That is, there was higher-than-chance synchronization between a given participant's wrist and head movements, and similar synchronization between these movements and vocal properties.

Extending the literature, the researchers also found that gestures and speech synchronize between individuals. In other words, there was coordination between the voices and the bodies of the two speakers. Taken together, the findings suggest that this type of synchronization of verbal and nonverbal information likely depends on the turn-taking dynamics of conversations.

According to the authors, the study enriches our understanding of behavioral dynamics during social interactions at both the intrapersonal and interpersonal levels, and strengthens knowledge regarding the importance of synchrony between speech and gestures. Future research building on this study could shed light on prosocial behaviors and psychiatric conditions characterized by social deficits.

The authors add: "How do my speech and behaviors influence, or respond to, the speech and behaviors of the person I'm conversing with? This study answers this question by investigating the multimodal dynamic between speech and movements, both at the individual's level and the dyadic level. Our findings confirm intrapersonal coordination between speech and gestures across all temporal scales. It also suggests that multimodal and interpersonal synchronization may be influenced by the speech channel, particularly the dynamics of turn-taking."
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Researchers innovate sustainable metal-recycling method | ScienceDaily
A research team led by Rice University's James Tour has developed a method to recycle valuable metals from electronic waste more efficiently while significantly reducing the environmental impact typically associated with metal recycling.


						
Metal recycling can reduce the need for mining, which decreases the environmental damage associated with extracting raw materials such as deforestation, water pollution and greenhouse gas emissions. "Our process offers significant reductions in operational costs and greenhouse gas emissions, making it a pivotal advancement in sustainable recycling," said Tour, the T.T. and W.F. Chao Professor of Chemistry and professor of materials science and nanoengineering.

The research team's work was published in  Nature Chemical Engineering  on Sept. 25.

Innovative technique

The new technique enhances the recovery of critical metals and builds upon Tour's earlier work in waste disposal using flash Joule heating (FJH). This process involves passing an electric current through a material to rapidly heat it to extremely high temperatures, transforming it into different substances.

The researchers applied FJH chlorination and carbochlorination processes to extract valuable metals, including gallium, indium and tantalum, from e-waste. Traditional recycling methods such as hydrometallurgy and pyrometallurgy are energy-intensive, produce harmful waste streams and involve large amounts of acid.

In contrast, the new method eliminates these challenges by enabling precise temperature control and rapid metal separation without using water, acids or other solvents, significantly reducing environmental harm.




"We are trying to adapt this method for recovery of other critical metals from waste streams," said Bing Deng, former Rice postdoctoral student, current assistant professor at Tsinghua University and co-first author of the study.

Efficient results

The scientists found that their method effectively separates tantalum from capacitors, gallium from discarded light-emitting diodes and indium from used solar conductive films. By precisely controlling the reaction conditions, the team achieved a metal purity of over 95% and a yield of over 85%.

Moreover, the method holds promise for the extraction of lithium and rare Earth elements, said Shichen Xu, a postdoctoral researcher at Rice and co-first author of the study.

"This breakthrough addresses the pressing issue of critical metal shortages and negative environmental impacts while economically incentivizing recycling industries on a global scale with a more efficient recovery process," Xu said.

Other study authors include Jaeho Shin, Yi Cheng, Carter Kittrell, Justin Sharp, Long Qian, Shihui Chen and Lucas Eddy of Rice's Department of Chemistry and Khalil JeBailey of Rice's Department of Materials Science and NanoEngineering.

The Defense Advanced Research Projects Agency, U.S. Army Corps of Engineers, Rice Academy Fellowship and startup funds from Tsinghua supported this study.
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Drone footage provides new insight into gray whales' acrobatic feeding behavior | ScienceDaily
Drone footage captured by researchers in Oregon State University's Marine Mammal Institute is offering new insight into the acrobatics undertaken by gray whales foraging in the waters off the coast of Oregon.


						
The whales' movements, including forward and side-swimming, headstands and the use of "bubble blasts" change as the whales grow, said Clara Bird, a researcher in the Marine Mammal Institute's Geospatial Ecology of Marine Megafauna Laboratory.

Using drone footage captured over seven years, Bird quantified the gray whales' behavior and their individual size and body condition. She found that the probability of whales using these behaviors changes with age.

Younger, smaller whales are more apt to use forward swimming behaviors while foraging. Older, larger whales are more likely to headstand, a head-down position where the whale is pushing its mouth into the ocean floor. The probability of whales using these behaviors changes with age.

"Our findings suggest that this headstanding behavior requires strength and coordination. For example, we often see whales sculling much like synchronized swimmers do while they are headstanding. It is likely this behavior is learned by the whales as they mature," said Bird, who led the research as part of her doctoral dissertation. "We have footage of whale calves trying to copy this behavior and they're not able to do it successfully."

The findings were just published in two new papers authored by Bird and co-authored by Associate Professor Leigh Torres, who leads the GEMM Lab at Hatfield Marine Science Center in Newport.

Since 2015, Torres and her research team have been studying the health and habits of the Pacific Coast Feeding Group, a roughly 200-member subgroup of whales who spend their summers feeding off the coast of Oregon, Washington, northern California and southern Canada, rather than traveling north to the Arctic as most of the 19,000 gray whales in the Eastern North Pacific population do. These whales face elevated exposure to human activities in some locations, including boat traffic, noise and pollution, while they feed in the shallow waters along the Pacific Northwest Coast.




"It's been an amazing journey of discovery over the last 10 years learning about how cool these gray whales are. They are underwater acrobats, doing tight turns, upside-down swimming and headstands," Torres said. "We have now connected these behaviors with the habitat, size and age of the whale, which allows us to understand much more about why they go where they go and do what they do. This will help us protect them in the long run."

The new study shows that whales are changing foraging tactics depending on the habitat and depth of the water they are in. For example, they are more likely to use headstanding when they are on a reef, because their primary prey, mysid shrimp, tend to aggregate on reefs with kelp, Bird said.

The researchers also investigated why the gray whales perform "bubble blasts" -- a single big exhale while they're underwater that produces a large circle pattern at the surface.

"While it was thought that bubble blasts helped gray whales aggregate or capture prey, our study shows that bubble blasts are a behavioral adaptation used by the whales to regulate their buoyancy while feeding in very shallow water," Torres explained.

Larger, fatter whales were more likely to bubble blast, especially while performing headstands. The bubble blasts also were associated with longer dives, supporting the hypothesis that the behavior helps whales feed for a longer period of time underwater.

"It is just like when we dive underwater, if we release air from our lungs, then we can stay underwater more easily without fighting the buoyancy forces that push us back toward the surface," Bird said.

Together, the two papers provide new insight into how whales' size affects their behavior and the role social learning may play in whales' adoption of these behaviors, she said.

"Because these whales are feeding close to shore, where the water is shallow and we can capture their behavior on video, we're able to really see what is happening," Bird said. "To be able to study the whales, in our backyard, and fill in some answers to questions about their behavior, feels very special."
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Digital biomarkers shedding light on seasonality in mood disorders | ScienceDaily
Wrist-based activity sensors worn by individuals with depression and those without over the course of two weeks provided evidence for the relationship between daily sunlight exposure and physical activity, according to a study published September 25, 2024, in the open-access journal PLOS Mental Health by Oleg Kovtun and Sandra Rosenthal from Vanderbilt University, U.S.


						
Mood disorders are the leading cause of 'disability' worldwide. Up to 30 percent of individuals with major depressive disorder and bipolar disorder display a seasonal pattern of symptoms. This phenomenon is now recognized in official diagnostic manuals. Yet very little is known about the influence of day length (i.e., photoperiod) and sunlight intensity (i.e., solar insolation) on seasonal patterns in major depressive disorder and bipolar disorder.

In their new study, Kovtun and Rosenthal used a quantitative approach to examine the relationship between sunlight measures and objectively measured movement activity patterns to begin to understand the environmental factors driving seasonality in major depressive disorder and bipolar disorder. They used motor-activity recordings collected via accelerometers (which measure the rate of change of the velocity of an object with respect to time) from 23 individuals with unipolar or bipolar depression and 32 individuals without depression. Participants were recruited at the University of Bergen, Norway.

The findings revealed relationships between daytime physical activity, depressed state, photoperiod and solar insolation. In particular, more depressed states were associated with lower daytime activity, whilst daytime activity increased with photoperiod and solar insolation. Additional results suggest that the impact of solar insolation on physical activity may differ between depressed individuals and those who are not. This finding could indicate that depressed individuals exhibit an altered physiological link between energy input (i.e., solar insolation) and physical activity. On the other hand, it is also possible that increased sedentary behavior results in reduced time spent outdoors and does not allow depressed people to capitalize on the benefits of sunlight exposure.

According to the authors, the study presents a generalizable strategy to understand the complex interplay between sunlight, physical activity, and depressed state using open-source digital tools. The ability to identify mood disturbances, particularly in seasonally susceptible individuals, using passive digital biomarker data offers promise in informing next-generation predictive, personalized diagnostics in mental health.

Specifically, a digital biomarker, such as accelerometer-derived motor activity patterns, could form the basis of an early warning system that alerts a clinician to initiate a timely intervention. Incorporating objectively measured sunlight exposure markers (i.e., NASA-collected solar insolation data or accelerometer-measured light exposure) could further enhance the predictive power of such tools and lay the foundation for personalized models aimed at individuals susceptible to mood disturbances with seasonal patterns.

Rosenthal and Kovtun add, "Individuals with seasonal mood disorders may not yet recognize the pattern of their illness. One of the goals of our study is to motivate the development of digital tools to assist clinicians and help affected individuals with self management of their symptoms."
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Mars' missing atmosphere could be hiding in plain sight | ScienceDaily
Mars wasn't always the cold desert we see today. There's increasing evidence that water once flowed on the Red Planet's surface, billions of years ago. And if there was water, there must also have been a thick atmosphere to keep that water from freezing. But sometime around 3.5 billion years ago, the water dried up, and the air, once heavy with carbon dioxide, dramatically thinned, leaving only the wisp of an atmosphere that clings to the planet today.


						
Where exactly did Mars' atmosphere go? This question has been a central mystery of Mars' 4.6-billion-year history.

For two MIT geologists, the answer may lie in the planet's clay. In a paper appearing in Science Advances, they propose that much of Mars' missing atmosphere could be locked up in the planet's clay-covered crust.

The team makes the case that, while water was present on Mars, the liquid could have trickled through certain rock types and set off a slow chain of reactions that progressively drew carbon dioxide out of the atmosphere and converted it into methane -- a form of carbon that could be stored for eons in the planet's clay surface.

Similar processes occur in some regions on Earth. The researchers used their knowledge of interactions between rocks and gases on Earth and applied that to how similar processes could play out on Mars. They found that, given how much clay is estimated to cover Mars' surface, the planet's clay could hold up to 1.7 bar of carbon dioxide, which would be equivalent to around 80 percent of the planet's initial, early atmosphere.

It's possible that this sequestered Martian carbon could one day be recovered and converted into propellant to fuel future missions between Mars and Earth, the researchers propose.

"Based on our findings on Earth, we show that similar processes likely operated on Mars, and that copious amounts of atmospheric CO2 could have transformed to methane and been sequestered in clays," says study author Oliver Jagoutz, professor of geology in MIT's Department of Earth, Atmospheric and Planetary Sciences (EAPS). "This methane could still be present and maybe even used as an energy source on Mars in the future."

The study's lead author is recent EAPS graduate Joshua Murray PhD '24.




In the folds

Jagoutz' group at MIT seeks to identify the geologic processes and interactions that drive the evolution of Earth's lithosphere -- the hard and brittle outer layer that includes the crust and upper mantle, where tectonic plates lie.

In 2023, he and Murray focused on a type of surface clay mineral called smectite, which is known to be a highly effective trap for carbon. Within a single grain of smectite are a multitude of folds, within which carbon can sit undisturbed for billions of years. They showed that smectite on Earth was likely a product of tectonic activity, and that, once exposed at the surface, the clay minerals acted to draw down and store enough carbon dioxide from the atmosphere to cool the planet over millions of years.

Soon after the team reported their results, Jagoutz happened to look at a map of the surface of Mars and realized that much of that planet's surface was covered in the same smectite clays. Could the clays have had a similar carbon-trapping effect on Mars, and if so, how much carbon could the clays hold?

"We know this process happens, and it is well-documented on Earth. And these rocks and clays exist on Mars," Jagoutz says. "So, we wanted to try and connect the dots."

"Every nook and cranny"

Unlike on Earth, where smectite is a consequence of continental plates shifting and uplifting to bring rocks from the mantle to the surface, there is no such tectonic activity on Mars. The team looked for ways in which the clays could have formed on Mars, based on what scientists know of the planet's history and composition.




For instance, some remote measurements of Mars' surface suggest that at least part of the planet's crust contains ultramafic igneous rocks, similar to those that produce smectites through weathering on Earth. Other observations reveal geologic patterns similar to terrestrial rivers and tributaries, where water could have flowed and reacted with the underlying rock.

Jagoutz and Murray wondered whether water could have reacted with Mars' deep ultramafic rocks in a way that would produce the clays that cover the surface today. They developed a simple model of rock chemistry, based on what is known of how igneous rocks interact with their environment on Earth.

They applied this model to Mars, where scientists believe the crust is mostly made up of igneous rock that is rich in the mineral olivine. The team used the model to estimate the changes that olivine-rich rock might undergo, assuming that water existed on the surface for at least a billion years, and the atmosphere was thick with carbon dioxide.

"At this time in Mars' history, we think CO2 is everywhere, in every nook and cranny, and water percolating through the rocks is full of CO2 too," Murray says.

Over about a billion years, water trickling through the crust would have slowly reacted with olivine -- a mineral that is rich in a reduced form of iron. Oxygen molecules in water would have bound to the iron, releasing hydrogen as a result and forming the red oxidized iron which gives the planet its iconic color. This free hydrogen would then have combined with carbon dioxide in the water, to form methane. As this reaction progressed over time, olivine would have slowly transformed into another type of iron-rich rock known as serpentine, which then continued to react with water to form smectite.

"These smectite clays have so much capacity to store carbon," Murray says. "So then we used existing knowledge of how these minerals are stored in clays on Earth, and extrapolate to say, if the Martian surface has this much clay in it, how much methane can you store in those clays?"

He and Jagoutz found that if Mars is covered in a layer of smectite that is 1,100 meters deep, this amount of clay could store a huge amount of methane, equivalent to most of the carbon dioxide in the atmosphere that is thought to have disappeared since the planet dried up.

"We find that estimates of global clay volumes on Mars are consistent with a significant fraction of Mars' initial CO2being sequestered as organic compounds within the clay-rich crust," Murray says. "In some ways, Mars' missing atmosphere could be hiding in plain sight."

This work was supported, in part, by the National Science Foundation.
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Obstructive sleep apnea may increase risk of abdominal aortic aneurysms | ScienceDaily
Obstructive sleep apnea may be a risk factor for developing abdominal aortic aneurysms, according to researchers from the University of Missouri School of Medicine and NextGen Precision Health.


						
Abdominal aortic aneurysms occur when the main artery, the aorta, swells and potentially ruptures, causing life-threatening internal bleeding. Obstructive sleep apnea is typically a chronic condition where people repeatedly stop and start breathing while sleeping and can increase the risk of developing cardiovascular problems. Citing studies that indicate a higher prevalence of abdominal aortic aneurysms in patients with obstructive sleep apnea, MU researchers examined the link between the two using mouse models.

The research team found that intermittent hypoxia -- when the body isn't getting enough oxygen for a given period of time -- caused by obstructive sleep apnea increased the susceptibility of mice to develop abdominal aortic aneurysms.

"Chronic intermittent hypoxia by itself is not enough to cause abdominal aortic aneurysms, but for a patient with obstructive sleep apnea who also has additional metabolic problems like obesity, our findings suggest it may help degrade aortic structures and promote aneurysm development," said Luis Martinez-Lemus, study author and a professor of medical pharmacology and physiology.

Intermittent hypoxia happens during obstructive sleep apnea when throat muscles relax and block the flow of air into the lungs. According to the research, the loss of oxygen triggers certain enzymes called MMPs. The increased enzyme activity can degrade the extracellular matrix, which acts like a cell scaffolding network, weakening the aorta.

"Patients with abdominal aortic aneurysms usually don't notice any symptoms, except for some back and belly pain, until the aneurysm bursts. Once that happens, it's crucial to get the patient to surgery quickly so doctors can repair the aorta," said Neekun Sharma, the lead author of the study. "Learning how these aneurysms develop can help us find ways to monitor or slow down their progression, especially for patients who have obstructive sleep apnea."

Luis Martinez-Lemus is a professor of medical pharmacology and physiology, the James O. Davis Distinguished Professorship in Cardiovascular Research, and a NextGen Precision Health investigator. He earned his PhD at Texas A&M University and is a Doctor of Veterinary Medicine. Neekun Sharma is an assistant research professor in the Division of Endocrinology and Metabolism in the Department of Medicine.

"Chronic Intermittent Hypoxia Facilitates the Development of Angiotensin II-Induced Abdominal Aortic Aneurysm in Male Mice" was recently published in the Journal of Applied Physiology. In addition to Martinez-Lemus and Sharma, MU study authors include Abdelnaby Khalyfa, associate research professor in the Department of Pediatrics; Dunpeng Cai, assistant professor of surgery; Mariana Morales-Quinones, senior research specialist; Shi-You Chen, Division Chief of Surgical Research; Jaume Padilla, associate professor of Nutrition and Exercise Physiology; Camila Manrique-Acevedo, MU Health Care endocrinologist; and Bysani Chandrasekar, a professor of medicine in the Department of Cardiology. Rogerio Soares, Yusuke Higashi and David Gozal also contributed.
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New study mapping stem cells reveals molecular choreography behind individual variation in human development | ScienceDaily
Researchers at the Johns Hopkins University School of Medicine have mapped variation in human stem cells that explains how cells of an individual may shape a unique "developmental dance" at the molecular level, thereby controlling how the brain and body are created. The findings further our understanding of the origins and implications of cellular variation in people and may advance the design of individualized therapeutics and methods to rebuild diseased or damaged human organs.


						
The study, published Sep. 10 in Stem Cell Reports, used human induced pluripotent stem cells -- a type of stem cell that are equivalent to cells in early embryonic development that can develop multiple types of tissue. Studying pluripotent cells from several donors showed how genetic and epigenetic (nonnuclear DNA) factors contribute to individual variation in early brain development.

"The entirety of each individual human body is created from a single cell, and as cells of the developing embryo begin to divide, they perform genetically programmed choreography to construct the new human," says Carlo Colantuoni, Ph.D., assistant professor in the departments of neurology and neuroscience at the Johns Hopkins University School of Medicine.

But, notes Colantuoni, while this developmental dance has major steps that are consistent across the human population (and the animal kingdom), this study has uncovered molecular patterns and gene expression traits that modify the conserved human steps and create unique individual development.

In this study, researchers at The Johns Hopkins University and Yale University used a process known as "cellular reprogramming," in which mature cells can revert to their embryonic pluripotent status -- a technique that won a Nobel Prize in 2012. Specifically, the researchers took skin cells from adult humans and returned them to an early embryonic state. Called induced pluripotent stem cells (iPSCs), they have the potential to develop into any human body cell.

Researchers let the iPSCs grow and interact unconstrained, enabling cells to reveal their inherent nature and individuality. RNA sequencing, which examines how much RNA is being produced from each gene, gave researchers a detailed molecular perspective on what the cells were doing. Then, by combining the RNA data from iPSCs with data from developing mouse embryos, the researchers mapped variation of the donors' cells onto the landscape of mammalian development. This allowed observation of systematic differences in how individual human cells navigate early development -- differences also observed in public data from 100 human stem cell donors.

Researchers saw two types of patterns, or rhythms, of the developmental dance emerge from the RNA data. The first type of pattern was consistent across all individual donors, defining large modules responsible for creating elements of the human body such as the brain, heart and liver. Patterns of the second type were more subtle, newer in evolutionary terms and present only in the cells of specific individuals regardless of the final function of the cells.




Notably, the newer patterns that show individual variation in the human programmed choreography were present not only in the cells observed in the laboratory, but also in the mature cells of the donors' bodies. The researchers say this indicates that the variations they saw in cellular development, each specific to an individual person, influenced the steps the donor cells took during early development.

By logical extension, the scientists say, their findings not only indicate the unique steps an individual's cells take, but also that these cells hold information about the health or risk of diseases of a person over their lifetime. Colantuoni says these insights may pave the way for individualized approaches in regenerative medicine that are more precise.

"We advocate studying induced pluripotent stem cells and their derivatives to understand each patient's risk for complex disease and specific treatments that will be most effective for that individual," says Colantuoni. "We see a future in which a patient's traditional medical history, genome sequence and living cells are routinely used together to diagnose and customize treatment for patients."

Colantuoni says scientists are just beginning to uncover the specific molecular mechanisms underlying differences in human cellular development. More studies with larger and more varied donor pools are needed to understand the long-term health impacts of an individual's developing cells dancing to the beat of their own drum.

Other scientists who have contributed to this research are Suel-Kee Kim, Seungmae Seo, Genevieve Stein-O'Brien, Amritha Jaishankar, Kazuya Ogawa, Nicola Micali, Yanhong Wang, Thomas Hyde, Joel Kleinman, Elana Fertig, Joo Heon Shin, Daniel Weinberger, Joshua Chenoweth, Daniel Hoeppner and Ronald McKay.

Funding for this research was provided by NCI/NIH grants R01CA177669, P30CA006973, U01CA212007 and U01CA253403, and the Johns Hopkins University Catalyst Award won by EJF R01NS116418, R01HG010898, MH116488 and U01MH124619, awarded to N.S. Data sharing and visualization via NeMO Analytics, were supported by grants R24MH114815 and R01DC019370.
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Researchers establish stem cell repository focused on centenarians | ScienceDaily
Individuals who display exceptional longevity provide evidence that humans can live longer, healthier lives. Centenarians (greater than 100 years of age) provide a unique lens through which to study longevity and healthy aging as they have the capacity to delay or escape aging-related diseases such as cancer, cardiovascular disease and Alzheimer's disease, while markedly avoiding disability. Problematically, models of human aging and resilience to disease that allow for the testing of potential interventions are virtually non-existent.


						
In an effort to solve this issue, researchers from Boston University Chobanian & Avedisian School of Medicine and Boston Medical Center (BMC) have created the largest library of induced pluripotent stem cells (iPSCs) from centenarians and their offspring in the world. iPSCs can be grown indefinitely, differentiated into any cell or tissue type in the body, and faithfully capture the genetic background of the person from whom they are created.

"By creating centenarian stem cells, we hope to decipher how these individuals delay or avoid age-related diseases and develop and/or validate therapeutics in this same capacity. This research provides a unique resource that can be used to better understand the mechanisms behind centenarian resilience and help others maximize their healthy years of life," said first author Todd Dowrey, a PhD candidate in the molecular & translational medicine department at the school.

The researchers obtained and characterized more than 100 centenarian and offspring peripheral blood samples including those with data about their resistance to disability and cognitive impairment. The team analyzed how gene expression is regulated in molecular aging clocks to compare and contrast differences between biological and chronological age in these specialized subjects. Isolated peripheral blood mononuclear cells were then successfully reprogrammed into high-quality iPSC lines which were functionally characterized for pluripotency, genomic stability, and the ability to develop and differentiate into multiple cell types.

Additionally, the researchers discovered that centenarians and their offspring displayed significantly younger biological ages. Some individuals demonstrated up to two decades difference in biological versus chronological age.

According to the researchers, this work highlights the significant, growing connection between regenerative medicine and aging biology. "By harnessing our ability to study centenarian resilience 'in a dish', we hope to unlock a detailed roadmap to healthful living, disease resistance and longevity," explained corresponding author George J. Murphy, PhD, associate professor of medicine at the school and co-founder of the BU and BMC Center for Regenerative Medicine (CReM).

CReM brings together nine principal investigators who address various aspects of developmental biology, stem cells, regeneration and injury, cell lineage specification and disease modeling with a major focus on iPSCs. Learn more about the CReM here.

"Our participants are always incredibly generous and without them we would not be able to perform these unique studies. In turn, we hope to solidify their legacy as the stem cell lines we create from them last forever and will be used by investigators all over the world," added study co-author Thomas T. Perls, MD, professor of medicine and founding director of the school's New England Centenarian Study.

The study appears online in the journal Aging Cell.

GJM, TP, PS, and SA are funded by NIH-NIA (UH3 AG064704) and U19 AG073172).
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Study helps predict how long it will take for testosterone to return to normal after prostate cancer treatment | ScienceDaily
A study led by researchers from the UCLA Health Jonsson Comprehensive Cancer Center sheds light on testosterone recovery following androgen deprivation therapy (ADT) in men undergoing radiotherapy for prostate cancer, providing key insights for optimizing patient care.


						
The investigators found baseline testosterone, age, and the duration of ADT are significant predictors of testosterone recovery. The study, which analyzed data from five major randomized controlled trials involving 1,444 patients, demonstrates that testosterone recovery can vary significantly across individuals. The study also introduces a nomogram, a predictive tool that allows physicians to estimate recovery times based on patient-specific characteristics.

ADT, frequently used in combination with radiotherapy to treat prostate cancer, significantly lowers testosterone levels, leading to side effects such as fatigue, loss of libido and mood changes, which can impact patients' quality of life. Understanding testosterone recovery after ADT is crucial for improving patient outcomes, as it enables physicians to balance the cancer-fighting benefits of testosterone suppression with its debilitating side effects. This study provides a much-needed framework to help patients anticipate their recovery timeline and manage these side effects more effectively.

The researchers found recovery time is influenced by the length of ADT treatment, with older age and lower baseline testosterone levels associated with slower recovery. They also found that for men receiving six months of ADT, maintaining low testosterone levels for approximately 11 months may lead to improved metastasis-free survival, suggesting a longer suppression period may be beneficial even in shorter ADT regimens.

The results have important implications for clinical practice, especially as newer therapies offering rapid testosterone recovery are increasingly used. For men undergoing shorter ADT regimens, the findings suggest that slower recovery of testosterone, as seen with traditional therapies, may offer better cancer control.

"Our findings give patients and doctors valuable insights into what to expect after ADT treatment, helping them make informed decisions about managing side effects and improving long-term outcomes," said senior author of the study Dr. Amar Kishan, executive vice chair of radiation oncology at the David Geffen School of Medicine at UCLA.

The study was published in the journal European Urology.

The study's co-first authors are Tahmineh Romero from UCLA and Wee Loon Ong from Monash University in Melbourne, Australia. Other UCLA authors include John Nikitas, Michael Steinberg, Luca Valle, Matthew Rettig, Nicholas Nickols, Tommy Jiang, Robert Reiter and Sriram Eleswarapu.

The work was supported in part by grants from the National Institutes of Health, Radiological Society of North America, STOP Cancer, the Prostate Cancer Foundation, the U.S. Department of Defense and the UCLA Health Jonsson Comprehensive Cancer Center.
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Lack of food -- not money -- drives poaching in East African national parks, study finds | ScienceDaily
National parks in East Africa protect endangered wildlife but sometimes do not support local human populations, according to Edwin Sabuhoro, assistant professor of recreation, park, and tourism management at Penn State. New research by Sabuhoro and two Penn State doctoral students from East Africa demonstrated that poverty and lack of adequate food supply drive most of the poaching and other illegal activities in one such park.


						
The researchers, led by Gasto Lyakurwa, doctoral student in recreation, park, and tourism, management at Penn State, surveyed 267 household heads in eight villages that border Mkomazi National Park in northern Tanzania. The survey focused on their use of park land and their family's food security, financial security and educational security to understand which factors led to illegal park use. Their results were published in Conservation.

Mkomazi National Park comprises more than 1,250 square miles of protected habitat for rare and endangered wildlife including elephants, lions, buffalo and rhinoceroses. The park, created in 1951, displaced large numbers of people from the park land into surrounding regions two times -- once in the early 1950s and again in the late 1980s.

Since the foundation of the park -- and other protected areas throughout East Africa -- the researchers said park officials and rangers have viewed local people as a threat, rather than as a potential conservation partner.

"For countless generations, the people in this area relied on that land for meat, traditional medicines, firewood, fish and timber," Lyakurwa said. "These resources were essential to the people's livelihood, but suddenly, they were cut off from the land. Even though local people told us they feel connected to the wild animals, they also made it clear that they are not likely to respect park boundaries if they cannot feed themselves or their children."

Tourism in the park -- driven largely by visitors who want to see the large mammals -- generates income that is managed by the national government, the researchers said. Some park revenue is used to fund projects designed to improve the lives of the 45,000 people who live in the 22 villages near the park. Though many government programs have focused on improving infrastructure for health care and education, the results of this study indicate that alleviating food insecurity and poverty are the only ways to build cooperation between the parks and the villages, the researchers said.

Of the 267 families surveyed, 253 earned their livelihood through agriculture -- either growing crops or raising grazing animals for food. The average annual household income for these families was $1,115 United States dollars, and 74% of household heads had been educated only through primary school.




When asked about if and why they used the park for illegal animal grazing or poaching, many villagers reported that they did use park land. The researchers compared these results to people's statements about their family's consistent access to -- or "security" in -- food, education and adequate finances.

Results showed that food security was the primary driver of illegal activity, while education security and financial security had minimal influence on poaching.

The researchers said the findings demonstrated that people poach for food, not to enrich themselves or to pay for their children's education. To successfully protect wildlife and their habitat, parks need to address food security for residents, the researchers said.

"Communities are expected to support conservation, but they are facing deprivation," Lyakurwa said. "Animals -- especially elephants and lions -- come out of the parks and trample crops and injure or kill people. Also, the people feel they need park lands to graze their own animals. It is easy to understand why they are not more supportive of park boundaries when their lives are at stake."

In addition to existential concerns, many villagers told the researchers that they believe more money earned from tourism in the park should be used to support people in the area, but that much of the money is extracted to fund other projects around the nation. Sabuhoro said that this common frustration inspired him to help spearhead a regional effort to reduce conflicts between the needs of humans and wildlife.

"Traditionally, local people have been expected to comply with rules but have not been invited to participate in the planning or benefits associated with the parks," Sabuhoro said. "Through the Human Wildlife Co-existence Research Network, we are trying to change that."

Sabuhoro helps lead the network, which brings together non-governmental organizations, government officials, academics, park leadership and local people across East Africa to address ways conservation efforts can support the needs of local communities and local communities can support conservation efforts.




"People in each nation are expressing their own needs and developing their own solutions," Sabuhoro said. "Last year, we held a conservation stakeholders meeting in Uganda. This year, we had a meeting in Tanzania, and next year we have meetings planned in Kenya and Rwanda."

To support and expand the work of the Human Wildlife Co-existence Research Network, Sabuhoro sought to recruit and train a researcher from East Africa. After combing through many applications, he said that he found an ideal candidate in Lyakurwa.

Lyakurwa was born in Tanzania and previously worked as a park ranger there. This meant that he had the language skills, cultural knowledge and perspective needed to conduct studies like this one. Sabuhoro also emphasized that local connections are needed to build trust.

"Traditionally, western researchers studied African animals or people and then left without helping the local community understand the results of the study or providing any sustained tangible benefits," Sabuhoro said. "When the researcher has local connections like Gasto does, there is more faith that the researcher will bring the knowledge back to the community."

Lyakurwa agreed.

"They can hold me accountable because I am from there," he said. "I believe that helps me get more honest and complete answers from people -- both villagers and park rangers. All these people are trying to what is right in a difficult situation, but they need to feel safe to explain themselves."

Sabuhoro said universities like Penn State play an important role in training local people like Lyakurwa and Mercy Chepkemoi Chepkwony, graduate student in recreation, park, and tourism management at Penn State and the other co-author of this research.

"By training local people in research methods and helping to develop and support meaningful research projects, we can help support management of parks in ways that are sustainable for humans and animals alike," Sabuhoro said.

The Ann Atherton Hertzler Early Career Professorship in Global Health funded this research.
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Why children with Down syndrome have higher risk of leukemia | ScienceDaily
People with Down syndrome face a higher risk of developing Leukemia. Now researchers from the University of Copenhagen and Stanford University explain why, by identifying specific changes in blood cells of people with Down syndrome.


						
In the world, one out of 700 children are born with Down syndrome. A syndrome, where the child has an extra copy of chromosome 21, resulting in 47 chromosomes instead of 46. This typically results in characteristic physical features and some level of learning disability.

But newborns with Downs syndrome also tend to have an elevated number of red blood cells, and as they grow older, they face a 150-fold higher risk of developing leukemia compared to those without the condition.

"Our study revealed that the additional chromosome 21 alters how DNA is packed inside the cells. This difference affects how certain genes are regulated and can contribute to the development of leukemia," explains Rebecca Moller, one of the researchers from University of Copenhagen behind the new study.

To more precisely understand the impact of the extra chromosome 21, the researchers sequenced the genes of over 1.1 million cells from fetuses with and without Down syndrome.

"Interestingly, the dysregulations are not uniform and vary depending on the cell type and its environment. We found for example that blood stem cells in individuals with Down syndrome show dysregulations of genes involved in making red blood cells, explaining the symptoms in newborns" says Professor Ana Cvejic, the senior lead scientist from University of Copenhagen.

Too many cellular "powerhouses"

The researchers also identified another crucial difference in the blood stem cells of people with Down syndrome: an increased number of mitochondria, the "powerhouses" of the cells that generate energy.




While energy production is vital, too many mitochondria can damage a cell and its DNA by producing harmful molecules.

"These harmful molecules, called reactive oxygen species, are known to attack DNA creating mutations that can lead to pre-leukemia and, eventually, leukemia." explains Dr Andrew Marderstein, from Stanford University and the first author in the study.

The findings from the study underscore the importance of understanding the intricate relationship between genetics and the cellular environment of blood cells in individuals with Down syndrome.

"This study is the largest of its kind, and it shows that the environment and genetic makeup of cells are crucial in understanding how blood cells and leukemia develop. Understanding these mechanisms is essential for guiding future research in stem cell biology and cancer," says Professor Ana Cvejic, who emphasizes that these insights pave the way for a better comprehension of disease development in Down syndrome.

The study 'Single-cell multi-omics map of human fetal blood in Down syndrome' has been published in Nature.
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Brazilian fossils reveal jaw-dropping discovery in mammal evolution | ScienceDaily

Mammals stand out among vertebrates for their distinct jaw structure and the presence of three middle ear bones. This transition from earlier vertebrates, which had a single middle ear bone, has long fascinated scientists. The new study explores how mammal ancestors, known as cynodonts, evolved these features over time.

Using CT scanning, researchers were able to digitally reconstruct the jaw joint of these cynodonts for the first time. The researchers uncovered a 'mammalian-style' contact between the skull and the lower jaw in Riograndia guaibensis, a cynodont species that lived 17 million years before the previously oldest known example of this structure, but did not find one in Brasilodon quadrangularis, a species more closely related to mammals. This indicates that the defining mammalian jaw feature evolved multiple times in different groups of cynodonts, earlier than expected.

These findings suggest that mammalian ancestors experimented with different jaw functions, leading to the evolution of 'mammalian' traits independently in various lineages. The early evolution of mammals, it turns out, was far more complex and varied than previously understood.

Lead author James Rawson based in Bristol's School of Earth Sciences explained: "The acquisition of the mammalian jaw contact was a key moment in mammal evolution.

"What these new Brazilian fossils have shown is that different cynodont groups were experimenting with various jaw joint types, and that some features once considered uniquely mammalian evolved numerous times in other lineages as well."

This discovery has broad implications for the understanding of the early stages of mammal evolution, illustrating that features such as the mammalian jaw joint and middle ear bones evolved in a patchwork, or mosaic, fashion across different cynodont groups.




Dr. Agustin Martinelli, from the Museo Argentino de Ciencias Natural of Buenos Aires, stated: "Over the last years, these tiny fossil species from Brazil have brought marvellous information that enrich our knowledge about the origin and evolution of mammalian features. We are just in the beginning and our multi-national collaborations will bring more news soon."

The research team is eager to further investigate the South American fossil record, which has proven to be a rich source of new information on mammalian evolution.

Professor Marina Soares of the Museu Nacional, Brazil, stated: "Nowhere else in the world has such a diverse array of cynodont forms, closely related to the earliest mammals."

By integrating these findings with existing data, the scientists hope to deepen their understanding of how early jaw joints functioned and contributed to the development of the mammalian form.

James added: "The study opens new doors for paleontological research, as these fossils provide invaluable evidence of the complex and varied evolutionary experiments that ultimately gave rise to modern mammals."
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Deep-sea discovery shines light on life in the twilight zone | ScienceDaily
The ocean's twilight zone is deep, dark, and -- according to new research -- iron deficient.


						
No sunlight reaches this region 200 to 1,000 meters below the sea surface, where levels of iron, a key micronutrient, are so low that the growth of bacteria is restricted. To compensate, these bacteria produce molecules called siderophores, which help the bacteria scavenge trace amounts of iron from the surrounding seawater.

The study could change the way scientists view microbial processes in the deep ocean and offer new insight into the ocean's capacity to absorb carbon.

"Understanding the organisms that facilitate carbon uptake in the ocean is important for understanding the impacts of climate change," said Tim Conway, associate professor of chemical oceanography at the USF College of Marine Science, who co-authored the recent study. "When organic matter from the surface ocean descends to the deep ocean, it acts as a biological pump that removes carbon from the atmosphere and stores it in seawater and sediments. Measuring the rates and processes that influence this pump gives us insight into how and where the ocean stores carbon."

To conduct the study, researchers collected water samples from the upper 1,000 meters of the water column during an expedition through the eastern Pacific Ocean from Alaska to Tahiti. What they found in the samples surprised them. Not only were concentrations of siderophores high in surface waters where iron is expected to be deficient, but they were also elevated in waters between 200 and 400 meters deep, where nutrient and iron concentrations were thought to have little impact on the growth of bacteria.

"Unlike in surface waters, we did not expect to find siderophores in the ocean's twilight zone," said Conway. "Our study shows that iron-deficiency is high for bacteria living in this region throughout much of the east Pacific Ocean, and that the bacteria use siderophores to increase their uptake of iron. This has a knock-on effect on the biological carbon pump, because these bacteria are responsible for the breakdown of organic matter as it sinks through the twilight zone."

The recent discovery was part of GEOTRACES, an international effort to provide high-quality data for the study of climate-driven changes in ocean biogeochemistry.




The study of siderophores is still in the early stages. Researchers involved in GEOTRACES only recently developed reliable methods to measure these molecules in water samples, and they're still working to understand where and when microbes use siderophores to acquire iron.

Although the research into siderophores is new, this study demonstrates their clear impact on the movement of nutrients in the ocean's twilight zone.

"For a full picture of how nutrients shape marine biogeochemical cycles, future studies will need to take these findings into account," said Daniel Repeta, senior scientist at Woods Hole Oceanographic Institution and co-author of the article. "In other words, experiments near the surface must expand to include the twilight zone."

Funding for this work was provided by the National Science Foundation and the Simons Foundation. The U.S. portion of GEOTRACES is provided by the National Science Foundation.
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One in two El Nino events could be extreme by mid-century | ScienceDaily
With the climate pattern known as El Nino in full force from mid-2023 to mid-2024, global temperatures broke records for 12 months in a row. As one of the strongest El Nino events on record, it was likely the main culprit of unprecedented heat, floods and droughts worldwide.


						
In a new study published Sep. 25 in the journal Nature, a University of Colorado Boulder climate scientist and collaborators reveal that the planet could see more frequent extreme El Nino events by 2050 if greenhouse gas emissions continue to increase.

"It's pretty scary that 2050 is not very far away," said Pedro DiNezio, the paper's co-lead author and associate professor in the Department of Atmospheric and Oceanic Sciences. "If these extreme events become more frequent, society may not have enough time to recover, rebuild and adapt before the next El Nino strikes. The consequences would be devastating."

Shifting wind and soaring temperatures

El Nino occurs when water temperatures along the equator in the Pacific Ocean rise by at least 0.9 degF above average for an extended period.

The seemingly marginal temperature change can shift wind patterns and ocean currents, triggering unusual weather worldwide, including heat waves, floods and droughts.

When the area warms by 3.6degF above average, scientists classify the El Nino event as extreme. Since the U.S. National Oceanic and Atmospheric Administration began collecting data in the 1950s, the agency has recorded up to four extreme El Nino events.




During an extreme El Nino, the impacts on global weather tend to be more severe. For example, during the winter of 1997-98, El Nino brought record rainfall to California, causing devastating landslides that killed more than a dozen people. Over the same period, the planet lost about 15% of its coral reefs due to prolonged warming.

Last winter El Nino almost reached extreme magnitude, DiNezio said.

"El Nino events are difficult to simulate and predict because there are many mechanisms driving them. This has hindered our ability to produce accurate predictions and help society prepare and reduce the potential damage," they said.

Prior research suggests that climate change is intensifying and increasing the frequency of extreme weather events, possibly linked to changes in El Nino patterns. However, due to limited data, scientists have yet to confirm whether El Nino will strengthen with warming.

DiNezio and their team set out to simulate El Nino events in the past 21,000 years -- since the peak of Earth's last Ice Age -- using a computer model.

The model shows that during the Ice Age, when Earth's climate was colder, extreme El Nino events were very rare. As the planet warmed since the end of the Ice Age, the frequency and intensity of El Nino have been increasing.




The team validated the model by comparing the simulated data with past ocean temperature data retrieved from fossilized shells of foraminifera, a group of single-celled organisms ubiquitous in the oceans long before human existence. By analyzing the type of oxygen compounds preserved in these fossilized shells, the team reconstructed how El Nino drove ocean temperature fluctuations across the Pacific Ocean for the past 21,000 years. The ancient record aligned with the model's simulations.

"We are the first to show a model that can realistically simulate past El Nino events, enhancing our confidence in its future predictions. We are also proud of the robust technique we developed to evaluate our model, but unfortunately, it brought us no good news," DiNezio added.

The model predicts that if society continues to pump greenhouse gases into the atmosphere at the current rate, one in two El Nino events could be extreme by 2050.

The control knob

Despite El Nino's complexity, the model reveals that a single mechanism has controlled the frequency and intensity of all El Nino events as the planet has warmed since the last Ice Age.

When the eastern Pacific Ocean water warms from natural fluctuation, the winds that always blow east to west over the equatorial Pacific weaken due to changes in air pressure above the ocean. But during an El Nino, weakened winds allow warm water to flow east, and the warmer water weakens the winds even more, creating a feedback loop known as the Bjerknes feedback.

DiNezio's research suggests that as the atmosphere warms rapidly from greenhouse gas emissions, the planet experiences a stronger Bjerknes feedback, leading to more frequent extreme El Nino events.

With the most recent El Nino now in the past, DiNezio emphasized that society needs to focus on taking measures to reduce the impact from future extreme El Nino events, including cutting emissions and helping communities, particularly those in the developing countries, become resilient to extreme weather.

"We now understand how these extreme events happen, and we just need the will to reduce our reliance on fossil fuels," they said. "Our findings emphasize the urgent need to limit warming to 1.5 degC to avoid catastrophic climate impacts."
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Bacterial 'flipping' allows genes to assume different forms | ScienceDaily
Imagine being one cartwheel away from changing your appearance. One flip, and your brunette locks are platinum blond. That's not too far from what happens in some prokaryotes, or single-cell organisms, such as bacteria, that undergo something called inversions.


						
A study led by scientists at Stanford Medicine has shown that inversions, which cause a physical flip of a segment of DNA and change an organism's genetic identity, can occur within a single gene, challenging a central dogma of biology -- that one gene can code for only one protein.

"Bacteria are even cooler than I originally thought, and I'm a microbiologist, so I already thought they were pretty cool," said Rachael Chanin, PhD, a postdoctoral scholar in hematology. Microbiologists have known for decades that bacteria can flip small sections of their DNA to activate or deactivate genes, Chanin said. To the team's knowledge, however, those somersaulting pieces have never been found within the confines of a single gene.

In the same way that reversing the order of the letters in the word "dog" could entirely change the meaning of a sentence ("I'm a dog." versus "I'm a god."), the within-gene inversion essentially recodes the bacterium's genetics using the same material. That could result in the activation of a gene, a halt in gene activity or a sequence that codes for the creation of a different protein when inverted.

"I remember seeing the data, and I thought, 'No way, this can't be right, because it's too crazy to be true,'" said Ami Bhatt, PhD, professor of genetics and of medicine. "We then spent the next several years trying to convince ourselves that we had made a mistake. But as far as we can tell, we have not."

A study detailing the scientists' findings was published Sept. 25 in Nature. Chanin and former postdoctoral scholar Patrick West, PhD, co-led the study. Bhatt is the senior author.

Flip-flopping

In the 1920s, scientists encountered the first hint of inversions when they were searching for a salmonella treatment. They tried collecting antibodies from animals infected by the bacteria in the hopes that the immune molecules could be transferred to other animals and stave off infection. But it never worked -- even the bacterial strains they knew to be genetically identical were able to fight back. Scientists now know that evasion was thanks to an inversion recoding the bacterium in a way that allowed it to escape the animals' immunity.




Microbiologists have since found inversions occurring in small DNA segments of various kinds of prokaryotes. But Bhatt and her team wondered if they could also happen within a single gene. West created an algorithm, called PhaVa, that identified possible inversions within bacterial genomes.

The software essentially downloads thousands of genome sequence segments from various prokaryotes and scans for regions that look "flippable" -- segments with something called inverted repeats, which have a redundant palindromic quality (for instance, ATTCC and CCTTA) -- on other side of the potential inversion. The algorithm creates a catalog of what these sequences would look like if they flipped, and it makes comparisons between the made-up genomes and the true sequence. Then it counts the regions where both the flipped and unflipped sequences are present within an organism's genome, with every match indicating a likely inversion.

The software identified thousands of inversions that exist in bacterial and other prokaryotic species, revealing for the first time that inversions occur within genes. That sparked the idea that not only do single-gene inversions occur, but that they may be relatively common, Bhatt said.

"This was really surprising to us," Bhatt said. "To our knowledge this has never been seen before."

One big question remains: What causes an inversion? The team suspects there are specific enzymes that mediate the flip, as well as certain environmental cues that drive the change.

"That's a to-do now," Bhatt said. "One of our next steps is to try to decode the molecular grammar so we can build a database of enzymes and a database of the inverted repeats that they flip."

Interpreting inversions




While there's still much more to understand about inversions, Bhatt sees potential for numerous applications. "This is effectively a heritable, reversible type of genetic regulation," she said.

She posits that scientists may eventually be able to use inversions to create a toggleable bacterial system to control their gene expression, something that could behoove synthetic biology research. Or perhaps there are links between certain diseases and the state of bacterial inversions, in which case there may be a way to switch the bacteria's state and regulate a disease.

"This type of adaptation has just been hiding in front of us, waiting for the right tool and the right technology and biological question to be asked," Chanin said. "And it makes me wonder, how many more bacterial secrets are just waiting for us to uncover them?"

Researchers from Princeton University contributed to this study.

This study was funded by the National Institutes of Health (grants R01 AI148623, R01 AI143757, R01 AI174515, HG000044, HL120824, TL1TR003019, 1S10OD02014101), the AP Giannini Foundation, the National Science Foundation Graduate Research Fellowship, the Stanford DARE fellowship and the Stand Up 2 Cancer Foundation.
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Manganese cathodes could boost lithium-ion batteries | ScienceDaily
Rechargeable lithium-ion batteries are growing in adoption, used in devices like smartphones and laptops, electric vehicles, and energy storage systems. But supplies of nickel and cobalt commonly used in the cathodes of these batteries are limited. New research led by the Department of Energy's Lawrence Berkeley National Laboratory (Berkeley Lab) opens up a potential low-cost, safe alternative in manganese, the fifth most abundant metal in the Earth's crust.


						
Researchers showed that manganese can be effectively used in emerging cathode materials called disordered rock salts, or DRX. Previous research suggested that to perform well, DRX materials had to be ground down to nanosized particles in an energy-intensive process. But the new study found that manganese-based cathodes can actually excel with particles that are about 1000 times larger than expected. The work was published Sept. 19 in the journal Nature Nanotechnology.

"There are many ways to generate power with renewable energy, but the importance lies in how you store it," said Han-Ming Hau, who researches battery technology as part of Berkeley Lab's Ceder Group and is a PhD student at UC Berkeley. "By applying our new approach, we can use a material that is both earth-abundant and low-cost, and that takes less energy and time to produce than some commercialized Li-ion battery cathode materials. And it can store as much energy and work just as well."

The researchers used a novel two-day process that first removes lithium ions from the cathode material and then heats it at low temperatures (about 200 degrees Celsius). This contrasts with the existing process for manganese-based DRX materials, which takes more than three weeks of treatment.

Researchers used state-of-the-art electron microscopes to capture atomic-scale pictures of the manganese-based material in action. They found that after applying their process, the material formed a nanoscale semi-ordered structure that actually enhanced the battery performance, allowing it to densely store and deliver energy.

The team also used different techniques with X-rays to study how battery cycling causes chemical changes to manganese and oxygen at the macroscopic level. By studying how the manganese material behaves at different scales, the team opens up different methods for making manganese-based cathodes and insights into nano-engineering future battery materials.

"We now have a better understanding of the unique nanostructure of the material," Hau said, "and a synthesis process to cause this 'phase change' in the material that improves its electrochemical performance. It's an important step that pushes this material closer to battery applications in the real world."

This research used resources at three DOE Office of Science user facilities: the Advanced Light Source and Molecular Foundry (National Center for Electron Microscopy) at Berkeley Lab, and the National Synchrotron Light Source II at Brookhaven National Laboratory. The work was supported by DOE's Office of Energy Efficiency and Renewable Energy and Office of Science.
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Fossils from the Adriatic Sea show a recent and worrying reversal of fortunes | ScienceDaily

Then, a threshold was crossed. Populations of both predator and prey abruptly plummeted and in some cases disappeared entirely. They were replaced by the common corbulid clam (Varicorbula gibba), which has the ability to slow down its metabolism in unfavorable conditions. Whenever paleontologists find an abundance of this species in the marine fossil record, it often means the environment they inhabited was challenging and unsuitable for other organisms.

"This species became more abundant and grows much larger than it did previously because there are fewer predators and less competition from other species," said Martin Zuschin, a paleontology professor at the University of Vienna. He and colleagues from Slovakia, New Zealand, Austria, Italy and the United States have published a new study documenting the decline of predator/prey interactions in the Adriatic Sea.

The findings add to a growing body of evidence that shows human activity has dangerously destabilized marine environments in the region. The rapid increase in fishing, bottom-trawling, nutrient runoff, the introduction of invasive species, and warming water temperatures caused by climate change have radically altered marine animal communities along parts of the Italian peninsula.

"From our research in the northern Adriatic Sea, we can say that species composition in these environments is much simpler than it used to be. In many places today, we're lacking predators, grazers and organisms that live on top of the sediment, while other species, like deposit feeders and animals that live in the sediment, have become more abundant," Zuschin said.

For a more familiar land-based analog, the northern Adriatic has essentially become the marine equivalent of a golf course, with low biodiversity and excess nutrients. Zuschin and his colleagues have studied the Adriatic's deterioration for several years by comparing the organisms that currently live there with fossils from those that existed before the arrival of humans in the region.

This type of research, called conservation paleobiology, allows scientists to measure declines in biodiversity and make informed recommendations on how to restore natural areas.




The authors of the current study had the rare opportunity to go a step further. Instead of looking only at declines in the number of individuals and species, they could determine whether the interactions between species were affected as well. This task is virtually impossible with most types of fossils. Physical damage, like bite marks, can be used to study ancient scuffles between predator and prey, but paleontologists seldom find such fossils, and when they do, it can be extraordinarily difficult to determine the type of animal that inflicted the wound.

Seafloor environments are one of the only exceptions to this rule. For as long as there have been marine invertebrates that produce protective outer shells, there have been predators with the ability to bore through them. A variety of marine snails, worms and even octopi have evolved structures to grind and pulverize shells.

"Some snails have specialized organs that secrete acid to soften the calcium carbonate in shells. This makes the drilling process more efficient," said co-author Michal Kowalewski, the Thompson chair of Invertebrate Paleontology at the Florida Museum of Natural History.

The circular holes left behind are a calling card, which scientists use to quantify predation.

The researchers took samples from two regions, one in the northwest Adriatic along the mouth of the Po River and another in the northeast Gulf of Trieste. At each site, they extracted sediment cores from the seafloor using long, cylindrical tubes. Sediment near the top was younger and had settled onto the seafloor more recently than sediment at the bottom of the tube.

Both locations showed the same pattern. The abundance of predators and prey along with the frequency of drill holes remained consistent until the mid-19th century, when all three spiked. Zuschin says this brief window of frenetic activity is a signature from the early days of Italian industrialization.




"A moderate increase in nutrient input is good for the ecosystem," he said.

But this grace period didn't last long. Excess nutrients in the Adriatic fueled the growth of algae, which sank to the seafloor when they died. Bacteria that degraded the dead algae used up much of the dissolved oxygen in the water, which suffocated nearby marine organisms. "It simply became too much, and the whole system crashed," Zuschin said.

These periods of low oxygen, called eutrophication, weren't detrimental to everything, though. They may have been beneficial for the common corbulid clam, Kowalewski said. "They're less vulnerable to lower oxygen levels than some of their competitors, and they can proliferate quickly."

Corbulid clams also don't seem to be a favored food source for drilling predators. Their shells are occasionally found with tell-tale holes in them, but at a lower frequency than other species. With their only limitation being how much they can eat, corbulid clams have thrived in the denuded waters of the northern Adriatic.

And there's another problem lurking on the horizon. Climate change is heating up the Adriatic, which means its water is becoming more stratified. This happens when increasingly warmer water on top mixes less with the colder water below, impeding the flow of oxygen from the surface to lower depths. In areas where eutrophication is already a problem, things are likely going to get worse.

Still, Zuschin says, there's reason to be optimistic. Efforts are underway to reduce the amount of pollution that makes its way into Italy's rivers, and samples from one location in the Po River Delta even show a small uptick in drill-hole frequency. Zuschin also warns that restoration won't be easy and will only get harder the longer it gets put off.

"Environmental degradation is extremely expensive. You cannot even quantify it, because something that is gone that had a tremendous impact on the quality of life cannot be accounted for in terms of money."
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Thinking about the future: Examining the exacerbating and attenuating factors of despair-induced climate burnout | ScienceDaily
As the occurrence of weather extremes continues to escalate, the climate change movement now grapples with a new challenge, 'climate burnout'.


						
The troubling trend of despair and fatigue among those who work for environmental and climate change -- a phenomenon described as 'climate burnout' -- could jeopardise vital commitment to the cause.

New Flinders University research explored the exacerbating and attenuating factors of despair-induced climate burnout to learn how people can overcome despair and maintain motivation to fight climate change.

"Our research highlights the growing issue of climate burnout, where people involved in the climate justice movement experience sheer exhaustion and disengagement due to feelings of despair about the crisis," says lead author, Dr Lucy Bird from the College of Education, Psychology and Social Work.

"We found that people are more likely to experience burnout when they feel despair and exhaustion about tackling climate change.

"But importantly, our findings show that when people contemplated pragmatic steps, such as using their car less and reducing waste, as well as acting collectively to encourage organisations to make changes, they felt markedly less disengaged.

"When people focus on actionable steps and fostering a sense of community and shared purpose, they can combat burnout and continue to make meaningful progress in addressing one of humanity's most defining challenges," she says.




The research involved two studies using over 1,200 participants to examine whether despair about the climate crisis is associated with experiencing burnout.

It also explored whether thinking about a positive future where the climate crisis has been addressed (utopian thinking) or considering the steps necessary to address climate change (pragmatic thinking) could reduce climate burnout.

In some instances, the findings show that simply imagining a climate utopia could reduce peoples' urge to disengage from the climate movement.

"Given the urgent need to address the climate crisis, it is important to protect people from experiencing despair induced burnout and disengaging from the climate movement," says Dr Bird.

"This approach aligns with evolving strategies within the climate advocacy community, focusing on actionable solutions rather than overwhelming sentiments of despair.

"As communities around the globe strive for impactful climate policies and initiatives, it is imperative that they foster an environment that encourages sustained engagement and mutual support."

She says that future research needs to consider different interventions to reduce peoples' exhaustion and fatigue regarding climate change as this was not always reduced by engaging in pragmatism and utopian thinking.

Dr Bird sums up her research by referencing street artist Banksy's mural near London's Hyde Park in support of Extinction Rebellion protests in 2019, "From this moment despair ends and tactics begin."
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Citizen scientists help discover microplastics along the entire German coastline | ScienceDaily
The global production of plastics and the resulting plastic waste has increased to such an extent that plastics have become ubiquitous in our environment. Plastics of various sizes are also found along the German North Sea and Baltic coasts. Previous studies of microplastic pollution on German beaches have often been limited to a few locations. In the citizen science project "Microplastic Detectives," researchers from the Alfred Wegener Institute, together with citizens, have now collected samples from beaches along the entire German coast to be analyzed for microplastics. The resulting dataset is the first to be large enough to make reliable estimates of the state of pollution along the entire German coastline. The team is publishing its findings in the journal Frontiers in Environmental Science.


						
Global plastics production could almost triple by 2060, according to estimates by the Organisation for Economic Co-operation and Development (OECD). This leads to more plastic waste and a build-up of plastic in water bodies, where it breaks down into microplastics -- particles smaller than or equal to five millimeters. "This irreversible plastic pollution is affecting species, populations and ecosystems, including along the German coast," says Dr Bruno Walther, formerly of the Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research (AWI), now at Heinrich Heine University Dusseldorf and lead author of the recently published study. The extent to which our beaches in the North Sea and Baltic Sea are polluted has so far only been assessed for individual areas or locations, but not for the entire German coast. "This is why we launched the citizen research project 'Microplastic Detectives' to collect comparable data on the large-scale distribution of microplastic pollution along the German coastline."

With the help of citizen scientists, the research team was able to collect a total of 2.2 tons of sand from 71 locations along the German coast, covering a total area of 68.36 square meters. "We have combined a total of 1139 comparable samples into one large dataset. That's more geographic coverage than we've ever had before," says co-author and AWI biologist Dr Melanie Bergmann. The samples were then dried at the AWI, sieved and analyzed under a microscope for plastic particles as small as one millimeter in size. "In this study, we deliberately focused on large microplastics in order to rule out airborne contamination with small microplastic particles and to simplify sampling for the citizen scientists."

The results were surprising: "Although we found plastic on 52 out of 71 beaches, the amount of large microplastics in the North Sea and Baltic Seas was lower than in other studies," explains Bruno Walther. "If we had also analyzed smaller microplastic particles, we would certainly have found much higher concentrations," adds Melanie Bergmann. In previous AWI studies in the North Sea and the Arctic, microplastics smaller than one millimeter accounted for over 90 per cent of the microplastics found in sediments. "We also randomly selected sampling sites on the beach, rather than focusing on accumulation areas such as drift lines." This may also explain differences.

Of the 1139 samples analyzed, 177 contained a total of 260 plastic particles. This is an average of about four plastic particles per square meter. On a ten-hectare beach, that would be 400,000 plastic particles. However, the analysis also shows that microplastic pollution varies greatly from place to place.

How effective are policies, and where do policies need to be re-adjusted?

"Our study is the first to provide comparable data on the large-scale distribution of plastic pollution along the entire German coast using standardized methods," emphasizes Melanie Bergmann. This is necessary, for instance, to be able to map the status quo against the success of future policies to limit plastic pollution. For example, monitoring results suggest that legislative changes may have led to fewer plastic bags being found on the seafloor in north-west Europe over the past 25 years. "But we need stronger, science-based policies that set binding rules on how we avoid, reduce and recycle plastics." This would include measures to limit the production and use of plastics to essential applications, to ban hazardous ingredients, to increase degradability in nature and thereby enable the circular use of fewer resources.

"Microplastic Detectives" also shows that monitoring programs that involve citizens to collect comprehensive and timely data collection are successful. Interest in supporting science to tackle plastic pollution is huge: "We were surprised by the number of citizen scientists who enthusiastically spent several hours on the beach, diligently collecting, packing and sending samples. We would like to express our heartfelt thanks for this," says Bruno Walther. "The ideal outcome of our project would be, to use it as a blueprint for long-term and even more intensive monitoring of microplastics pollution on German beaches," adds Melanie Bergmann. "This is the only way we can review and adapt the measures we urgently need to turn the tide on plastics and their negative impacts on our coastal environment, tourism and human health." The "Microplastic Detectives" project has now come to an end. However, citizens can still get involved in campaigns such as the Plastic Pirates citizen science project, which has school children collecting data on plastic pollution on coasts and rivers.
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Night-time noise linked to restless nights for airport neighbors, study finds | ScienceDaily
Noise from aircraft at night is linked with disturbed sleep quality and sleep-wake cycle, a new study using movement trackers has shown.


						
Environmental health experts at the University of Leicester combined measurements from activity monitors and self-reported sleep information for the first time to put together a more detailed picture of how aircraft noise impacts sleep, in the largest such study to date.

The results, published in Environmental Health Perspectives, show that people exposed to higher levels of night-time aircraft noise experienced more restlessness during sleep and disruption in daily sleep rhythm, even if they had a full night's sleep.

The team was led from the University of Leicester's Centre for Environmental Health and Sustainability and involved University Hospitals of Leicester NHS Trust, University College London, Imperial College London and City St George's, University of London. They used the UK Biobank cohort study, a large UK study originally set up to examine links between genes and disease, to identify and analyse data from over 80,000 people living near four major airports (London Heathrow, London Gatwick, Manchester and Birmingham) in England. Recruitment into the study was independent of airports or interest in aircraft noise, so the study is unlikely to reflect those with pre-existing concerns about aircraft noise.

To measure sleep, the researchers used wearable devices (similar in size to a watch) that tracked movement during sleep, a method called actimetry. Actimetry data were collected for approximately 20% of the participants between 2013 and 2015. Alongside this, they used responses to questionnaires collected between 2006 and 2013, in which people reported on their sleep quality, how long they slept, and whether they took daytime naps.

Lead author Xiangpu Gong, postdoctoral researcher at the University of Leicester, said: "We used information from both wearable devices that track movement during sleep and self-reported questionnaires to get a more comprehensive picture of sleep. The wearable devices provided objective data about how restful sleep was and the patterns of sleep, while questionnaires helped us understand how people felt about their sleep."

The aircraft noise each person was exposed to was estimated using noise maps created by the UK Civil Aviation Authority. The maps showed how loud the aircraft noise was (in decibels dB) in 2011 in areas around the airports and this was matched to where the participants lived. The sleep of those exposed to higher noise levels, defined as a night-time average of 55 dB or more, was compared with those exposed to less than 45 dB. The analyses took into account other factors that may affect sleep such as age, sex, ethnicity, income, physical activity, and environmental conditions.




Higher levels of night-time aircraft noise (55 dB or more) were associated with increased movement during sleep, which is a sign of sleep disruption. Participants exposed to high levels of noise also showed disrupted sleep-wake cycles, meaning their daily sleep rhythm was less regular. This is despite the fact that the total time they spent in bed was not much different.

Xiangpu added: "Our study suggests that night-time aircraft noise was associated with more restless sleep and disrupted sleep-wake cycles, suggestive of a link between night-time aircraft noise exposure and sleep disturbance. Poorer sleep patterns, as measured by actimetry, have been associated with higher risk of mental health problems, conditions like diabetes and obesity and with mortality risk.

"The key message for the public is that higher night-time aircraft noise was linked with disturbed sleep quality, even if people didn't realise it. Sleep disturbance could have long-term effects on health, so it's important for policies to address and reduce noise pollution from airplanes."

Anna Hansell, Professor of Environmental Epidemiology at the University of Leicester, led the study. Professor Hansell, who is funded by the National Institute for Health and Social Care (NIHR) Leicester Biomedical Research Centre (BRC), said: "This study is different because it is one of the largest on this topic and combined sleep data from wearable devices with self-reported sleep information. Most previous studies have relied on people's self-reports about their sleep, which can sometimes be inaccurate due to poor recall. In contrast, actimetry, which uses devices to track sleep, doesn't require people to remember how they slept, hence providing a more objective measure of sleep.

"Interestingly, while we found evidence that night-time aircraft noise was linked to poorer sleep (more movement and disrupted sleep-wake cycles) as measured by actimetric devices, the length of time people slept did not appear to be affected.

"It is of concern that current pressure on airports to increase night flights could result in more night-time aircraft noise from airplanes, with potential impacts on sleep disturbance and ultimately on health."

Associations between aircraft noise, sleep and sleep-wake cycle: actimetric data from the UK Biobank cohort near four major airports is published in Environmental Health Perspectives.
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Ancient reef-builders dodged extinction -- at least temporarily | ScienceDaily
Will modern coral reefs go extinct? The answer is uncertain, but some of their ancient counterparts managed to dodge a bullet -- for a while, at least.


						
Scientists from Osaka Metropolitan University have discovered that ancient reef-building organisms called stromatoporoids survived the Late Devonian mass extinction event and continued to thrive as major reef-builders long after their presumed extinction. These findings shed light on how life on Earth has responded to past environmental changes, offering valuable insights into the resilience and adaptability of marine ecosystems.

Corals are the most well-known reef-builders today, but reefs have been built by a variety of organisms throughout Earth history. One such group was the stromatoporoids, sponge-like organisms that played a major role in reef-building during the Paleozoic, particularly in the Silurian and Devonian periods (roughly 444 to 359 million years ago).

"Stromatoporoids were thought to have vanished as reef-builders after the Late Devonian extinction," said Yoichi Ezaki, a professor at Osaka Metropolitan University's Graduate School of Science and lead author of the study.

The Late Devonian extinction was one of five mass extinction events in Earth history. It significantly affected marine life, causing a decline in the diversity of reef-building organisms. During the Carboniferous (roughly 359 to 299 million years ago), which followed this devastating event, no stromatoporoid reef was known to exist...until now.

Scrutinizing fossils from Carboniferous rocks found in the Akiyoshi Limestone Group of southwest Japan, the research team discovered laminated skeletons with laminae, or layered, and pillar-like structures -- typical features of stromatoporoids.

"Contrary to previous beliefs, our findings in Japan show stromatoporoids not only survived but continued to be instrumental in reef construction during the Carboniferous," said Ezaki. "We feel sure this discovery will rewrite the content of textbooks."

The Akiyoshi Limestone formed on a seamount in the Panthalassa Ocean through the Mississippian (early Carboniferous) to middle Permian periods. Stromatoporoids, alongside the organism Chaetetes, thrived on the warm shallow-water seamounts of the Panthalassa Ocean, benefiting from conditions such as enhanced ocean circulation, upwelling, and nutrient supply, culminating in elevated carbonate saturation due to ongoing global glaciation.




This suggests that isolated and unique oceanic environments like Akiyoshi may have allowed the survival of these resilient organisms.

"The isolated Akiyoshi seamount might have harbored a unique biological community, potentially forming a 'Carboniferous Galapagos' that offers a glimpse into the complex dynamics of ancient marine ecosystems," said Ezaki.

Intensified global cooling and exposure above sea level eventually took their toll on the stromatoporoids. Still, the continued presence of these reef-building organisms in the late Carboniferous suggests that they adapted to new ecological niches in response to the changing climate.

The study's findings highlight the potential resilience of certain reef-building organisms in distinctive environments, providing valuable lessons for today's conservation efforts.

"Understanding how stromatoporoids and other organisms adapted to survive past climatic and environmental upheavals offers crucial insights into how modern reef ecosystems might handle current and future climate changes," said Ezaki.
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Campylobacter jejuni-specific antibody gives hope to vaccine development | ScienceDaily
Bacterial infections resulting in enteritis, sometimes extra-intestinal infections such as sepsis, continue to be a global health concern. A leading cause of diarrheal and extra-intestinal infectious mortality among children under 5 and elderly persons is infection with Campylobacter bacteria, against which there is no effective vaccine or medication. An Osaka Metropolitan University-led team has recently uncovered what could be an important step toward preventing, diagnosing, and treating a species of Campylobacter bacteria.


						
Researchers including Professor Shinji Yamasaki and Associate Professor Noritoshi Hatanaka of the Graduate School of Veterinary Science and the Osaka International Research Center for Infectious Diseases at OMU focused on Campylobacter jejuni, the species of the bacteria that commonly causes gastroenteritis and sometimes extra-intestinal infections. Together they developed an antibody that can identify C. jejuni and inhibit the bacteria's growth.

This monoclonal antibody reacts to a multiprotein complex known as QcrC, the expression of which is essential for the pathogenicity of C. jejuni. The QcrC molecule was found in multiple C. jejuni strains, lending high reliability to the antibody's use in identifying the species. This molecule is also involved in energy production for C. jejuni, and the antibody acts to suppress this function, slowing the bacteria's growth and decreasing pathogenicity.

"Our findings can lead to the development of preventive approaches so that Campylobacter infections do not become more severe, while also formulating a simple way to detect C. jejuni," Associate Professor Hatanaka stated.

"The development of a simple detection system," Professor Yamasaki explained, "will be useful for the rapid identification of contaminated food, which will be beneficial for the control of C. jejuni infections and food poisoning, along with vaccine development."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240925123618.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



A viral close-up of HTLV-1 | ScienceDaily
Almost everyone knows about HIV. Fewer people know about its relative, HTLV-1. However, HTLV-1 can cause serious illnesses, including cancer. To develop ways to combat this virus, understanding its structure is essential. Martin Obr and Florian Schur from the Institute of Science and Technology Austria (ISTA) and US colleagues now show the virus in close-up in a new paper, published in Nature Structural & Molecular Biology.


						
Martin Obr is on edge, anxiously waiting for his train to the airport. A storm called "Sabine" is brewing, shutting down all public transport. He catches his flight from Frankfurt to Vienna just in time.

Obr spent the last days in Germany meticulously analyzing what he calls the "perfect sample." This sample helped him and Florian Schur from the Institute of Science and Technology Austria (ISTA) decode the structure of a virus called HTLV-1 (Human T-cell Leukemia Virus Type 1).

In collaboration with the University of Minnesota and Cornell University, the scientists provide new details into the virus' architecture using Cryo-Electron Tomography (Cryo-ET) -- a method to analyze the structures of biomolecules in high resolution. Their results were published in Nature Structural & Molecular Biology.

The cousin of HIV

Obr and Schur first crossed paths while working on HIV-1 (Human Immunodeficiency Virus Type 1), aiming to better understand its structure. Obr then joined Schur's research group at ISTA as a postdoc. They shifted their focus to HTLV-1 -- a lesser-known virus from the same retrovirus family as HIV-1 -- due to a limited understanding of its architecture. "HTLV-1 is somewhat the overlooked cousin of HIV," says Schur. "It has a lower prevalence than HIV-1, yet there are many cases around the world."

According to the World Health Organization, between 5 and 10 million people are currently living with HTLV-1. While most of the infections remain asymptomatic, roughly 5% lead to aggressive diseases like adult T-cell leukemia/lymphoma -- a form of cancer with a prognosis of less than a year.




"As a human pathogen causing severe diseases, HTLV-1 should be at the forefront of our research to address the questions about its functions and structure," adds Obr.

The viral lattice

The scientists were particularly interested in the virus particle's structure -- information that remained elusive until now. "When a virus gets produced, it generates a particle. This particle, however, is not yet infectious. The immature virus particle must undergo a maturation process to become infectious," explains Schur. The HTLV-1 particle is shaped by a lattice of proteins (building blocks) arranged into a spherical shell. This shell serves a critical function: it protects the viral genetic material until the host cell is infected. But what does this lattice look like in detail, what are its key components, and does it vary from other viruses? "We were expecting a difference from other viruses, but the extent of it completely blew us away," says Obr.

A unique virus

The scientists' analysis revealed that the lattice of immature HTLV-1 is remarkably distinct from other retroviruses. Its building blocks are put together in a unique fashion, and as a result, its overall architecture looks different. Additionally, the 'glue' that holds the construct together also differs. In most retroviruses, the lattice consists of a top and a bottom layer; typically, the bottom layer acts as the glue, maintaining structural integrity, while the top layer defines the shape. "In HTLV, it's the other way around. The bottom layer is basically just hanging by a thread," says Schur. Naturally, the question of why HTLV-1 has such a different lattice architecture arises. A possible explanation might be that HTLV-1 has a unique way of transmission. HTLV-1 prefers to have one infected cell next to an uninfected one to spread with direct contact. HIV-1, on the other hand, uses cell-free transmission. It produces particles that can travel anywhere in the bloodstream. "From an evolutionary standpoint, it was probably advantageous for HTLV-1 to change its lattice structure for this kind of transmission. Nevertheless, at this point, it is only speculation. It needs to be experimentally verified," Obr continues.

New treatment strategies?

Understanding these structural details is a crucial step forward, as the paper could pave the way for novel treatment approaches to combat HTLV-1 infections. There are different ways to interfere with retrovirus infectivity. For example, one could block the mature virus at the stage of infection. Alternatively, one could target the immature virus and prevent it from maturing and becoming infectious. Since the scientists' study details the architecture of the immature virus, one can now think of strategies for tackling the virus during this stage of its maturation.




"There are types of viral inhibitors that disrupt the assemblies by targeting the building blocks to prevent them from coming together. Others work by destabilizing the lattice," says Schur. "There are many possibilities."

The perfect 'ice cold' sample

Despite their experience analyzing viruses of the same family, such as HIV-1, the team's current research project on HTLV-1 brought its unique challenges. Obr's "perfect sample" was the turning point.

Due to safety reasons, the sample does not contain the actual virus. Instead, the scientists produced viral-like particles in mammalian cell cultures or generated the viral building blocks in bacterial cultures. "When these building blocks are placed in the correct conditions, they self-assemble into structures that resemble the actual immature virus," explains Schur. These non-infectious particles are then rapidly frozen, stored at -196 degC in liquid nitrogen, and eventually imaged using a Cryo-Electron Microscope (Cryo-EM) -- a type of microscope that captures high-resolution images down to a nanometer.

But can we be sure the scientists are looking at the real thing?

A valid concern, as Obr notes, "Our virus-like particles only lack a few enzymes that would help them to mature. There is no reason to think the real immature particle does look different." This careful approach, however, ensures that researchers can study viruses safely while still gaining invaluable insights.
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Air pollution exposure during early life can have lasting effects on the brain's white matter | ScienceDaily

An increasing amount of evidence suggests that air pollution affects neurodevelopment in children. Recent studies using imaging techniques have looked at the impact of air pollutants on the brain's white matter, which plays a crucial role in connecting different brain regions. However, these studies were limited in that they only looked at one timepoint and did not follow the participants throughout childhood.

"Following participants throughout childhood and including two neuroimaging assessments for each child would shed new light on whether the effects of air pollution on white matter persist, attenuate, or worsen," says ISGlobal researcher Monica Guxens. And that is what she and her team did.

The study involved over 4,000 participants who had been followed since birth as part of the Generation R Study in Rotterdam, the Netherlands. The research team estimated the amount of exposure to 14 different air pollutants during pregnancy and childhood, based on where the families lived. For 1,314 children, the researchers were able to use data from two brain scans -- one performed around 10 years of age and another around 14 years of age -- to examine changes in white matter microstructure.

Some effects persist, some diminish over time

The analysis found that exposure to certain pollutants, like fine particles (PM2.5) and nitrogen oxides (NOx), was linked to differences in the development of white matter in the brain. Specifically, higher exposure to PM2.5 during pregnancy, and higher exposure to PM2.5, PM10, PM2.5-10, and NOx during childhood were associated with lower levels of a measure called fractional anisotropy, which measures how water molecules diffuse within the brain. In more mature brains, water flows more in one direction than in all directions, which gives higher values for this marker. This association persisted throughout adolescence (i.e. it was also observed in the second scan), suggesting a long-term impact of air pollution on brain development. Every increase in exposure level to air pollution corresponded to more than a 5-month delay in the development of fractional anisotropy.

"We think that the lower fractional anisotropy is likely the result of changes in myelin, the protective sheath that forms around the nerves, rather than in the structure or packaging of the nerve fibers" says Michelle Kusters, ISGlobal researcher and first author of the study. How air pollutants affect myelin is not fully understood, but could be linked to the entrance of small particles directly to the brain or to inflammatory mediators produced by the body when the particles enter the lungs. Together, this would lead to neuroinflammation, oxidative stress, and eventually neuronal death, as documented in animal studies.




The study also found that some pollutants were linked to changes in another measure of white matter, called mean diffusivity, which reflects the integrity of white matter, and which tends to decrease as the brain matures. Higher exposure to pollutants like silicon in fine particles (PM2.5) during pregnancy was associated with initially higher mean diffusivity, which then decreased more rapidly as the children grew older. This indicates that some effects of air pollution may diminish over time.

Policy implications

Overall, the study suggests that air pollution exposure, both during pregnancy and early childhood, can have lasting effects on the brain's white matter. "Even if the size of the effects were small, this can have a meaningful impact on a population scale," says Guxens.

Importantly, these findings were present in children exposed to PM2.5 and PM10 concentrations above the currently recommended maximum values by the WHO but below those currently recommended by the European Union. "Our study provides support to the need for more stringent European guidelines on air pollution, which are expected to be approved soon by the European Parliament," adds Guxens.

In a previous study, Guxens and her team showed that white matter microstructure can also be affected by early exposure to heat and cold, especially in children living in poorer neighbourhoods.
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Soil and water pollution: An invisible threat to cardiovascular health | ScienceDaily
Pesticides, heavy metals, micro- and nanoplastics in the soil and environmentally harmful chemicals can have a detrimental effect on the cardiovascular system, according to a review paper published today in Nature Reviews Cardiology. The article provides an overview of the effects of soil and water pollution on human health and pathology and discusses the prevalence of soil and water pollutants and how they negatively affect health, particularly the risk of cardiovascular disease.


						
The key points of this publication are:
    	Illnesses related to chemical pollution of the soil, water, and air are responsible for an estimated 9 million premature deaths annually, which equates to 16% of all global deaths; half of these deaths are of cardiovascular origin.
    	Degradation of the soil threatens the health of at least 3.2 billion people (40% of the global population). In contrast, more than two billion people (25% of the global population) live in countries that are particularly affected by water pollution.
    	Eco-disruptive causes of soil and water pollution include deforestation, climate change, airborne dust, over-fertilization, and unhealthy city designs.
    	Pollution by heavy metals, pesticides, and micro- and nanoplastics cause cardiovascular damage, by inducing oxidative stress, inflammation, and impairing circadian rhythms.
    	Exposure to chemicals (such as heavy metals, solvents, dioxins, and pesticides) at workplaces, through consumer products or indirectly via environmental contamination contributes to endothelial dysfunction and cardiovascular disease.

"Soil contamination is a much less visible danger to human health than dirty air," comment the two main authors of the study, Prof. Dr. Thomas Munzel, Senior Professor, and Prof. Dr. Andreas Daiber, Head of the Molecular Cardiology Research Group at the Department of Cardiology at University Medical Mainz. "But the evidence is mounting that pollutants in the soil as well as in water may damage cardiovascular health through some central mechanisms that have been identified to play a key role in the atherosclerotic process such as inflammation of the vasculature, increased oxidative stress, but also the disruption of the body's natural clock causing vascular (endothelial) dysfunction that may lead to the initiation or progression of atherosclerotic disease." An important reason for writing this review article was therefore to strongly encourage cardiologists to consider environmental factors that could influence their patients' risk," adds Thomas Munzel.

The potential hazards of contaminated airborne dust are also becoming increasingly important -- commonly known as Sahara or desert dust, for example. Around 770,000 cardiovascular deaths per year can be attributed to dust pollution. "Unfortunately, climate models predict that this airborne dust will increase significantly and that air quality will deteriorate as the planet warms," comments Prof. Dr. Jos Lelieveld from the Max Planck Institute for Chemistry.

Controlling soil and water pollution is crucial to reducing cardiovascular risk, according to the authors. Key strategies include reducing exposure to harmful chemicals through improved water filtration, air quality management, and adherence to good agricultural practices. Efforts such as the European Commission's zero-pollution vision for 2050 aim to significantly reduce pollution levels, contribute to healthier ecosystems and reduce the burden of cardiovascular disease.

Promoting sustainable urban design, reducing the use of harmful pesticides, and improving environmental regulations worldwide are also essential to tackle the causes of soil and water pollution. These measures protect ecosystems and public health, particularly by reducing the incidence of cardiovascular disease caused by pollution.

The international research team includes authors from the following institutions: Department of Cardiology, University Medical Center Mainz (Thomas Munzel, Omar Hahad and Andreas Daiber), Max Planck Institute for Chemistry, Mainz, Germany (Jos Lelieveld), Department of Molecular Pharmacology, Albert Einstein College of Medicine, Bronx, NY, USA (Michael Aschner), Center for Research in Environmental Epidemiology (CREAL), Barcelona, Spain (Mark Nieuwenhuijsen) and Global Observatory on Planetary Health, Boston College, Boston, MA, USA (Philip Landrigan).
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Brain development: extracellular vesicles facilitate cellular communication | ScienceDaily
Extracellular vesicles (EVs) are tiny bubbles released by cells, acting as cargo vessels through which cells exchange signals and thus communicate. A paper recently published in the journal Cell Reports has demonstrated that this form of cellular exchange also plays a key role in the development of the brain. "Our findings underscore the central role of EVs in intercellular signaling during brain development, highlighting their potential as mediators of complex cellular interactions and as targets for future therapeutic strategies," says lead investigator Dr. Silvia Cappello, research group leader at LMU's Biomedical Center and member of the SyNergy Cluster of Excellence.


						
The team investigated extracellular vesicles in various model systems, including neural progenitor cells, neurons, astrocytes, brain organoids, and patterned spheroids, each derived from pluripotent stem cells. In this way, the researchers obtained various new insights into how the little transport bubbles influence brain development.

Specific communication and dynamic protein composition 

A key finding of the study is that extracellular vesicles facilitate specialized communication between different cell types. "We demonstrated that recipient cells take up cargo from different donor cells, for which they have unique patterns of uptake," explains Cappello. This highlights the specificity of EV-mediated communication.

The researchers also discovered that the protein composition in the vesicles changes during brain development and varies among different cell populations and brain regions. "This variability suggests a tightly regulated biogenesis of the EVs that is critical for their cell type-specific functions," says Cappello.

Transport to cell nucleus

Using high-resolution live imaging techniques, the team was also able to show that extracellular vesicles enter the nucleus of neural progenitor cells during cell division. "This finding is particularly exciting, as it indicates that EVs influence crucial cellular processes not only in the cytoplasm, but also at the nuclear level." As the study found, the transported cargo includes proteins, but also transcription factors, such as YAP1, that are directly transferred to recipient cells and induce rapid transcriptional changes. A particularly interesting example is the transcription factor YAP1, which is directly transported to the nucleus of recipient cells, where it induces transcriptional changes. "This ability of extracellular vesicles to transport specific molecular signals to the cell nucleus opens up new perspectives for our understanding of complex cellular interactions in the brain," says Cappello.

According to the authors, these findings underscore the central role of EVs in brain development and could pave the way for new therapeutic approaches for the treatment of neurological diseases in the long term.
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Major boost in carbon capture and storage essential to reach 2degC climate target | ScienceDaily
Large expansion of carbon capture and storage is necessary to fulfill the Paris Climate Agreement. Yet a new study led by Chalmers University of Technology, in Sweden and University of Bergen, in Norway, shows that without major efforts, the technology will not expand fast enough to meet the 2degC target and even with major efforts it is unlikely to expand fast enough for the 1.5degC target.


						
The idea behind carbon capture and storage (CCS) technology is to capture carbon dioxide then store it deep underground. Some applications of CCS, such as bioenergy with CCS (BECCS) and direct air capture and storage (DACCS) actually lead to negative emissions, essentially "reversing" emissions from burning fossil fuels. CCS technologies play an important role in many climate mitigation strategies including net-zero targets. However, the current use is negligible.

"CCS is an important technology for achieving negative emissions and also essential for reducing carbon emissions from some of the most carbon-intensive industries. Yet our results show that major efforts are needed to bridge the gap between the demonstration projects in place today and the massive deployment we need to mitigate climate change," says Jessica Jewell, Associate Professor at Chalmers University of Technology in Sweden

A new study titled, 'Feasible deployment of carbon capture and storage and the requirements of climate targets',conducted a thorough analysis of past and future growth of CCS to forecast whether it can expand fast enough for the Paris Climate Agreement. The study found that over the 21st century, no more than 600 Gigatons (Gt) of carbon dioxide can be sequestered with CCS.

"Our analysis shows that we are unlikely to capture and store more than 600 Gt over the 21st century. This contrasts with many climate mitigation pathways from the Intergovernmental Panel on Climate Change (IPCC) which in some cases require upwards of 1000 Gt of CO2 captured and stored by the end of the century. While this looks at the overall amount, it's also important to understand when the technology can start operating at a large scale because the later we start using CCS the lower the chances are of keeping temperature rise at 1.5degC or 2degC. This is why most of our research focused on how fast CCS can expand," says Tsimafei Kazlou, PhD candidate at University of Bergen, Norway, and first author of the study.

Decrease in CCS failure rate required 

The study highlights the need to expand the number of CCS projects that realise this technology and cut failure rates to ensure the technology "takes-off" in this decade. Today, the development of CCS is driven by policies like the EU Net-Zero Industry Act and the Inflation Reduction Act in the US. In fact, if all of today's plans are realised, by 2030, CCS capacity would be eight times what it is today.




"Even though there are ambitious plans for CCS, there are big doubts about whether these are feasible. About 15 years ago, during another wave of interest in CCS, planned projects failed at a rate of almost 90 percent. If historic failure rates continue, capacity in 2030 will be at most twice what it is today which would be insufficient for climate targets," says Tsimafei Kazlou.

A promising technology with barriers to overcome 

Like most technologies, CCS grows non-linearly and there are examples of other technologies to learn from. Even if CCS "takes-off" by 2030, the challenges won't stop. In the following decade it would need to grow as fast as wind power did in the early 2000's to keep up with carbon dioxide reductions required for limiting the global temperature rise to 2degC by 2100. Then starting in the 2040s, CCS needs to match the peak growth that nuclear energy experienced in the 1970s and 1980s.

"The good news is that if CCS can grow as fast as other low-carbon technologies have, the 2degC target would be within reach (on tiptoes). The bad news, 1.5degC would likely still be out of reach," says Jessica Jewell.

The authors say their analysis underlines the need for strong policy support for CCS combined with a rapid expansion of other decarbonisation technologies for climate targets.

"Rapid deployment of CCS needs strong support schemes to make CCS projects financially viable. At the same time, our results show that since we can only count on CCS to deliver 600 Gt of CO2 captured and stored over the 21st century, other low-carbon technologies like solar and wind power need to expand even faster," says Aleh Cherp, Professor at Central European University in Austria.
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'Invisible forest' of algae thrives as ocean warms | ScienceDaily
An "invisible forest" of phytoplankton is thriving in part of our warming ocean, new research shows.


						
Phytoplankton are tiny drifting organisms that do about half of the planet's "primary production" (forming living cells by photosynthesis).

The new study, by the University of Exeter, examined phytoplankton at the ocean surface and the "subsurface" -- a distinct layer of water beneath -- to see how climate variability is affecting them.

Published in the journal Nature Climate Change, the findings show these two communities are reacting differently.

Over the last decade, the total "biomass" (living material) of subsurface phytoplankton has increased in response to warming.

Meanwhile, surface phytoplankton now has less chlorophyll -- making it less green -- but in fact total biomass has remained stable.

Based on 33 years of data from the Bermuda Atlantic Time-series Study (BATS) in the Sargasso Sea, the findings also suggest the depth of the "surface mixed-layer" (region of turbulence at the surface of the ocean) has shallowed as the ocean rapidly warmed in the last decade.




"It's important to understand these trends because phytoplankton are the foundation of the marine food web, and play a key role in removing carbon dioxide from the atmosphere," said Dr Johannes Viljoen, from the Department of Earth and Environmental Science at Exeter's Penryn Campus in Cornwall.

"Our findings reveal that deep-living phytoplankton, which thrive in low-light conditions, respond differently to ocean warming and climate variability compared to surface phytoplankton.

"We typically rely on satellite observations to monitor phytoplankton, but the subsurface is hidden from satellite view.

"Our study highlights the limitations of satellite observations, and underscores the urgent need for improved global monitoring of phytoplankton below what satellites can see."

Co-author Dr Bob Brewin added: "Changes at the base of the food web can have cascading effects on marine life, from tiny zooplankton to large fish and marine mammals.

"So the future of phytoplankton will have major implications for biodiversity, as well as climate change."

Dr Viljoen added: "Continued monitoring of these deep-living phytoplankton will help scientists better understand ongoing changes in the ocean that might otherwise go unnoticed."

The research of Dr Viljoen and co-authors Dr Brewin and Dr Xuerong Sun, all from the Centre for Geography and Environmental Science, is supported by a UKRI Future Leader Fellowship awarded to Dr Brewin.
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Replacing hype about artificial intelligence with accurate measurements of success | ScienceDaily
The hype surrounding machine learning, a form of artificial intelligence, can make it seem like it is only a matter of time before such techniques are used to solve all scientific problems. While impressive claims are often made, those claims do not always hold up under scrutiny. Machine learning may be useful for solving some problems but falls short for others.


						
In a new paper in Nature Machine Intelligence, researchers at the U.S. Department of Energy's Princeton Plasma Physics Laboratory (PPPL) and Princeton University performed a systematic review of research comparing machine learning to traditional methods for solving fluid-related partial differential equations (PDEs). Such equations are important in many scientific fields, including the plasma research that supports the development of fusion power for the electricity grid.

The researchers found that comparisons between machine learning methods for solving fluid-related PDEs and traditional methods are often biased in favor of machine learning methods. They also found that negative results were consistently underreported. They suggest rules for performing fair comparisons but argue that cultural changes are also needed to fix what appear to be systemic problems.

"Our research suggests that, though machine learning has great potential, the present literature paints an overly optimistic picture of how machine learning works to solve these particular types of equations," said Ammar Hakim, PPPL's deputy head of computational science and the principal investigator on the research.

Comparing results to weak baselines

PDEs are ubiquitous in physics and are particularly useful for explaining natural phenomena, such as heat, fluid flow and waves. For example, these kinds of equations can be used to figure out the temperatures along the length of a spoon placed in hot soup. Knowing the initial temperature of the soup and the spoon, as well as the type of metal in the spoon, a PDE could be used to determine the temperature at any point along the utensil at a given time after it was placed in the soup. Such equations are used in plasma physics, as many of the equations that govern plasmas are mathematically similar to those of fluids.

Scientists and engineers have developed various mathematical approaches to solving PDEs. One approach is known as numerical methods because it solves problems numerically, rather than analytically or symbolically, to find approximate solutions to problems that are difficult or impossible to solve exactly. Recently, researchers have explored whether machine learning can be used to solve these PDEs. The goal is to solve problems faster than they could with other methods.




The systematic review found that in most journal articles, machine learning hasn't been as successful as advertised. "Our research indicates that there might be some cases where machine learning can be slightly faster for solving fluid-related PDEs, but in most cases, numerical methods are faster," said Nick McGreivy. McGreivy is the lead author of the paper and recently completed his doctorate at the Princeton Program in Plasma Physics.

Numerical methods have a fundamental trade-off between accuracy and runtime. "If you spend more time to solve the problem, you'll get a more accurate answer," McGreivy said. "Many papers didn't take that into account in their comparisons."

Furthermore, there can be a dramatic difference in speed between numerical methods. In order to be useful, machine learning methods need to outperform the best numerical methods, McGreivy said. Yet his research found that comparisons were often being made to numerical methods that were much slower than the fastest methods.

Two rules for making fair comparisons

Consequently, the paper proposes two rules to try to overcome these problems. The first rule is to only compare machine learning methods against numerical methods of either equal accuracy or equal runtime. The second is to compare machine learning methods to an efficient numerical method.

Of 82 journal articles studied, 76 claimed the machine learning method outperformed when compared to a numerical method. The researchers found that 79% of those articles touting a machine learning method as superior actually had a weak baseline, breaking at least one of those rules. Four of the journal articles claimed to underperform when compared to a numerical method, and two articles claimed to have similar or varied performance.




"Very few articles reported worse performance with machine learning, not because machine learning almost always does better, but because researchers almost never publish articles where machine learning does worse," McGreivy said.

McGreivy thinks low-bar comparisons are often driven by perverse incentives in academic publishing. "In order to get a paper accepted, it helps to have some impressive results. This incentivizes you to make your machine learning model work as well as possible, which is good. However, you can also get impressive results if the baseline method you're comparing to doesn't work very well. As a result, you aren't incentivized to improve your baseline, which is bad," he said. The net result is that researchers end up working hard on their models but not on finding the best possible numerical method as a baseline for comparison.

The researchers also found evidence of reporting biases, including publication bias and outcome reporting bias. Publication bias occurs when a researcher chooses not to publish their results after realizing that their machine learning model doesn't perform better than a numerical method, while outcome reporting bias can involve discarding negative results from the analyses or using nonstandard measures of success that make machine learning models appear more successful. Collectively, reporting biases tend to suppress negative results and create an overall impression that machine learning is better at solving fluid-related PDEs than it is.

"There's a lot of hype in the field. Hopefully, our work lays guidelines for principled approaches to use machine learning to improve the state of art," Hakim said.

To overcome these systemic, cultural issues, Hakim argues that agencies funding research and large conferences should adopt policies to prevent the use of weak baselines or require a more detailed description of the baseline used and the reasons it was selected. "They need to encourage their researchers to be skeptical of their own results," Hakim said. "If I find results that seem too good to be true, they probably are."

This work was completed with funding from DOE grants DE-AC02-09CH11466 and DE-AC02-09CH11466.
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Researchers harness AI to repurpose existing drugs for treatment of rare diseases | ScienceDaily
There are more than 7,000 rare and undiagnosed diseases globally.


						
Although each condition occurs in a small number of individuals, collectively these diseases exert a staggering human and economic toll because they affect some 300 million people worldwide.

Yet, with a mere 5 to 7 percent of these conditions having an FDA-approved drug, they remain largely untreated or undertreated.

Developing new medicines represents a daunting challenge, but a new artificial intelligence tool can propel the discovery of new therapies from existing medicines, offering hope for patients with rare and neglected conditions and for the clinicians who treat them.

The AI model, called TxGNN, is the first one developed specifically to identify drug candidates for rare diseases and conditions with no treatments.

It identified drug candidates from existing medicines for more than 17,000 diseases, many of them without any existing treatments. This represents the largest number of diseases that any single AI model can handle to date. The researchers note that the model could be applied to even more diseases beyond the 17,000 it worked on in the initial experiments.

The work, described Sept. 25 in Nature Medicine, was led by scientists at Harvard Medical School. The researchers have made the tool available for free and want to encourage clinician-scientists to use it in their search for new therapies, especially for conditions with no or with limited treatment options.




"With this tool we aim to identify new therapies across the disease spectrum but when it comes to rare, ultrarare, and neglected conditions, we foresee this model could help close, or at least narrow, a gap that creates serious health disparities," said lead researcher Marinka Zitnik, assistant professor of biomedical informatics in the Blavatnik Institute at HMS.

"This is precisely where we see the promise of AI in reducing the global disease burden, in finding new uses for existing drugs, which is also a faster and more cost-effective way to develop therapies than designing new drugs from scratch," added Zitnik, who is an associate faculty member at the Kempner Institute for the Study of Natural and Artificial Intelligence at Harvard University.

The new tool has two central features -- one that identifies treatment candidates along with possible side effects and another one that explains the rationale for the decision.

In total, the tool identified drug candidates from nearly 8,000 medicines (both FDA-approved medicines and experimental ones now in clinical trials) for 17,080 diseases, including conditions with no available treatments. It also predicted which drugs would have side effects and contraindications for specific conditions -- something that the current drug discovery approach identifies mostly by trial and error during early clinical trials focused on safety.

Compared against the leading AI models for drug repurposing, the new tool was nearly 50 percent better, on average, at identifying drug candidates. It was also 35 percent more accurate in predicting what drugs would have contraindications.

Advantages of using already approved drugs

Repurposing existing drugs is an alluring way to develop new treatments because it relies on medicines that have been studied, have well-understood safety profiles, and have gone through the regulatory approval process.




Most medicines have multiple effects beyond the specific targets they were originally developed and approved for. But many of these effects remain undiscovered and understudied during initial testing, clinical trials, and review, only emerging after years of use by millions of people. Indeed, nearly 30 percent of FDA- approved drugs have acquired at least one additional indication for treatment following initial approval, and many have acquired tens of additional treatment indications over the years.

This approach to drug repurposing is haphazard at best. It relies on patient reports of unexpected beneficial side effects or on physicians' intuition about whether to use a drug for a condition that it was not intended for, a practice known as off-label use.

"We've tended to rely on luck and serendipity rather than on strategy, which limits drug discovery to diseases for which drugs already exist," Zitnik said.

The benefits of drug repurposing extend beyond diseases without treatments, Zitnik noted.

"Even for more common diseases with approved treatments, new drugs could offer alternatives with fewer side effects or replace drugs that are ineffective for certain patients," she said.

What makes the new AI tool better than existing models

Most current AI models used for drug discovery are trained on a single disease or a handful of conditions. Rather than focusing on specific diseases, the new tool was trained in a manner that enables it to use existing data to make new predictions. It does so by identifying shared features across multiple diseases, such as shared genomic aberrations.

For example, the AI model pinpoints shared disease mechanisms based on common genomic underpinnings, which allows it to extrapolate from a well-understood disease with known treatments to a poorly understood one with no treatments.

This capacity, the research team said, brings the AI tool closer to the type of a reasoning a human clinician might use to generate novel ideas if they had access to all the preexisting knowledge and raw data that the AI model does but that the human brain cannot possibly access or store.

The tool was trained on vast amounts of data, including DNA information, cell signaling, levels of gene activity, clinical notes, and more. The researchers tested and refined the model by asking it to perform various tasks. Finally, the tool's performance was validated on 1.2 million patient records and asked to identify drug candidates for various diseases.

The researchers also asked the tool to predict what patient characteristics would render the identified drug candidates contraindicated for certain patient populations.

Another task involved asking the tool to identify existing small molecules that might effectively block the activity of certain proteins implicated in disease-causing pathways and processes.

In a test designed to gauge the model's ability to reason as a human clinician might, the researchers prompted the model to find drugs for three rare conditions it had not seen as part of its training -- a neurodevelopmental disorder, a connective-tissue disease, and a rare genetic condition that causes water imbalance.

The researchers then compared the model's recommendations for drug therapy against current medical knowledge about how the suggested drugs work. In every example, the tool's recommendations aligned with current medical knowledge.

Moreover, the model not only identified medicines for all three diseases but also provided the rationale behind its decision. This explainer feature allows for transparency and can increase physician confidence.

The researchers caution that any therapies identified by the model would require additional evaluation for dosing and timing of delivery. But, they add, with this unprecedented capacity, the new AI model would expedite drug repurposing in a manner not possible until now. The team is already collaborating with several rare disease foundations to help identify possible treatments.
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Combination treatment improves response to immunotherapy for lung cancer | ScienceDaily
Researchers at the Francis Crick Institute, in collaboration with Revolution Medicines, have tested a combination of treatments in mice with lung cancer and shown that these allow immunotherapies to target non-responsive tumours.


						
Their findings show that targeting tumours in different ways simultaneously might increase response to treatments.

In research published today in Nature Communications, the scientists tested a combination of tool compounds in mice with lung cancer. These compounds were used to represent:
    	Targeted drugs which block a cancer-causing protein called KRAS G12C. These have been approved for use in lung cancer, but often fail to benefit patients in the long term because the tumours develop resistance to these medicines over time.
    	Immunotherapy drugs. These are designed to stimulate the immune system to fight the tumour, but only 20% of people with lung cancer respond, as tumours often block immune cells from entering.

The researchers combined a newly identified KRAS G12C inhibitor, with a compound that blocks a protein called SHP2, which inhibits cancer cells and can also activate tumor immunity.

These two inhibitors were combined with an immune checkpoint inhibitor, which blocks proteins that help the cancer cells hide from the immune system.

In mice with functional immune systems, the triplet combination shrank the tumours and, in some mice, fully eradicated them. These mice were also more resistant to the lung cancer coming back after treatment.

The team believe that these targeted compounds provide a window of opportunity where the immune checkpoint inhibitor can kick into gear and allow the body's natural defences to attack the tumour.




Even in mice with 'immune cold' tumours that are normally unresponsive to immunotherapy, the combination allowed tumours to become sensitised to the immune checkpoint inhibitors.

Given the success in studies with mice, an evaluation of the combination could be conducted in people with lung cancer to determine if it has a similar effect. Research will also be needed to understand and counteract potential side effects associated with combining treatments.

Julian Downward, Principal Group Leader of the Oncogene Biology Laboratory at the Crick, and co-senior author with Miriam Molina-Arcas, said: "Blocking genes like KRAS in lung cancer has led to some exciting new developments, but we still see problems with resistance. We've now been able to report partial or complete eradication of tumours in mice by combining KRAS and SHP2 inhibitors with immunotherapy. We also showed that this combination therapy allows 'immune cold' tumours to respond to the body's own defences."

Panos Anastasiou, PhD student in the Oncogene Biology Laboratory at the Crick, and first author, said: "Our work stresses the importance of targeting tumours from all angles, especially ones that don't respond easily to treatment. It will be critical to see if the combination of inhibitors works in the same way in humans."

Panos worked with the Experimental Histopathology, Bioinformatics and Biostatistics, Genomics, Scientific Computing, Flow Cytometry, Cell Services and Biological Resources teams at the Crick. The research was funded by a collaborative research agreement with Revolution Medicines, with additional funding from the European Union and the Wellcome Trust.
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Mapping distant planets: 'Ridges', 'deserts' and 'savannahs' | ScienceDaily
A new 'map' of distant planets has been unveiled by scientists from The University of Warwick, which finds a ridge of planets in deep space, separating a desert of planets from a more populated savannah.


						
Researchers from Warwick and other universities examined Neptunian exoplanets -- these planets share similar characteristics to our own Neptune, but orbit outside of our solar system.

Scientists discovered a new area called the 'Neptunian Ridge' -- in between the 'Neptunian desert' and the 'Neptunian Savannah'.

Planets in the desert are very rare, as intense radiation has eroded their atmospheres to the point of destroying them, turning these planets into bare rocky cores.

The savannah is a region located further away from the intense radiation. In this region, environmental conditions are more favourable and allow planets to maintain their atmospheres for millions of years.

In between these two regions, researchers have discovered a new pile-up called the ridge, where there is a large concentration of planets.

Current evidence suggests that many of the planets in the ridge could have arrived from their birthplace through a mechanism called high-eccentricity tidal migration, which can bring planets closer to their stars at any stage of their life.




In contrast, planets in the savannah could have been brought mainly through another type of migration, called disk-driven migration, which occurs just after planets are formed.

Therefore, these two systems driving the movement of planets are populating the savannah and the desert differently. The few planets in the desert could be rare extreme cases pushing the edges of these broad models.

David Armstrong, Associate Professor of Physics at Warwick, commented: "Our work to observe this new structure in space is highly significant in helping us map the exoplanet landscape.

"As scientists, we're always striving to understand why planets are in the condition they are in, and how they ended up where they are.

"The discovery of the Neptunian ridge helps answer these questions, unveiling part of the geography of exoplanets out there, and is a hugely exciting discovery."
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Twice as many women as men were buried in the megalithic necropolis of Panoria, study finds | ScienceDaily
A multidisciplinary research team led by the Archaeometry research group of the University of Tubingen and the GEA research group of the University of Granada made a surprising discovery in the megalithic necropolis of Panoria (Granada, Spain): twice as many women as men were buried, a bias that is even more pronounced among the juvenile population, where the ratio is 10 females for every male.


						
The necropolis of Panoria is located at the easternmost end of Sierra Harana, in the town of Darro (Granada). It consists of at least 19 graves, 9 of which have been excavated between 2015 and 2019. They are collective burials from which more than 55,000 human skeletal remains were recovered. The dating of these remains shows that the first burials took place 5600 years ago with a discontinuous funerary use until 4100 years ago.

In a recent study published in the journal Scientific Reports, the use of new bioarchaeological methods has allowed the identification of chromosomal sex from the study of DNA and the analysis of a protein known as Amelogenin present in the tooth enamel. In this way, it has been possible, for the first time, to obtain a precise demographic profile of the biological sex of the people who were buried in these megalithic monuments. Surprisingly, the result is a clear bias in favour of female burials, twice that of male burials, a bias that is even more pronounced among juvenile individuals with a ratio of 10 females for every male individual. This ratio is far from the usual composition of human populations, which is approximately one to one. Only in exceptional circumstances, e.g. conflicts, wars or intense migration processes, does this ratio break down in favour of one of the sexes.

What circumstances could have led to such a pronounced bias in the population buried at Panoria? The bias in favour of female burials appears in all the analysed graves, in all age groups and throughout the time of use of the necropolis. This allows us to confirm that this was a very persistent and determining social decision over time affecting the different social groups buried within the graves. Therefore, extraordinary or unpredictable events can been ruled out as the cause of the bias found in Panoria.

If sex bias was a social decision, but what are the reasons for this over-representation of women in funerary rituals? Considering that biological kinship relations are the main criterion to be buried in the different structures, the over-representation of female individuals could indicate funerary practices based primarily on matrilineal descent. This means that family relationships and social belonging are established through the maternal line. This would explain the bias in favour of women and the absence of young male individuals who could have joined other kin groups, a common practice known in anthropology as male exogamy. In any case, the over-representation of women would indicate a female-centred social structure, in which gender would have influenced funerary rituals and cultural traditions.
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Managing stress could be the key to helping highly impulsive people act rashly when bored | ScienceDaily
Research at the University of Portsmouth has explored the relationship between high impulsivity and boredom, in an effort to find out what drives rash and sometimes unhealthy decisions.


						
Impulsivity is the tendency to act quickly, and without thinking things through. It is linked to several psychiatric disorders, including ADHD, Borderline Personality Disorder, and Substance Use Disorders.

While it is well-known there is a strong link between boredom and impulsiveness, two new studies have shed light on the role stress plays in this relationship.

The results, published in Physiology & Behavior, found participants with high trait impulsivity reported greater levels of boredom following a dull task. While this finding was expected, the new discovery was that these individuals experienced a greater physiological reaction by releasing more of the stress hormone cortisol.

Dr James Clay, lead author and researcher at the Canadian Institute for Substance Use Research and Dalhousie University said: "Our findings shed light on the biological underpinnings of why some individuals, particularly those with high impulsivity, find boredom more stressful than others. By identifying how their stress response is triggered, and that cortisol is a key mediator, we can begin to better understand why this happens and to explore targeted interventions that help manage these reactions.

"This opens up new avenues for developing personalised approaches to reduce stress and improve mental health, especially for those who struggle with impulse control and the negative consequences of boredom."

Boredom is a form of psychological stress for most people, because it is a state of restless dissatisfaction and often leads an individual to seek out stimulation. However, more impulsive people's inherent response to stressful events could be the reason why they are more triggered by boring situations.




Senior author, Dr Matt Parker is a neuroscientist specialising in the study of stress, who now works at the University of Surrey. He said: "We know highly impulsive people are more likely to develop addictions over a lifespan. There has always been a connection between impulsiveness and boredom, but the mechanisms behind this relationship aren't fully understood.

"For instance, early theories suggested people with ADHD struggle with boredom because they don't like to wait, and because of this they tend to act rashly. But what makes them impatient, and how can we mitigate this feeling so that they are more comfortable with being bored?

"That's where stress comes in. Our research supports the hypothesis that high-impulsive people experience greater physiological responses to boredom. If we can find ways to mitigate these stress symptoms it might prevent them from seeking unhealthy stress reliefs, like drugs or gambling."

In the first study, 80 participants completed a boring task and reported on how it made them feel. The results supported existing evidence that impulsive individuals are more prone to boredom than others.

The second monitored 20 people's physiological response to boredom, by testing samples of their saliva for cortisol, both pre and post-task. It found the system that manages the body's stress response -- known as the hypothalamic-pituitary-adrenal (HPA) axis -- increased the levels of the stress hormone in the body during the task.

"Knowing that the stress response links boredom with impulsivity brings us a step closer to developing potential solutions to break the cycle," explained co-author Juan Badariotti from the University of Portsmouth's School of Psychology, Sport and Health Sciences.

"We hope this discovery will inspire future research into potential interventions at breaking this feedback loop of boredom, stress, and impulsiveness, and eventually develop more effective coping mechanisms for psychiatric disorders."

The paper's authors recommend future research should replicate the second study with a larger sample of participants, and measure how prone they are to boredom as well as impulsiveness.
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Reconstructing the evolutionary history of the grape family | ScienceDaily
Until now, it was believed that plants of the grape family arrived at the European continent less than 23 million years ago. A study on fossil plants draws a new scenario on the dispersal of the ancestors of grape plants and reveals that these species were already on the territory of Europe some 41 million years ago. The paper describes a new fossil species of the same family, Nekemias mucronata, which allows us to better understand the evolutionary history of this plant group, which inhabited Europe between 40 and 23 million years ago.


						
This study, published in the Journal of Systematics and Evolution (JSE), is led by researcher Aixa Tosal, from the Faculty of Earth Sciences and the Biodiversity Research Institute (IRBio) of the University of Barcelona. The article is also signed by Alba Vicente, from the Biodiversity Research Institute (IRBio) and the Catalan Institute of Palaeontology Miquel Crusafont (ICP), and Thomas Denk, from the Swedish Museum of Natural History (Stockholm).

A new ancestor of the grape family

The grape family (Vitaceae) is made up of some 950 species, and is divided into five tribes (in botany, this is an intermediate taxonomic classification between the family and the genus). One of these tribes is the Viteae, made up of 200 species, including the grape vine plant (Vitis vinifera), which is of great global economic interest. The new paper published in the JSE focuses on studying the tribe Ampelopsideae, made up of 47 species.

"Our study changes the paradigms accepted until now and shows that the Ampelopsis and Nekemias lineages of the Ampelopsideae tribe were already present in Europe and Central Asia during the middle Eocene (between 47 and 37 million years ago). This indicates that this dispersal was approximately 20 million years earlier than previously estimated," says Aixa Tosal, first author of the study and member of the UB's Department of Earth and Ocean Dynamics.

"In particular, we show that a lineage now restricted to North America already existed in Europe and Central Asia, thanks to the discovery of the fossil species Nekemias mucronata, which is very similar to the present-day North American Nekemias arborea. Nekemias mucronata cohabited with Ampelopsis hibschii, the closest relative of today's Ampelopsis orientalis," explains Tosal. In contrast, the latter has had a different dispersal from N. mucronata, as this lineage is now endemic to the eastern Mediterranean. "This study helps us to better understand the evolution of the Ampelopsideae tribe during the second dispersal pulse, especially in Europe and Central Asia, which took place during the Palaeogene," says Tosal.

Nekemias mucronata lived from the late Eocene to the late Oligocene (37-23 million years ago). It seems that it was able to grow in a broad range of climates, from regions with low winter temperatures (-4.6 degC in cold periods) -- such as those found in Kazakhstan during the Oligocene (33-23) million years ago -- to regions with warm mean annual temperatures -- such as those of the Oligocene in the Iberian Peninsula -- or even in climates with intermediate temperatures such as those recorded in the centre of the European continent.




"N. mucronata was also not overly demanding in terms of rainfall. It could grow in areas with abundant rainfall and low rainfall seasonality; for example, in Central Europe during the Oligocene, or the Iberian Peninsula or Greece during the same time," says ICP researcher Alba Vicente. "This fossil species had a compound leaf, a peculiarity shared with some species of the vine family. Although it is difficult to confirm the number of leaflets of the compound leaf, it would have consisted of at least three. We have been able to recognize common patterns between the apical and lateral leaflets, which allows us to distinguish them from other fossil species of the vine family in Eurasia," he adds. "What makes Nekemias mucronata unique is the presence of a mucro at the tip of the leaflet teeth, which gives the species its name. The straight shape of the base of the apical leaflet is also quite distinctive, as all other Eurasian fossil species are buckled (with an invagination near the petiole)," says Vicente.

Dispersal of Ampelopsideae across the Atlantic bridge or the Bering Strait

To date, the oldest record of the grape family has been found in the Upper Cretaceous deposits of India (75-65 Ma). The earliest record of the plant lineage in the Americas is from the Upper Eocene, around 39.4 million years ago, and at about the same time in Europe and Central Asia the Ampelopsis and Nekemias lineages are already found.

How did these species disperse in the past? These tribes diverged between the Upper Cretaceous and the Upper Eocene and, although there are still many unknowns, it seems that they dispersed and evolved quite rapidly. According to current data, which are consistent with the molecular clock technique, "the Ampelopsideae could have followed two cluster routes or a mixture of both. The first proposed route follows the North Atlantic isthmus. That is, the family appeared in India, then moved on to central Asia and Europe during the middle Eocene (between 47 and 37 million years ago), and finally moved on to the Americas via Greenland," says Thomas Denk. "Another possible route suggests that, once the Vitaceae family appeared in India, the Ampelopsideae tribe dispersed eastward from Asia during the middle Eocene (47-37 million years ago) and quickly moved to the Americas via the Bering Strait, and from there to Europe along the North Atlantic isthmus," Denk says.

Although the dispersal of these two species does not seem to be linked to climate, it is possible that the increase in aridity during the Oligocene in the Iberian Peninsula and southern Europe explains the extinction (27-23 million years ago) of the last population of N. mucronata found in the Iberian Peninsula. In parallel, Ampelopsis hibschii was restricted to the Balkan area and finally became extinct about 15 million years ago.

"However, there are still many unanswered questions about the early dispersal phases (from the Late Cretaceous to the Palaeogene). For this reason, we would like to continue studying this family, and perhaps we will be able to unravel what happened during their early cluster phases, which occurred between 66 and 41 million years ago," the team concludes.
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To make fluid flow in one direction down a pipe, it helps to be a shark | ScienceDaily
Flaps perform essential jobs. From pumping hearts to revving engines, flaps help fluid flow in one direction. Without them, keeping liquids going in the right direction is challenging to do.


						
Researchers from the University of Washington have discovered a new way to help liquid flow in only one direction -- but without flaps. In a paper published Sept. 24 in the Proceedings of the National Academy of Sciences, they report that a flexible pipe -- with an interior helical structure inspired by shark intestines -- can keep fluid flowing in one direction without the flaps that engines and anatomy rely upon.

Human intestines are essentially a hollow tube. But for sharks and rays, their intestines feature a network of spirals surrounding an interior passageway. In a 2021 publication, a different team proposed that this unique structure promoted one-way flow of fluids -- also known as flow asymmetry -- through the digestive tracts of sharks and rays without flaps or other aids to prevent backup. That claim caught the attention of UW postdoctoral researcher Ido Levin, lead author on the new paper.

"Flow asymmetry in a pipe with no moving flaps has tremendous technological potential, but the mechanism was puzzling," says Levin. "It was not clear which parts of the shark's intestinal structure contributed to the asymmetry and which served only to increase the surface area for nutrient uptake."

To answer these questions, Levin led a team that included co-authors Sarah Keller and Alshakim Nelson, both UW professors of chemistry, and Naroa Sadaba, a fellow UW postdoctoral researcher. They 3D-printed a series of "biomimetic pipes," all with interior helices inspired by the layout of shark intestines. They varied the geometrical parameters among these prototype pipes, such as the pitch angle of the helix or the number of turns. Their first pipes were printed from rigid materials, and they found that some showed a strong preference for unidirectional flow.

"The first measurement of flow asymmetry was a 'Eureka' moment," said Levin. "Until that instant, we didn't know if our idealized structures could reproduce the flow effects seen in sharks."

By further tuning the geometrical parameters and printing new designs, the researchers increased the flow asymmetry until it rivaled and even exceeded designs of famed inventor Nikola Tesla, who more than a century ago patented the Tesla valve, a one-way fluid flow device with no moving parts.




"You don't get to beat Tesla every day!" said Levin.

But shark intestines -- like human intestines -- aren't rigid. The team suspected that so-called "deformable structures," which are made from more flexible materials, might perform even better as Tesla valves. They 3D-printed a second series of prototypes made from the softest polymer that is both printable and commercially available. These flexible pipe designs, which are better mimics for shark intestines through both their "deformability" and their interior helices, performed at least seven times better compared to all previously measured Tesla valves.

"Chemists were already motivated to develop polymers that are simultaneously soft, strong and printable," said Nelson, an expert in developing new types of polymers. "The potential use of these polymers to control flow in applications ranging from engineering to medicine strengthens that motivation."

"Actual intestines are still about 100 times softer than our soft material, so there is plenty of room for improvement," said Sadaba.

Keller credits the project's success to the team's interdisciplinary ideas from biology, chemistry and physics, and to the sharks themselves.

"Biomimicry is a powerful way of discovering new designs," said Keller. "We never would have thought of the structures ourselves."

The research was funded by the National Science Foundation, the Washington Research Foundation and the Fulbright Foundation.
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Bodily awareness could curb scams and fraud against older adults, study suggests | ScienceDaily
You click on an email you weren't expecting from your bank, and something seems off. Your pulse quickens. There's a twinge in your gut. It doesn't feel right.


						
Then you notice the email address is clearly fake, the message riddled with typos. Clearly a phishing attempt, you say to yourself as you delete it and move on, a careful eye on your bank account.

This kind of "gut instinct" may be realer than we thought. Our bodies could be helping us tune into lies and scams, according to new research from University of Florida psychologists that found that older adults who were more attuned to their own heartbeat were better at spotting liars and phishing emails.

"We see that it's helpful to listen to these inner signals, and we think it's something that we could train in people to help them detect scams better, but that will take more research," said Natalie Ebner, Ph.D., a professor of psychology at UF and senior author of the new study.

That would be a big boon, because older adults lose more than $28 billion to financial scams targeting the elderly every year.

To test the role of this gut instinct, researchers recruited more than 100 adults split into two age categories: college-aged adults in their early twenties and an older group with an average age of 69. Each participant was asked to count their own heartbeat without taking their pulse, which tested their attunement to their body.

Each subject then had to try and spot phishing emails taken from real scam attempts. They were also tasked with detecting liars shown in real news footage. Each video showed someone pleading for the return of a missing family member -- but some of the speakers were ultimately convicted of murdering the missing person, revealing their past lies.

"So we look at two very different scenarios. One a dry email, and the other an emotionally charged video," Ebner said. "In both of those contexts, we see the same effect, that older adults benefit from greater bodily awareness in their deception detection."

In all, older adults who could more accurately detect their own heartbeat were 15% to 20% better at detecting lies and fake emails. Better bodily awareness did not help younger adults boost their deception detection, perhaps because they used more cognitive skills for the task instead.

Ebner collaborated on the study with UF researchers Tian Lin, Ph.D., Didem Pehlivanoglu, Ph.D., and Pedro Valdes-Hernandez, Ph.D., and psychologists at other universities. The researchers published their findings Sept. 19 in the Journal of Gerontology: Psychological Sciences.
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Webb discovers 'weird' galaxy with gas outshining its stars | ScienceDaily
The discovery of a "weird" and unprecedented galaxy in the early Universe could "help us understand how the cosmic story began," astronomers say.


						
GS-NDG-9422 (9422) was found approximately one billion years after the Big Bang and stood out because it has an odd, never-before-seen light signature -- indicating that its gas is outshining its stars.

The "totally new phenomena" is significant, researchers say, because it could be the missing-link phase of galactic evolution between the Universe's first stars and familiar, well-established galaxies.

This extreme class of galaxy was spotted by the $10billion (PS7.6billion) James Webb Space Telescope (JWST), a joint endeavour of the US, European and Canadian space agencies, which has been designed to peer back in time to the beginning of the Universe.

Its discovery was made public today in a research paper published in the Monthly Notices of the Royal Astronomical Society.

"My first thought in looking at the galaxy's spectrum was, 'that's weird,' which is exactly what the Webb telescope was designed to reveal: totally new phenomena in the early Universe that will help us understand how the cosmic story began," said lead researcher Dr Alex Cameron, of the University of Oxford.

Cameron reached out to colleague Dr Harley Katz, a theorist, to discuss the strange data. Working together, their team found that computer models of cosmic gas clouds heated by very hot, massive stars, to an extent that the gas shone brighter than the stars, was nearly a perfect match to Webb's observations.




"It looks like these stars must be much hotter and more massive than what we see in the local Universe, which makes sense because the early Universe was a very different environment," said Katz, of Oxford and the University of Chicago.

In the local Universe, typical hot, massive stars have a temperature ranging between 70,000 to 90,000 degrees Fahrenheit (40,000 to 50,000 degrees Celsius). According to the team, galaxy 9422 has stars hotter than 140,000 degrees Fahrenheit (80,000 degrees Celsius).

The researchers suspect that the galaxy is in the midst of a brief phase of intense star formation inside a cloud of dense gas that is producing a large number of massive, hot stars. The gas cloud is being hit with so many photons of light from the stars that it is shining extremely brightly.

In addition to its novelty, nebular gas outshining stars is intriguing because it is something predicted in the environments of the Universe's first generation of stars, which astronomers classify as Population III stars.

"We know that this galaxy does not have Population III stars, because the Webb data shows too much chemical complexity. However, its stars are different than what we are familiar with -- the exotic stars in this galaxy could be a guide for understanding how galaxies transitioned from primordial stars to the types of galaxies we already know," said Katz.

At this point, galaxy 9422 is one example of this phase of galaxy development, so there are still many questions to be answered. Are these conditions common in galaxies at this time period, or a rare occurrence? What more can they tell us about even earlier phases of galaxy evolution?

Cameron, Katz, and their research colleagues are now identifying more galaxies to add to this population to better understand what was happening in the Universe within the first billion years after the Big Bang.

"It's a very exciting time, to be able to use the Webb telescope to explore this time in the Universe that was once inaccessible," Cameron said.

"We are just at the beginning of new discoveries and understanding."
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Growing divide: Rural men are living shorter, less healthy lives than their urban counterparts | ScienceDaily
Rural men are dying earlier than their urban counterparts, and they're spending fewer of their later years in good health, according to new research from the USC Schaeffer Center for Health Policy & Economics.


						
Higher rates of smoking, obesity and cardiovascular conditions among rural men are helping fuel a rural-urban divide in illness, and this gap has grown over time, according to the study published this week in the Journal of Rural Health. The findings suggest that by the time rural men reach age 60, there are limited opportunities to fully address this disparity, and earlier interventions may be needed to prevent it from widening further.

The findings also point to a rising demand for care in rural areas, which will particularly challenge these communities. Rural areas are more likely than urban ones to have shortages of healthcare providers and are aging faster as younger residents move to cities, which further shrinks the supply of potential caregivers.

"Rural populations face a higher prevalence of chronic diseases, which has serious implications for healthy aging," said lead author Jack Chapel, a postdoctoral scholar at the Schaeffer Center. "With an aging population and fewer physicians available, the burden on rural communities is set to grow, leading to significant challenges in providing care for those who will face more health issues in the future."

Researchers used data from the Health and Retirement Survey and a microsimulation known as the Future Elderly Model to estimate future life expectancy for rural and urban Americans after age 60. They also assessed their likely quality of health in those years -- a measure known as heath-quality-adjusted life expectancy (QALE). They estimated health trajectories for a cohort of Americans who were 60 years old between 2014-2020 and compared it with a similarly aged cohort from 1994-2000.

They found 60-year-old rural men can now expect to live two years less than their urban counterparts -- a gap that's nearly tripled from two decades ago. Rural men can also expect to live 1.8 fewer years in quality health than urban men, with this disparity more than doubling over the same period. For women, the urban-rural gap in life expectancy and health quality is much smaller and grew more slowly over time.

Nearly a decade after a landmark study found that people with lower levels of education are more likely to die from so-called "deaths of despair" -- such as drug overdose or suicide -- this new study finds that while education was an important factor in determining health quality, it cannot fully explain the gap between urban and rural populations. After adjusting rural education levels to match those of urban areas, the gap in healthy life expectancy was cut nearly in half. However, disparities existed even within each educational group, suggesting important geographic factors beyond education contribute to differences in healthy life expectancy.




Researchers found that interventions to reduce smoking, manage obesity, and treat and control widespread heart disease would benefit older rural residents more than urban ones. However, most interventions researchers tested were not able to completely bridge the urban-rural divide in healthy life expectancy.

"While education matters, so does smoking, prevalent obesity, cardiovascular conditions -- and simply living in a rural area -- which leads not only to more deaths but more illness among rural American men," said co-author Elizabeth Currid-Halkett, the James Irvine Chair in Urban and Regional Planning and a senior scholar at the USC Schaeffer Institute for Public Policy & Government Service.

"Closing the gap in healthy life expectancy between urban and rural areas for older adults would require encouraging health behavior changes earlier in life and making broader social and economic improvements in rural areas," said co-author Bryan Tysinger, director of health policy simulation at the Schaeffer Center.

This work was supported by funding from the National Institute on Aging of the National Institutes of Health under award P30AG024968.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240925122904.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Scientists discover a single-electron bond in a carbon-based compound | ScienceDaily
The discovery of a stable single-electron covalent bond between two carbon atoms validates a century-old theory.


						
Covalent bonds, in which two atoms are bound together by sharing a pair of electrons, form the scaffolding that underpins the majority of organic compounds. In 1931, the Nobel Laureate Linus Pauling suggested that covalent bonds made from just a single, unpaired electron could exist, but these single-electron bonds would likely be much weaker than a standard covalent bond involving a pair of electrons.

Since then, single-electron bonds have been observed, but never in carbon or hydrogen -- the hunt for one-electron bonds shared between carbon atoms has stymied scientists.

Now, a team of researchers from Hokkaido University has isolated a compound in which a single electron is shared between two carbon atoms in a remarkably stable covalent bond, known as a sigma bond. Their findings are published in the journal Nature.

"Elucidating the nature of single-electron sigma-bonds between two carbon atoms is essential to gain a deeper understanding of chemical-bonding theories and would provide further insights into chemical reactions," explains Professor Yusuke Ishigaki, of the Department of Chemistry at Hokkaido University, who co-authored the study.

The single-electron bond was formed by subjecting a derivative of hexaphenylethane, which contains an extremely stretched out paired-electron covalent bond between two carbon atoms, to an oxidation reaction in the presence of iodine. The reaction produced dark violet-colored crystals of an iodine salt.

The team used X-ray diffraction analysis to study the crystals and found that the carbon atoms in them were extremely close together, suggesting the presence of single-electron covalent bonds between carbon atoms. They were then able to confirm this using a form of chemical analysis called Raman spectroscopy.

"These results thus constitute the first piece of experimental evidence for a carbon-carbon single-electron covalent bond, which can be expected to pave the way for further developments of the chemistry of this scarcely-explored type of bonding," Takuya Shimajiri, the lead author of the paper and now at the University of Tokyo, says.
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World's oldest cheese reveals origins of kefir | ScienceDaily
For the first time, scientists successfully extracted and analyzed DNA from ancient cheese samples found alongside the Tarim Basin mummies in China, dating back approximately 3,600 years. The research, published September 25 in the Cell Press journal Cell, suggests a new origin for kefir cheese and sheds light on the evolution of probiotic bacteria.


						
"This is the oldest known cheese sample ever discovered in the world," says Qiaomei Fu, the paper's corresponding author at the Institute of Vertebrate Paleontology and Paleoanthropology, Chinese Academy of Sciences. "Food items like cheese are extremely difficult to preserve over thousands of years, making this a rare and valuable opportunity. Studying the ancient cheese in great detail can help us better understand our ancestors' diet and culture."

About two decades ago, a team of archeologists discovered mysterious white substances smeared on the heads and necks of several mummies found in the Xiaohe cemetery in Northwestern China's Tarim Basin. These mummies dated back to about 3,300 to 3,600 years ago, from the Bronze Age. At the time, scientists thought these substances might be a type of fermented dairy product, but they couldn't identify exactly what kind.

After more than a decade of advancements in ancient DNA analysis, a team led by Fu has unraveled the mystery.

The researchers successfully extracted mitochondrial DNA from samples found in three different tombs at the cemetery. They identified cow and goat DNA in the cheese samples. Interestingly, the ancient Xiaohe people used different types of animal milk in separated batches, a practice differing from the mixing of milk types common in Middle Eastern and Greek cheesemaking.

Most importantly, Fu and her colleagues managed to recover the DNA of microorganisms from the dairy samples and confirmed that the white substances were in fact kefir cheese. They discovered that the samples contained bacterial and fungal species, including Lactobacillus kefiranofaciens and Pichia kudriavzevii, both commonly found in present-day kefir grains.

Kefir grains are symbiotic cultures containing multiple species of probiotic bacteria and yeast, which ferment milk into kefir cheese, much like a sourdough starter.




Being able to sequence the bacterial genes in the ancient kefir cheese gave the team an opportunity to track how probiotic bacteria evolved over the past 3,600 years. Specifically, they compared the ancient Lactobacillus kefiranofaciens from the ancient kefir cheese with the modern-day species.

Today, there are two major groups of the Lactobacillus bacteria -- one originating Russia and another from Tibet. The Russian type is the most widely used globally, including in the US, Japan, and European countries, for making yogurt and cheese.

The team found that the Lactobacillus kefiranofaciens in the samples was more closely related to the Tibetan group, challenging a long-held belief that kefir originated solely in the North Caucasus mountain region of modern-day Russia.

"Our observation suggests kefir culture has been maintained in Northwestern China's Xinjiang region since the Bronze Age," Fu says.

The study also revealed how Lactobacillus kefiranofaciens exchanged genetic material with related strains, improving its genetic stability and milk fermentation capabilities over time. Compared with ancient Lactobacillus, modern-day bacteria are less likely to trigger an immune response in the human intestine. This suggests that the genetic exchanges also helped Lactobacillus become more adapted to human hosts over thousands of years of interaction.

"This is an unprecedented study, allowing us to observe how a bacterium evolved over the past 3,000 years. Moreover, by examining dairy products, we've gained a clearer picture of ancient human life and their interactions with the world," says Fu. "This is just the beginning, and with this technology, we hope to explore other previously unknown artifacts."
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Protein behavior can be predicted with simple math | ScienceDaily

Proteins are chains made up of twenty different types of smaller units called amino acids. A single mutation swaps one amino acid for another, changing the protein's shape. This can mark the difference between health and disease. Many diseases, including cancer and neurodegenerative disorders, are caused by more than one mutation in a protein.

Predicting how mutations alter a protein's shape is critical for understanding their contribution to disease. However, with so many amino acids in a protein, there are an astronomical number of ways mutations can combine. Experimentally testing each possible combination to see how they affect a protein is practically impossible.

"There are 17 billion different combinations of a protein that is 34 amino acids in length with only a single change allowed at each position. If it took just one second to test a single combination, we'd need a total of 539 years to try them all. It's not a feasible experiment," says Aina Marti Aranda, co-author of the study who began the project at the CRG and is currently a PhD student at the Wellcome Sanger Institute in the UK.

As proteins get longer, the different number of combinations rises exponentially. For a protein one hundred amino acids long, there are more possible combinations than there are atoms in the entire universe. The vast majority of known proteins, especially those contributing to human disease, are much longer.

Even in this vast landscape of possibilities, research led by Dr. Andre Faure at the Centre for Genomic Regulation in Barcelona and ICREA Research Professor Ben Lehner, with dual affiliation between the CRG and the Wellcome Sanger Institute, have discovered that the impact of mutations on protein stability is more predictable than previously thought.

For years, there has been an underlying assumption that two mutations might interact with each other in unexpected ways, enhancing or suppressing each other's effects. "The fear that two mutations interacting can unpredictably affect the whole structure made us use incredibly complex models," says Marti Aranda.




The study found that while mutations do interact, it is a relatively rare occurrence, and the vast majority affect a protein independently of each other. "Our discovery turns an old understanding on its head, showing that the endless possibilities of protein mutations boil down to straightforward rules. We don't need supercomputers to predict a protein's behaviour -- just good measurements and simple maths will do," says Dr. Lehner.

The researchers made the discovery by generating thousands of protein variants, each with different combinations of mutations that could produce functional proteins. They then tested the stability of the proteins, generating a vast amount of data on how each mutation and combination of mutations affect proteins. The experimental outcomes closely matched models which assume that the total effect of multiple mutations can be calculated by simply adding up the effects of each individual mutation.

The findings can help better understand and target genetic diseases. For example, some genetic disorders are caused by many mutations in one protein. Patients may have different combinations of mutations, making it challenging to predict disease severity and response to treatments.

With the new understanding that most mutations act independently, clinicians can find new ways of predicting how various mutation combinations affect a protein's stability and function. This can lead to more accurate prognoses and personalised treatment plans, improving patient outcomes.

The study can also lead to more efficient drug development. Some drugs correct misfolded proteins, such as in Alzheimer's disease, where the changing shape of amyloid-beta proteins form plaques in the brain. Researchers can now better predict which mutations are most destabilising and design molecules that specifically stabilise these regions.

The study also has implications for biotechnologists using protein design to tackle different types of problems. For example, some enzymes have the ability to break down plastics in the environment. Researchers could design new enzymes with enhanced activity and stability by adding beneficial mutations together.

While the discovery is a significant advance, the researchers raise some limitations in the study. For example, they did not capture more complex interactions involving three or more mutations. In some proteins, these higher-order interactions could significantly impact stability and are not predicted by simply adding up individual effects.

Also, while the findings can dramatically reduce the number of experiments needed, some level of experimental validation is still necessary to confirm predictions, especially for critical applications like drug development where there may be unforeseen effects or rare interactions that the models do not capture.
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Popular diabetes and weight-loss drug associated with lower opioid overdose risk, study finds | ScienceDaily
Since being deemed a public health emergency in 2017, opioids are responsible for 72% of drug overdose deaths in the United States, according to the National Center for Drug Abuse Statistics.


						
New research from the Case Western Reserve University School of Medicine identifies a potential new approach to address the opioid overdose epidemic -- which has devastated families and communities nationally.

The study, published today in the journal JAMA Network Open, suggests semaglutide is linked to lower opioid overdoses in people with opioid-use disorder (OUD) and type 2 diabetes (T2D).

Semaglutide, a glucagon-like peptide receptor (GLP-1R) molecule that decreases hunger and helps regulate blood sugar in T2D, is also the active component in the diabetes and weight-loss drugs Wegovy and Ozempic.

The research team -- led by biomedical informatics professor Rong Xu -- analyzed six years of electronic records of nearly 33,000 patients with OUD who also had T2D. The researchers used a statistical approach that mimics a randomized clinical trial.

They found patients prescribed semaglutide had a significantly lower risk for opioid overdose, compared to those who had taken any of eight other anti-diabetic medications, including other types of GLP-1R-targeting medications.

About 107,500 people died from drug overdoses nationally in 2023, mostly from opioids, according to the CDC. Despite effective medications to prevent overdoses from OUD, the CDC estimates only a quarter of those with OUD receive them and about half discontinue treatment within six months.




"Not everyone receives or responds to them," said Xu, also director of the medical school's Center for AI in Drug Discovery. "As a result, alternative medications to help people treat opioid use disorder and prevent overdosing are crucial. Therefore, our findings suggest that it is important to continue studying semaglutide as a possible new treatment for combating this terrible epidemic."

Nora D. Volkow, director of the National Institute for Drug Abuse, co-led the study.

Although their findings potentially support the idea that semaglutide could treat OUD and prevent overdoses, the study's limitations restrict the researchers from making firm causal conclusions, Xu said. Semaglutide's use will need to be further investigated through randomized clinical trials, the researchers said.

The paper described in this press release acknowledges support from the National Institute on Aging, National Institute on Alcohol Abuse and Alcoholism, and National Cancer Institute of the National Institutes of Health under award numbers AG057557, AG061388, AG062272, AG076649, AA029831, CA221718, CA043703, CA233216 . The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health.
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Harvests, wildfires, epidemics: How the jet stream has shaped extreme weather in Europe for centuries | ScienceDaily
During her summer travels to her native Belgium, University of Arizona professor Valerie Trouet noticed something that turned casual curiosity into a major scientific discovery: When the sun hid behind an overcast sky and people around her put on sweaters instead of summer clothes, the weather tended to be warm and dry in Italy, Greece and the Balkans, popular summer escapes for tourists from the cooler climates of central and northern Europe.


						
At U of A's Laboratory of Tree-Ring Research, Trouet studies tree-rings to gather clues about what past climates were like, reading wavy, wooden lines like a linguist might decipher an ancient text. What if, she mused, the key to understanding the capricious summers in Europe could be hidden in trees, silent witnesses to centuries of warm and cold, sunshine, rain and snow?

Trouet assembled an international collaboration to collect tree-ring samples across Europe. The team published its results -- the first reconstruction of the jet stream over the past 700 years -- on Tuesday in the journal Nature.

The jet stream and the Black Death

Jet streams are concentrated bands of wind in the upper atmosphere that travel around the globe in the northern and southern hemispheres. Their exact locations are not fixed; in response to changes in the position and intensity of high- and low-pressure weather systems, they may shift north or south or change their course, resembling a swiftly running stream at some times, and a slow, meandering river at others.

The jet stream, it turns out, largely determines summer climate in Europe, and it does so in a seesaw-type pattern that climate researchers call a "dipole."

"When the jet stream is in an extreme northern position, we get cooler and wetter conditions over the British Isles and warmer and drier conditions over the Mediterranean and the Balkans," explained study co-author Ellie Broadman, a former postdoctoral research fellow at Laboratory of Tree-Ring Research who is now a biologist at the Sequoia-Kings Canyon Field Station of the U.S. Geological Survey. "This is related to the climate conditions we are witnessing right now, such as catastrophic flooding in central Europe."

Hotter conditions over the Balkans cause more moisture than normal to evaporate from the Mediterranean Sea and rain down further north. Conversely, when the jet stream migrates further south, it drags warmer and drier air over the British Isles and pushes cooler temperatures and more moisture toward southeastern Europe.




Measurements of the jet stream have only been around since the late 1940s, Trouet said. By using tree-ring samples from across Europe as proxies for temperature, the research team was able to reconstruct jet stream variation over the past 700 years.

Each year, trees add a ring consisting of less dense wood in the spring and denser wood in the summer. By analyzing tree rings under the microscope, dendrochronologists can compile an archive of past climates.

"We link tiny, subcellular cell wall features in the wood to atmospheric winds that weave through the atmosphere many miles above the Earth, which is fascinating," Trouet said.

Remarkably, the team found past patterns of the jet stream reflected on a societal level, recorded in historic documents.

"Europe has a long history of writing things down," Trouet said. "For example, there were monks in Ireland who started recording storms that happened in the 600s, the early Middle Ages, and you have centuries-long records of grape harvests, grain prices and epidemics."

By comparing historical records to the jet stream reconstruction, Trouet's team discovered that the climate dipole created by the jet stream has influenced European society for the past 700 years and likely much longer.




"Epidemics happened more frequently in the British Isles when the jet stream was further north," Trouet said. "Because summers were wet and cold, people stayed indoors, and the conditions were more conducive to spreading diseases."

From 1348 to 1350, the plague, known as the Black Death, raged in Ireland. At that time, the jet stream was in an extreme, far-north position over Europe.

The findings provide critical data to improve climate models that researchers rely on to predict future climate, Broadman said. Much research has focused on how the jet stream is affected as a result of global warming.

"It's hard to do that if you only have 60 years' worth of data, which is why a reconstruction going back 700 years is very useful," she said. "It allows you to actually compare the past to what's been happening since we started putting greenhouse gasses into the atmosphere."

Harvest failures, wildfires and extreme weather

Scientists have observed a trend showing the jet stream is gradually shifting northward, independent of its seasonal or more short-term variations.

"When you combine our reconstruction with harvest failures, you see that this trend likely leads to issues with major cereal crops and other types of weather extremes," Trouet said. "It gives you a preview of the kinds of extreme events and societal outcomes we could expect if that trajectory continues."

The findings also set a precedent for a future trajectory of jet stream variation and extreme weather events, such as wildfires, Trouet said.

"We showed that wildfires in the Balkans historically happened substantially more when the jet stream was in that northern position that creates dry and hot conditions," she said. "And that is exactly what we're seeing this summer. The results that we're seeing in our reconstruction act out in real life."

"When you look at how the jet stream's natural variability alone has impacted societies, you can get an idea of what might happen if you add more heat in the atmosphere and more variability," Broadman added. "Being able to say, 'OK, maybe we need to watch out for this or that particular jet stream configuration' can be very helpful for predictions of climate related extremes."
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Encoding human experience: Study reveals how brain cells compute the flow of time | ScienceDaily
A landmark study led by UCLA Health has begun to unravel one of the fundamental mysteries in neuroscience -- how the human brain encodes and makes sense of the flow of time and experiences.


						
The study, published in the journal Nature, directly recorded the activity of individual neurons in humans and found specific types of brain cells fired in a way that mostly mirrored the order and structure of a person's experience. They found the brain retains these unique firing patterns after the experience is concluded and can rapidly replay them while at rest. Furthermore, the brain is also able to utilize these learned patterns to ready itself for future stimuli following that experience. These findings provide the first empirical evidence regarding how specific brain cells integrate "what" and "when" information to extract and retain representations of experiences through time.

The study's senior author, Dr. Itzhak Fried, said the results could serve in the development of neuro-prosthetic devices to enhance memory and other cognitive functions as well as have implications in artificial intelligence's understanding of cognition in the human brain.

"Recognizing patterns from experiences over time is crucial for the human brain to form memory, predict potential future outcomes and guide behaviors," said Fried, director of epilepsy surgery at UCLA Health and professor of neurosurgery, psychiatry and biobehavioral sciences at the David Geffen School of Medicine at UCLA. "But how this process is carried out in the brain at the cellular level had remained unknown -- until now."

Previous research, including by Dr. Fried, used brain recordings and neuroimaging to understand how the brain processes spatial navigation, showing in animal and human models that two regions of the brain -- the hippocampus and the entorhinal cortex -- played key roles. The two brain regions, both important in memory functions, work to interact to create a "cognitive map." The hippocampal neurons act as "place cells" that show when an animal is at a specific location, similar to an 'X' on a map, while the entorhinal neurons act as "grid cells" to provide a metric of spatial distance. These cells found first in rodents were later found in humans by Fried's group.

Further studies have found similar neural actions work to represent non-spatial experiences such as time, sound frequency and characteristics of objects. A seminal finding by Fried and his colleagues was that of "concept cells" in human hippocampus and entorhinal cortex that responds to particular individuals, places or distinct objects and appear to be fundamental to our ability for memory.

To examine the brain processing of events in time, the UCLA study recruited 17 participants with intractable epilepsy who had been previously had depth electrodes implanted in their brains for clinical treatment.




Researchers recorded the neural activity of the participants as they underwent a complex procedure that involved behavioral tasks, pattern recognition and image sequencing.

Participants first underwent an initial screening section during which approximately 120 images of people, animals, objects and landmarks were repeatedly shown to them on a computer over about 40 minutes. The participants were instructed to perform various tasks such as determining whether the image showed a person or not. The images, of things like famous actors, musicians and places, were selected partly based on each participant's preferences.

Following this, the participants underwent a three-phase experiment in which they would perform behavioral tasks in response to images that were arbitrarily displayed on different locations of a pyramid-shaped graph. Six images were selected for each participant.

In the first phase, images were displayed in a pseudo-random order. The next phase had the order of images determined by the location on the pyramid graph. The final phase was identical to the first phase. While watching these images, the participants were asked to perform various behavioral tasks that were unrelated to the positioning of the images on the pyramid graph. These tasks included determining whether the image showed a male or female or whether a given image was mirrored compared to the previous phase.

In their analyses, Fried and his colleagues found the hippocampal-entorhinal neurons gradually began to modify and closely align their activity to the sequencing of images on the pyramid graphs. These patterns were formed naturally and without direct instruction to the participants, according to Fried. Additionally, the neuronal patterns reflected the probability of upcoming stimuli and retained the encoded patterns even after the task was completed.

Lead author of the study was Pawel Tacikowski with co-authors Guldamla Kalendar and Davide Ciliberti.

"This study shows us for the first time how the brain uses analogous mechanisms to represent what are seemingly very different types of information: space and time," Fried said. "We have demonstrated at the neuronal level how these representations of object trajectories in time are incorporated by the human hippocampal-entorhinal system."
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How do rare genetic variants affect health? AI provides more accurate predictions | ScienceDaily
Whether we are predisposed to particular diseases depends to a large extent on the countless variants in our genome. However, particularly in the case of genetic variants that only rarely occur in the population, the influence on the presentation of certain pathological traits has so far been difficult to determine. Researchers from the German Cancer Research Center (DKFZ), the European Molecular Biology Laboratory (EMBL) and the Technical University of Munich have introduced an algorithm based on deep learning that can predict the effects of rare genetic variants. The method allows persons with high risk of disease to be distinguished more precisely and facilitates the identification of genes that are involved in the development of diseases.


						
Every person's genome differs from that of their fellow human beings in millions of individual building blocks. These differences in the genome are known as variants. Many of these variants are associated with particular biological traits and diseases. Such correlations are usually determined using so-called genome-wide association studies.

But the influence of rare variants, which occur with a frequency of only 0.1% or less in the population, is often statistically overlooked in association studies. "Rare variants in particular often have a significantly greater influence on the presentation of a biological trait or a disease," says Brian Clarke, one of the first authors of the present study. "They can therefore help to identify those genes that play a role in the development of a disease and that can then point us in the direction of new therapeutic approaches," adds co-first author Eva Holtkamp.

In order to better predict the effects of rare variants, teams led by Oliver Stegle and Brian Clarke at the DKFZ and EMBL and Julien Gagneur at the Technical University of Munich have now developed a risk assessment tool based on machine learning. "DeepRVAT" (rare variant association testing), as the researchers named the method, is the first to use artificial intelligence (AI) in genomic association studies to decipher rare genetic variants.

The model was initially trained on the sequence data (exome sequences) of 161,000 individuals from the UK Biobank. In addition, the researchers fed in information on genetically influenced biological traits of the individual persons as well as on the genes involved in the traits. The sequences used for training comprised around 13 million variants. For each of these, detailed "annotations" are available, providing quantitative information on the possible effects that the respective variant can have on cellular processes or on the protein structure. These annotations were also a central component of the training.

After training, DeepRVAT is able to predict for each individual which genes are impaired in their function by rare variants. To do this, the algorithm uses individual variants and their annotations to calculate a numerical value that describes the extent to which a gene is impaired and its potential impact on health.

The researchers validated DeepRVAT on genome data from the UK Biobank. For 34 tested traits, i.e., disease-relevant blood test results, the testing method found 352 associations with genes involved, far outperforming all previously existing models. The results obtained with DeepRVAT proved to be very robust and better replicable in independent data than the results of alternative approaches.




Another important application of DeepRVAT is the evaluation of genetic predisposition to certain diseases. The researchers combined DeepRVAT with polygenic risk scoring based on more common genetic variants. This significantly improved the accuracy of the predictions, especially for high-risk variants. In addition, it turned out that DeepRVAT recognized genetic correlations for numerous diseases -- including various cardiovascular diseases, types of cancer, metabolic and neurological diseases -- that had not been found with existing tests.

"DeepRVAT has the potential to significantly advance personalized medicine. Our method functions regardless of the type of trait and can be flexibly combined with other testing methods," says physicist and data scientist Oliver Stegle. His team now wants to further test the risk assessment tool in large-scale trials as quickly as possible and bring it into application. The scientists are already in contact with the organizers of INFORM, for example. The aim of this study is to use genomic data to identify individually tailored treatments for children with cancer who suffer a relapse. DeepRVAT could help to uncover the genetic basis of certain childhood cancers.

"I find the potential impact of DeepRVAT on rare disease applications exciting. One of the major challenges in rare disease research is the lack of large-scale, systematic data. Leveraging the power of AI and the half a million exomes in the UK Biobank, we have objectively identified which genetic variants most significantly impair gene function," says Julien Gagneur from the Technical University of Munich.

The next step is to integrate DeepRVAT into the infrastructure of the German Human Genome Phenome Archive (GHGA) in order to facilitate applications in diagnostics and basic research. Another advantage of DeepRVAT is that the method requires significantly less computing power than comparable models. DeepRVAT is available as a user-friendly software package that can either be used with the pre-trained risk assessment models or trained with researchers' own data sets for specialized purposes.
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New milestone in plant magnetic resonance imaging | ScienceDaily
Magnetic resonance imaging (MRI) is a versatile technique in the biomedical field, but its application to the study of plant metabolism in vivo remains challenging. A research team led by Dr. L. Borisjuk (IPK Leibniz Institute) and Prof. P.M. Jakob (Wurzburg University) reports the establishment of chemical exchange saturation transfer (CEST) for plant MRI. This method enables noninvasive access to the metabolism of sugars and amino acids in complex sink organs (seeds, fruits, taproots, and tubers) of major crops (maize, barley, pea, potato, sugar beet, and sugarcane). Recently, the results were published in the journal Science Advances.


						
The "omics" technologies -- genomics, transcriptomics, proteomics, and metabolomics -- are at the forefront of discovery in modern plant science and systems biology. In contrast to the more "static" genome, the metabolome and the products measured within it are dynamic and regulated spatially and temporally. In the biomedical field, one of the most powerful technological platforms allowing for in vivo metabolic diagnostic and functional studies is nuclear magnetic resonance (NMR) imaging or magnetic resonance imaging (MRI). In plant science, a similar perspective has been desired but not explored.

The interdisciplinary research group "Assimilate Allocation and NMR" at the IPK is investigating the potential of NMR imaging in plant science. Establishing the new NMR platform, made financially feasible by the European Regional Development Fund (ERDF) and the Investment Bank of Saxony-Anhalt, provides a crucial foundation for this endeavour.

Common H NMR imaging of biological tissue, for example, relies on signals primarily originating from water or lipid protons. As the concentration of metabolite protons is at least three orders of magnitude lower than that of water, the in vivo detection of metabolites requires effective suppression of the water signal.

Chemical exchange saturation transfer (CEST), an approach used in the biomedical field, could offer a solution. In CEST, magnetisation is transferred from other molecules to water molecules so that the saturation effect (i.e., signal reduction) that was originally on the targeted species can be observed on water instead. "In that way, CEST enables the detection of various metabolites based on their ability to exchange protons with water, thereby providing an additional MRI contrast," says Simon Mayer, first author of the study and researcher at IPK Leibniz Institute. "Because of its high signal detection sensitivity and low susceptibility to magnetic field inhomogeneities, CEST analyses heterogeneous botanical samples inaccessible to conventional magnetic resonance spectroscopy."

The results are encouraging. "Our studies demonstrate that CEST is a powerful MRI approach that facilitates in vivo metabolic analysis in plants, allowing microscopic resolution and dynamic assessment of sugar and amino acid distribution despite the magnetic heterogeneity of the samples. Its application to various crops demonstrates that CEST is a species-, variety-, and organ-agnostic approach to noninvasively visualising metabolites without the need for prior labelling or sample processing," explains Dr. Ljudmilla Borisjuk, head of IPK's research group "Assimilate Allocation and NMR."

The research team showed metabolite dynamics in growing seeds, which is impossible using conventional techniques. Breeders highly seek knowledge of the spatiotemporal dynamics of sugars and amino acids in sink organs. Their distribution influences mass transport and metabolism in many ways; this knowledge ultimately flows into crop improvement.

The CEST offers unprecedented opportunities for monitoring dynamic changes in metabolites in living plants. It is particularly important for a deeper understanding of trait formation and supporting breeding research by in vivo testing metabolic responses to genetic engineering and/or developmental alterations.

"Visualisation of metabolite dynamics in living plants is a desired tool to bridge structural and metabolic interactions in plant responses to ever-changing environments. Thus, introducing CEST, which visualises internal tissue structure and metabolite dynamics while avoiding tracers using only one technological platform, MRI, is an important milestone toward this goal."
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        Single-dose gene therapy is potentially life-changing for adults with hemophilia B
        Adults with hemophilia B saw their number of bleeding episodes drop by an average of 71 percent after a single infusion of gene therapy, according to the new results of an international Phase III clinical trial.

      

      
        How special is the Milky Way Galaxy?
        The SAGA Survey just published three new research articles that provide us with new insights into the uniqueness of our own Milky Way Galaxy after completing the census of 101 satellite systems similar to the Milky Way's.

      

      
        Drone footage provides new insight into gray whales' acrobatic feeding behavior
        Drone footage is offering new insight into the acrobatics undertaken by gray whales foraging in the waters off the coast of Oregon.

      

      
        Mars' missing atmosphere could be hiding in plain sight
        New research suggests Mars' missing atmosphere -- which dramatically diminished 3.5 billion years ago -- could be locked in the planet's clay-covered crust. Water on Mars could have set off a chain reaction that drew CO2 out of the atmosphere and converted it into methane within clay minerals.

      

      
        Brazilian fossils reveal jaw-dropping discovery in mammal evolution
        The discovery of new cynodont fossils from southern Brazil by a team of palaeontologists has led to a significant breakthrough in understanding the evolution of mammals.

      

      
        Deep-sea discovery shines light on life in the twilight zone
        A new study could change the way scientists view microbial processes in the deep ocean. The unexpected findings expand our understanding of the impacts of climate change, including how and where the ocean stores carbon.

      

      
        One in two El Nino events could be extreme by mid-century
        Climate change from greenhouse gas emissions could make extreme El Nino events more frequent, according to new research.

      

      
        Bacterial 'flipping' allows genes to assume different forms
        Imagine being one cartwheel away from changing your appearance. One flip, and your brunette locks are platinum blond. That's not too far from what happens in some prokaryotes, or single-cell organisms, such as bacteria, that undergo something called inversions. A study has now shown that inversions, which cause a physical flip of a segment of DNA and change an organism's genetic identity, can occur within a single gene, challenging a central dogma of biology -- that one gene can code for only one...

      

      
        Major boost in carbon capture and storage essential to reach 2degC climate target
        Large expansion of carbon capture and storage is necessary to fulfill the Paris Climate Agreement. Yet a new study shows that without major efforts, the technology will not expand fast enough to meet the 2 C target and even with major efforts it is unlikely to expand fast enough for the 1.5 C target.

      

      
        Mapping distant planets: 'Ridges', 'deserts' and 'savannahs'
        Researchers examined Neptunian exoplanets -- these planets share similar characteristics to our own Neptune, but orbit outside of our solar system. Scientists discovered a new area called the 'Neptunian Ridge' -- in between the 'Neptunian desert' and the 'Neptunian Savannah'. A new 'map' of distant planets shows a ridge of planets in deep space, separating a desert of planets from a more populated savannah.

      

      
        Reconstructing the evolutionary history of the grape family
        Until now, it was believed that plants of the grape family arrived at the European continent less than 23 million years ago. A study on fossil plants draws a new scenario on the dispersal of the ancestors of grape plants and reveals that these species were already on the territory of Europe some 41 million years ago. The paper describes a new fossil species of the same family, Nekemias mucronata, which allows us to better understand the evolutionary history of this plant group, which inhabited Eu...

      

      
        Webb discovers 'weird' galaxy with gas outshining its stars
        The discovery of a 'weird' and unprecedented galaxy in the early Universe could 'help us understand how the cosmic story began', astronomers say. GS-NDG-9422 (9422) was found approximately one billion years after the Big Bang and stood out because it has an odd, never-before-seen light signature -- indicating that its gas is outshining its stars. The 'totally new phenomena' is significant, researchers say, because it could be the missing-link phase of galactic evolution between the Universe's fir...

      

      
        World's oldest cheese reveals origins of kefir
        Scientists successfully extracted and analyzed DNA from ancient cheese samples found alongside the Tarim Basin mummies in China, dating back approximately 3,600 years. The research suggests a new origin for kefir cheese and sheds light on the evolution of probiotic bacteria.

      

      
        Protein behavior can be predicted with simple math
        Researchers have discovered that mutations affect protein stability following remarkably simple rules. The discovery has profound implications for accelerating the development of new treatments for diseases or the design of new proteins with industrial applications.

      

      
        Harvests, wildfires, epidemics: How the jet stream has shaped extreme weather in Europe for centuries
        Tree-ring data reveal that periodic shifts in strong winds high above the Earth's surface have driven opposite climates in different parts of Europe for the past 700 years and likely much longer, resulting in contrasting patterns in weather, agricultural and societal extremes.

      

      
        Encoding human experience: Study reveals how brain cells compute the flow of time
        A landmark study has begun to unravel one of the fundamental mysteries in neuroscience -- how the human brain encodes and makes sense of the flow of time and experiences.

      

      
        Specially designed video games may benefit mental health of children and teenagers
        Scientists conclude that some video games created as mental health interventions can be helpful -- if modest -- tools in improving the mental well-being of children and teens with anxiety, depression and attention-deficit/hyperactivity disorder (ADHD).

      

      
        Extinct volcanoes a 'rich' source of rare earth elements
        A mysterious type of iron-rich magma entombed within extinct volcanoes is likely abundant with rare earth elements and could offer a new way to source these in-demand metals, according to new research. Rare earth elements are found in smartphones, flat screen TVs, magnets, and even trains and missiles. They are also vital to the development of electric vehicles and renewable energy technologies such as wind turbines.

      

      
        Abrupt intensification of northern wildfires due to future permafrost thawing
        Climate scientists and permafrost experts show that, according to new climate computer model simulations, global warming will accelerate permafrost thawing and as a result lead to an abrupt intensification of wildfires in the Subarctic and Arctic regions of northern Canada and Siberia.

      

      
        Another Franklin expedition crew member has been identified
        The skeletal remains of a senior officer of Sir John Franklin's 1845 Northwest Passage expedition have been identified using DNA and genealogical analyses.

      

      
        Atmospheric blocking slows ocean-driven melting of Greenland's largest glacier tongue
        Northeast Greenland is home to the 79 N Glacier -- the country's largest floating glacier tongue, but also one seriously threatened by global warming: warm water from the Atlantic is melting it from below. Experts have however now determined that the temperature of the water flowing into the glacier cavern declined from 2018 to 2021, even though the ocean has steadily warmed in the region over the past several decades. This could be due to temporarily changed atmospheric circulation patterns. Res...

      

      
        Lengthened consonants mark the beginning of words
        Speech consists of a continuous stream of acoustic signals, yet humans can segment words from each other with astonishing precision and speed. To find out how this is possible, a team of linguists has analysed durations of consonants at different positions in words and utterances across a diverse sample of languages. They have found that word-initial consonants are, on average, around 13 milliseconds longer than their non-initial counterparts. The diversity of languages for which this effect was ...

      

      
        Astronomers catch a glimpse of a uniquely inflated and asymmetric exoplanet
        Astronomers have observed the atmosphere of a hot and uniquely inflated exoplanet using NASA's James Webb Space Telescope.

      

      
        The heart of the question: Who can get Medicare-covered weight loss medicine?
        With Medicare now covering semaglutide for people with obesity and cardiovascular disease who don't have diabetes, a study looks at who that might include, depending on what cutoffs prescription plans apply.

      

      
        Scientists turn to human skeletons to explore origins of horseback riding
        A new, wide-ranging exploration of human remains casts doubt on a long-standing theory in archaeology known as the Kurgan hypothesis -- which, among other claims, suggests that humans first domesticated horses as early as the fourth millennium B.C.

      

      
        Food fussiness a largely genetic trait from toddlerhood to adolescence
        A new study compared survey results of parents with identical or non-identical twins in England and Wales from the ages of 16 months to 13 years. The study found that fussy eating is mainly influenced by genes and is a stable trait lasting from toddlerhood to early adolescence.

      

      
        Networks of Beliefs theory integrates internal and external dynamics
        The beliefs we hold develop from a complex dance between our internal and external lives. A recent study uses well-known formalisms in statistical physics to model multiple aspects of belief-network dynamics. This multidimensional approach to modeling belief dynamics could offer new tools for tackling various real-world problems such as polarization or the spread of disinformation.

      

      
        Volcanoes may help reveal interior heat on Jupiter moon
        By staring into the hellish landscape of Jupiter's moon Io -- the most volcanically active location in the solar system -- astronomers have been able to study a fundamental process in planetary formation and evolution: tidal heating.

      

      
        Breakthrough study predicts catastrophic river shifts that threaten millions worldwide
        Researchers have uncovered key insights into the dangerous phenomenon of 'river avulsion,' offering a way to predict when and where rivers may suddenly and dramatically change course.

      

      
        Scientists say we have enough evidence to agree global action on microplastics
        An international group of researchers says two decades of research have generated sufficient knowledge about the sources and effects of microplastics to allow world leaders to agree measures to address them. The argument comes 20 years after the first ever study to coin the term microplastics to describe the microscopic fragments of plastics in our ocean.

      

      
        Over nearly half a billion years, Earth's global temperature has changed drastically, driven by carbon dioxide
        A new study offers the most detailed glimpse yet into how Earth's surface temperature has changed over the past 485 million years. The data show that Earth has been and can be warmer than today -- but humans and animals cannot adapt fast enough to keep up with human-caused climate change.
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Single-dose gene therapy is potentially life-changing for adults with hemophilia B | ScienceDaily
Adults with hemophilia B saw their number of bleeding episodes drop by an average of 71 percent after a single infusion of gene therapy, according to the results of an international Phase III clinical trial published today in the New England Journal of Medicine by researchers from the University of Pennsylvania Perelman School of Medicine and a multicenter group of investigators.


						
Hemophilia is a genetic disorder that limits the blood's ability to clot and affects around 30,000 people in the United States, mostly males. Left untreated, it can cause spontaneous bleeding, particularly internal bleeding into the joints, which, over time, can cause painful joint damage and mobility issues. Hemophilia B is caused by a lack of clotting factor IX. The gene therapy enables the liver to create factor IX, which allows the blood to clot and protects patients from frequent bleeds.

"What we saw from patients in this study was that within a few days of receiving the gene therapy infusion, it took root, and their bodies started making factor IX for the first time in their lives," said study investigator and lead author Adam Cuker, MD, MS, section chief for Hematology, and clinical director of the Penn Blood Disorders Center and the Penn Comprehensive Hemophilia Program. "We always want to be careful about using the word 'cure' especially until we have longer follow-up data, but for many of these patients, it's been life changing."

After at least one year of follow-up, participants in the study had an average 71 percent reduction in bleed rate after receiving the gene therapy, compared to the year prior, when they were treated with prophylactic infusions of factor IX, the standard treatment for the disease. More than half of the 45 patients in the study did not have any bleeds after receiving gene therapy.

FDA-approved gene therapies available at Penn Medicine 

Based on the results of this study, the FDA approved the gene therapy (fidanacogene elaparvovec) in April 2024. Cuker was the site lead for the clinical trial at Penn Medicine, which was one of the top-enrolling sites for the study. It represents the second form of gene therapy approved to treat hemophilia B. The first such therapy (etranacogene dezaparvovec-drlb) was approved in November 2022, and Penn Medicine is one of several medical centers in the United States where this treatment is available to patients.

Gene therapies have very specific guidelines that determine eligibility and require specialized knowledge to carry out patient screening and selection, education about treatment risks and benefits, and post-therapy monitoring. Penn Medicine offers access to numerous clinical trials for gene therapy and expertise in administering FDA-approved gene therapies.




In the current study, the most common adverse effect was related to an immune system attack on liver cells that were targeted by the gene therapy, which can render the gene therapy ineffective, if not quickly treated. In the study, affected patients were treated with steroids to limit this immune reaction. Patients in the study will continue to be followed for at least five years to monitor potential long-term side effects.

Life-changing impact 

For patients with hemophilia B, the current standard of care of ongoing prophylactic infusions of factor IX is generally effective, but burdensome. Depending on the specific product, a patient may require regular infusions anywhere from once every two weeks up to several times a week. Most patients learn how to put their own IV in to be able to complete their infusions at home. The goal of this prophylactic treatment is to regularly give the body enough factor IX to prevent bleeds, though they still occur. By contrast, the new gene therapy only requires a single dose, and most patients in the study did not need to resume prophylactic factor IX treatments.

"We hear from people born with hemophilia that -- even if their disease is well-managed -- there's this burden that's always in the back of their mind. The frequent infusions, the cost of treatment, the need to plan for infusions when traveling, what happens if they do experience a bleed, and so on, is always there," Cuker said. "Now that we have patients who were treated on this study and are essentially cured of their hemophilia, they're telling us about realizing a new, 'hemophilia-free state of mind.' As a physician, it's amazing to see my patients so happy with their new reality."

The study was supported by Pfizer. Cuker has previously served as a paid consultant for Pfizer. 
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How special is the Milky Way Galaxy? | ScienceDaily
Is our home galaxy, the Milky Way Galaxy, a special place? A team of scientists started a journey to answer this question more than a decade ago. Commenced in 2013, the Satellites Around Galactic Analogs (SAGA) Survey studies galaxy systems like the Milky Way. Now, the SAGA Survey just published three new research articles that provide us with new insights into the uniqueness of our own Milky Way Galaxy after completing the census of 101 satellite systems similar to the Milky Way's.


						
These "satellites" are smaller galaxies in both mass and size that orbit a larger galaxy, usually called the host galaxy. Is our home galaxy, the Milky Way Galaxy, a special place? A team of scientists started a journey to answer this question more than a decade ago. Commenced in 2013, the Satellites Around Galactic Analogs (SAGA) Survey studies galaxy systems like the Milky Way. Now, the SAGA Survey just published three new research articles that provide us with new insights into the uniqueness of our own Milky Way Galaxy after completing the census of 101 satellite systems similar to the Milky Way's.

Just as with smaller satellites that orbit the Earth, these satellite galaxies are captured by the gravitational pull of the massive host galaxy and its surrounding dark matter. The Milky Way Galaxy is the host galaxy of several satellite galaxies, of which the two largest are the Large and Small Magellanic Clouds (LMC and SMC). While LMC and SMC are visible to the naked eye from the Southern Hemisphere, there are many other fainter satellite galaxies orbiting around the Milky Way Galaxy that can only be observed with a large telescope.

The goal of the SAGA Survey is to characterize satellite systems around other host galaxies that have similar stellar masses as the Milky Way Galaxy. Yao-Yuan Mao, a University of Utah faculty member in the Department of Physics and Astronomy, is co-leading the SAGA Survey with Marla Geha at Yale University and Risa Wechsler at Stanford University. Mao is the lead author of the first article in the series of three that have all been accepted by the Astrophysical Journal. This series of articles reports on the SAGA Survey's latest findings and makes the survey data available to other researchers worldwide.

An outlier galaxy?

In the first study led by Mao, the researchers highlighted 378 satellite galaxies identified across 101 Milky Way-mass systems. The number of confirmed satellites per system ranged from zero to 13 -- compared to four satellites for the Milky Way. While the number of satellite galaxies in the Milky Way system is on par with the other Milky Way-mass systems, "The Milky Way appears to host fewer satellites if you consider the existence of the LMC," Mao said. The SAGA Survey has found that systems with a massive satellite like the LMC tend to have a higher total number ofsatellites, and our Milky Way seems to be an outlier in this regard.

An explanation for this apparent difference between the Milky Way and the SAGA systems is the fact that the Milky Way has only acquired the LMC and SMC quite recently, compared with the age of the universe. The SAGA article explains that if the Milky Way Galaxy is an older, slightly less massive host with the recently added LMC and SMC, one would then expect a lower number of satellites in the Milky Way system not counting other smaller satellites that LMC/SMC might have brought in.




This result demonstrates the importance of understanding the interaction between the host galaxy and the satellite galaxies, especially when interpreting what we learn from observing the Milky Way. Ekta Patel, a NASA Hubble Postdoctoral Fellow at the U but not part of the SAGA team, studies the orbital histories of Milky Way satellites. After learning about the SAGA results, Patel said, "Though we cannot yet study the orbital histories of satellites around SAGA hosts, the latest SAGA data release includes a factor of ten more Milky Way-like systems that host an LMC-like companion than previously known. This huge advancement provides more than 30 galaxy ecosystems to compare with our own, and will be especially useful in understanding the impact of a massive satellite analogous to the LMC on the systems they reside in."

Why do galaxies stop forming stars?

The second SAGA study of the series is led by Geha, and it explores whether these satellite galaxies are still forming stars. Understanding the mechanisms that would stop the star formation in these small galaxies is an important question in the field of galaxy evolution. The researchers found, for example, that satellite galaxies located closer to their host galaxy were more likely to have their star formation "quenched," or suppressed. This suggests that environmental factors help shape the life cycle of small satellite galaxies.

The third new study is led by Yunchong (Richie) Wang, who obtained his doctorate with Wechsler. This study uses the SAGA Survey results to improve existing theoretical models of galaxy formation. Based on the number of quenched satellites in these Milky Way-mass systems, this model predicts quenched galaxies should also exist in more isolated environments -- a prediction that should be possible to test in the coming years with other astronomical surveys such as the Dark Energy Spectroscopic Instrument Survey.

Gift to the astronomy community

In addition to these exciting results that will enhance our understanding of galaxy evolution, the SAGA Survey team also brings a gift to the astronomy community. As part of this series of studies, the SAGA Survey team published new distance measurements, or redshifts, for about 46,000 galaxies. "Finding these satellite galaxies is like finding needles in a haystack. We had to measure the redshifts for hundreds of galaxies to just identify one satellite galaxy," Mao said. "These new galaxy redshifts will enable the astronomy community to study a wide range of topics beyond the satellite galaxies."

The SAGA Survey was supported in part by the National Science Foundation and the Heising-Simons Foundation. 
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Drone footage provides new insight into gray whales' acrobatic feeding behavior | ScienceDaily
Drone footage captured by researchers in Oregon State University's Marine Mammal Institute is offering new insight into the acrobatics undertaken by gray whales foraging in the waters off the coast of Oregon.


						
The whales' movements, including forward and side-swimming, headstands and the use of "bubble blasts" change as the whales grow, said Clara Bird, a researcher in the Marine Mammal Institute's Geospatial Ecology of Marine Megafauna Laboratory.

Using drone footage captured over seven years, Bird quantified the gray whales' behavior and their individual size and body condition. She found that the probability of whales using these behaviors changes with age.

Younger, smaller whales are more apt to use forward swimming behaviors while foraging. Older, larger whales are more likely to headstand, a head-down position where the whale is pushing its mouth into the ocean floor. The probability of whales using these behaviors changes with age.

"Our findings suggest that this headstanding behavior requires strength and coordination. For example, we often see whales sculling much like synchronized swimmers do while they are headstanding. It is likely this behavior is learned by the whales as they mature," said Bird, who led the research as part of her doctoral dissertation. "We have footage of whale calves trying to copy this behavior and they're not able to do it successfully."

The findings were just published in two new papers authored by Bird and co-authored by Associate Professor Leigh Torres, who leads the GEMM Lab at Hatfield Marine Science Center in Newport.

Since 2015, Torres and her research team have been studying the health and habits of the Pacific Coast Feeding Group, a roughly 200-member subgroup of whales who spend their summers feeding off the coast of Oregon, Washington, northern California and southern Canada, rather than traveling north to the Arctic as most of the 19,000 gray whales in the Eastern North Pacific population do. These whales face elevated exposure to human activities in some locations, including boat traffic, noise and pollution, while they feed in the shallow waters along the Pacific Northwest Coast.




"It's been an amazing journey of discovery over the last 10 years learning about how cool these gray whales are. They are underwater acrobats, doing tight turns, upside-down swimming and headstands," Torres said. "We have now connected these behaviors with the habitat, size and age of the whale, which allows us to understand much more about why they go where they go and do what they do. This will help us protect them in the long run."

The new study shows that whales are changing foraging tactics depending on the habitat and depth of the water they are in. For example, they are more likely to use headstanding when they are on a reef, because their primary prey, mysid shrimp, tend to aggregate on reefs with kelp, Bird said.

The researchers also investigated why the gray whales perform "bubble blasts" -- a single big exhale while they're underwater that produces a large circle pattern at the surface.

"While it was thought that bubble blasts helped gray whales aggregate or capture prey, our study shows that bubble blasts are a behavioral adaptation used by the whales to regulate their buoyancy while feeding in very shallow water," Torres explained.

Larger, fatter whales were more likely to bubble blast, especially while performing headstands. The bubble blasts also were associated with longer dives, supporting the hypothesis that the behavior helps whales feed for a longer period of time underwater.

"It is just like when we dive underwater, if we release air from our lungs, then we can stay underwater more easily without fighting the buoyancy forces that push us back toward the surface," Bird said.

Together, the two papers provide new insight into how whales' size affects their behavior and the role social learning may play in whales' adoption of these behaviors, she said.

"Because these whales are feeding close to shore, where the water is shallow and we can capture their behavior on video, we're able to really see what is happening," Bird said. "To be able to study the whales, in our backyard, and fill in some answers to questions about their behavior, feels very special."
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Mars' missing atmosphere could be hiding in plain sight | ScienceDaily
Mars wasn't always the cold desert we see today. There's increasing evidence that water once flowed on the Red Planet's surface, billions of years ago. And if there was water, there must also have been a thick atmosphere to keep that water from freezing. But sometime around 3.5 billion years ago, the water dried up, and the air, once heavy with carbon dioxide, dramatically thinned, leaving only the wisp of an atmosphere that clings to the planet today.


						
Where exactly did Mars' atmosphere go? This question has been a central mystery of Mars' 4.6-billion-year history.

For two MIT geologists, the answer may lie in the planet's clay. In a paper appearing in Science Advances, they propose that much of Mars' missing atmosphere could be locked up in the planet's clay-covered crust.

The team makes the case that, while water was present on Mars, the liquid could have trickled through certain rock types and set off a slow chain of reactions that progressively drew carbon dioxide out of the atmosphere and converted it into methane -- a form of carbon that could be stored for eons in the planet's clay surface.

Similar processes occur in some regions on Earth. The researchers used their knowledge of interactions between rocks and gases on Earth and applied that to how similar processes could play out on Mars. They found that, given how much clay is estimated to cover Mars' surface, the planet's clay could hold up to 1.7 bar of carbon dioxide, which would be equivalent to around 80 percent of the planet's initial, early atmosphere.

It's possible that this sequestered Martian carbon could one day be recovered and converted into propellant to fuel future missions between Mars and Earth, the researchers propose.

"Based on our findings on Earth, we show that similar processes likely operated on Mars, and that copious amounts of atmospheric CO2 could have transformed to methane and been sequestered in clays," says study author Oliver Jagoutz, professor of geology in MIT's Department of Earth, Atmospheric and Planetary Sciences (EAPS). "This methane could still be present and maybe even used as an energy source on Mars in the future."

The study's lead author is recent EAPS graduate Joshua Murray PhD '24.




In the folds

Jagoutz' group at MIT seeks to identify the geologic processes and interactions that drive the evolution of Earth's lithosphere -- the hard and brittle outer layer that includes the crust and upper mantle, where tectonic plates lie.

In 2023, he and Murray focused on a type of surface clay mineral called smectite, which is known to be a highly effective trap for carbon. Within a single grain of smectite are a multitude of folds, within which carbon can sit undisturbed for billions of years. They showed that smectite on Earth was likely a product of tectonic activity, and that, once exposed at the surface, the clay minerals acted to draw down and store enough carbon dioxide from the atmosphere to cool the planet over millions of years.

Soon after the team reported their results, Jagoutz happened to look at a map of the surface of Mars and realized that much of that planet's surface was covered in the same smectite clays. Could the clays have had a similar carbon-trapping effect on Mars, and if so, how much carbon could the clays hold?

"We know this process happens, and it is well-documented on Earth. And these rocks and clays exist on Mars," Jagoutz says. "So, we wanted to try and connect the dots."

"Every nook and cranny"

Unlike on Earth, where smectite is a consequence of continental plates shifting and uplifting to bring rocks from the mantle to the surface, there is no such tectonic activity on Mars. The team looked for ways in which the clays could have formed on Mars, based on what scientists know of the planet's history and composition.




For instance, some remote measurements of Mars' surface suggest that at least part of the planet's crust contains ultramafic igneous rocks, similar to those that produce smectites through weathering on Earth. Other observations reveal geologic patterns similar to terrestrial rivers and tributaries, where water could have flowed and reacted with the underlying rock.

Jagoutz and Murray wondered whether water could have reacted with Mars' deep ultramafic rocks in a way that would produce the clays that cover the surface today. They developed a simple model of rock chemistry, based on what is known of how igneous rocks interact with their environment on Earth.

They applied this model to Mars, where scientists believe the crust is mostly made up of igneous rock that is rich in the mineral olivine. The team used the model to estimate the changes that olivine-rich rock might undergo, assuming that water existed on the surface for at least a billion years, and the atmosphere was thick with carbon dioxide.

"At this time in Mars' history, we think CO2 is everywhere, in every nook and cranny, and water percolating through the rocks is full of CO2 too," Murray says.

Over about a billion years, water trickling through the crust would have slowly reacted with olivine -- a mineral that is rich in a reduced form of iron. Oxygen molecules in water would have bound to the iron, releasing hydrogen as a result and forming the red oxidized iron which gives the planet its iconic color. This free hydrogen would then have combined with carbon dioxide in the water, to form methane. As this reaction progressed over time, olivine would have slowly transformed into another type of iron-rich rock known as serpentine, which then continued to react with water to form smectite.

"These smectite clays have so much capacity to store carbon," Murray says. "So then we used existing knowledge of how these minerals are stored in clays on Earth, and extrapolate to say, if the Martian surface has this much clay in it, how much methane can you store in those clays?"

He and Jagoutz found that if Mars is covered in a layer of smectite that is 1,100 meters deep, this amount of clay could store a huge amount of methane, equivalent to most of the carbon dioxide in the atmosphere that is thought to have disappeared since the planet dried up.

"We find that estimates of global clay volumes on Mars are consistent with a significant fraction of Mars' initial CO2being sequestered as organic compounds within the clay-rich crust," Murray says. "In some ways, Mars' missing atmosphere could be hiding in plain sight."

This work was supported, in part, by the National Science Foundation.
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Brazilian fossils reveal jaw-dropping discovery in mammal evolution | ScienceDaily

Mammals stand out among vertebrates for their distinct jaw structure and the presence of three middle ear bones. This transition from earlier vertebrates, which had a single middle ear bone, has long fascinated scientists. The new study explores how mammal ancestors, known as cynodonts, evolved these features over time.

Using CT scanning, researchers were able to digitally reconstruct the jaw joint of these cynodonts for the first time. The researchers uncovered a 'mammalian-style' contact between the skull and the lower jaw in Riograndia guaibensis, a cynodont species that lived 17 million years before the previously oldest known example of this structure, but did not find one in Brasilodon quadrangularis, a species more closely related to mammals. This indicates that the defining mammalian jaw feature evolved multiple times in different groups of cynodonts, earlier than expected.

These findings suggest that mammalian ancestors experimented with different jaw functions, leading to the evolution of 'mammalian' traits independently in various lineages. The early evolution of mammals, it turns out, was far more complex and varied than previously understood.

Lead author James Rawson based in Bristol's School of Earth Sciences explained: "The acquisition of the mammalian jaw contact was a key moment in mammal evolution.

"What these new Brazilian fossils have shown is that different cynodont groups were experimenting with various jaw joint types, and that some features once considered uniquely mammalian evolved numerous times in other lineages as well."

This discovery has broad implications for the understanding of the early stages of mammal evolution, illustrating that features such as the mammalian jaw joint and middle ear bones evolved in a patchwork, or mosaic, fashion across different cynodont groups.




Dr. Agustin Martinelli, from the Museo Argentino de Ciencias Natural of Buenos Aires, stated: "Over the last years, these tiny fossil species from Brazil have brought marvellous information that enrich our knowledge about the origin and evolution of mammalian features. We are just in the beginning and our multi-national collaborations will bring more news soon."

The research team is eager to further investigate the South American fossil record, which has proven to be a rich source of new information on mammalian evolution.

Professor Marina Soares of the Museu Nacional, Brazil, stated: "Nowhere else in the world has such a diverse array of cynodont forms, closely related to the earliest mammals."

By integrating these findings with existing data, the scientists hope to deepen their understanding of how early jaw joints functioned and contributed to the development of the mammalian form.

James added: "The study opens new doors for paleontological research, as these fossils provide invaluable evidence of the complex and varied evolutionary experiments that ultimately gave rise to modern mammals."
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Deep-sea discovery shines light on life in the twilight zone | ScienceDaily
The ocean's twilight zone is deep, dark, and -- according to new research -- iron deficient.


						
No sunlight reaches this region 200 to 1,000 meters below the sea surface, where levels of iron, a key micronutrient, are so low that the growth of bacteria is restricted. To compensate, these bacteria produce molecules called siderophores, which help the bacteria scavenge trace amounts of iron from the surrounding seawater.

The study could change the way scientists view microbial processes in the deep ocean and offer new insight into the ocean's capacity to absorb carbon.

"Understanding the organisms that facilitate carbon uptake in the ocean is important for understanding the impacts of climate change," said Tim Conway, associate professor of chemical oceanography at the USF College of Marine Science, who co-authored the recent study. "When organic matter from the surface ocean descends to the deep ocean, it acts as a biological pump that removes carbon from the atmosphere and stores it in seawater and sediments. Measuring the rates and processes that influence this pump gives us insight into how and where the ocean stores carbon."

To conduct the study, researchers collected water samples from the upper 1,000 meters of the water column during an expedition through the eastern Pacific Ocean from Alaska to Tahiti. What they found in the samples surprised them. Not only were concentrations of siderophores high in surface waters where iron is expected to be deficient, but they were also elevated in waters between 200 and 400 meters deep, where nutrient and iron concentrations were thought to have little impact on the growth of bacteria.

"Unlike in surface waters, we did not expect to find siderophores in the ocean's twilight zone," said Conway. "Our study shows that iron-deficiency is high for bacteria living in this region throughout much of the east Pacific Ocean, and that the bacteria use siderophores to increase their uptake of iron. This has a knock-on effect on the biological carbon pump, because these bacteria are responsible for the breakdown of organic matter as it sinks through the twilight zone."

The recent discovery was part of GEOTRACES, an international effort to provide high-quality data for the study of climate-driven changes in ocean biogeochemistry.




The study of siderophores is still in the early stages. Researchers involved in GEOTRACES only recently developed reliable methods to measure these molecules in water samples, and they're still working to understand where and when microbes use siderophores to acquire iron.

Although the research into siderophores is new, this study demonstrates their clear impact on the movement of nutrients in the ocean's twilight zone.

"For a full picture of how nutrients shape marine biogeochemical cycles, future studies will need to take these findings into account," said Daniel Repeta, senior scientist at Woods Hole Oceanographic Institution and co-author of the article. "In other words, experiments near the surface must expand to include the twilight zone."

Funding for this work was provided by the National Science Foundation and the Simons Foundation. The U.S. portion of GEOTRACES is provided by the National Science Foundation.
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One in two El Nino events could be extreme by mid-century | ScienceDaily
With the climate pattern known as El Nino in full force from mid-2023 to mid-2024, global temperatures broke records for 12 months in a row. As one of the strongest El Nino events on record, it was likely the main culprit of unprecedented heat, floods and droughts worldwide.


						
In a new study published Sep. 25 in the journal Nature, a University of Colorado Boulder climate scientist and collaborators reveal that the planet could see more frequent extreme El Nino events by 2050 if greenhouse gas emissions continue to increase.

"It's pretty scary that 2050 is not very far away," said Pedro DiNezio, the paper's co-lead author and associate professor in the Department of Atmospheric and Oceanic Sciences. "If these extreme events become more frequent, society may not have enough time to recover, rebuild and adapt before the next El Nino strikes. The consequences would be devastating."

Shifting wind and soaring temperatures

El Nino occurs when water temperatures along the equator in the Pacific Ocean rise by at least 0.9 degF above average for an extended period.

The seemingly marginal temperature change can shift wind patterns and ocean currents, triggering unusual weather worldwide, including heat waves, floods and droughts.

When the area warms by 3.6degF above average, scientists classify the El Nino event as extreme. Since the U.S. National Oceanic and Atmospheric Administration began collecting data in the 1950s, the agency has recorded up to four extreme El Nino events.




During an extreme El Nino, the impacts on global weather tend to be more severe. For example, during the winter of 1997-98, El Nino brought record rainfall to California, causing devastating landslides that killed more than a dozen people. Over the same period, the planet lost about 15% of its coral reefs due to prolonged warming.

Last winter El Nino almost reached extreme magnitude, DiNezio said.

"El Nino events are difficult to simulate and predict because there are many mechanisms driving them. This has hindered our ability to produce accurate predictions and help society prepare and reduce the potential damage," they said.

Prior research suggests that climate change is intensifying and increasing the frequency of extreme weather events, possibly linked to changes in El Nino patterns. However, due to limited data, scientists have yet to confirm whether El Nino will strengthen with warming.

DiNezio and their team set out to simulate El Nino events in the past 21,000 years -- since the peak of Earth's last Ice Age -- using a computer model.

The model shows that during the Ice Age, when Earth's climate was colder, extreme El Nino events were very rare. As the planet warmed since the end of the Ice Age, the frequency and intensity of El Nino have been increasing.




The team validated the model by comparing the simulated data with past ocean temperature data retrieved from fossilized shells of foraminifera, a group of single-celled organisms ubiquitous in the oceans long before human existence. By analyzing the type of oxygen compounds preserved in these fossilized shells, the team reconstructed how El Nino drove ocean temperature fluctuations across the Pacific Ocean for the past 21,000 years. The ancient record aligned with the model's simulations.

"We are the first to show a model that can realistically simulate past El Nino events, enhancing our confidence in its future predictions. We are also proud of the robust technique we developed to evaluate our model, but unfortunately, it brought us no good news," DiNezio added.

The model predicts that if society continues to pump greenhouse gases into the atmosphere at the current rate, one in two El Nino events could be extreme by 2050.

The control knob

Despite El Nino's complexity, the model reveals that a single mechanism has controlled the frequency and intensity of all El Nino events as the planet has warmed since the last Ice Age.

When the eastern Pacific Ocean water warms from natural fluctuation, the winds that always blow east to west over the equatorial Pacific weaken due to changes in air pressure above the ocean. But during an El Nino, weakened winds allow warm water to flow east, and the warmer water weakens the winds even more, creating a feedback loop known as the Bjerknes feedback.

DiNezio's research suggests that as the atmosphere warms rapidly from greenhouse gas emissions, the planet experiences a stronger Bjerknes feedback, leading to more frequent extreme El Nino events.

With the most recent El Nino now in the past, DiNezio emphasized that society needs to focus on taking measures to reduce the impact from future extreme El Nino events, including cutting emissions and helping communities, particularly those in the developing countries, become resilient to extreme weather.

"We now understand how these extreme events happen, and we just need the will to reduce our reliance on fossil fuels," they said. "Our findings emphasize the urgent need to limit warming to 1.5 degC to avoid catastrophic climate impacts."
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Bacterial 'flipping' allows genes to assume different forms | ScienceDaily
Imagine being one cartwheel away from changing your appearance. One flip, and your brunette locks are platinum blond. That's not too far from what happens in some prokaryotes, or single-cell organisms, such as bacteria, that undergo something called inversions.


						
A study led by scientists at Stanford Medicine has shown that inversions, which cause a physical flip of a segment of DNA and change an organism's genetic identity, can occur within a single gene, challenging a central dogma of biology -- that one gene can code for only one protein.

"Bacteria are even cooler than I originally thought, and I'm a microbiologist, so I already thought they were pretty cool," said Rachael Chanin, PhD, a postdoctoral scholar in hematology. Microbiologists have known for decades that bacteria can flip small sections of their DNA to activate or deactivate genes, Chanin said. To the team's knowledge, however, those somersaulting pieces have never been found within the confines of a single gene.

In the same way that reversing the order of the letters in the word "dog" could entirely change the meaning of a sentence ("I'm a dog." versus "I'm a god."), the within-gene inversion essentially recodes the bacterium's genetics using the same material. That could result in the activation of a gene, a halt in gene activity or a sequence that codes for the creation of a different protein when inverted.

"I remember seeing the data, and I thought, 'No way, this can't be right, because it's too crazy to be true,'" said Ami Bhatt, PhD, professor of genetics and of medicine. "We then spent the next several years trying to convince ourselves that we had made a mistake. But as far as we can tell, we have not."

A study detailing the scientists' findings was published Sept. 25 in Nature. Chanin and former postdoctoral scholar Patrick West, PhD, co-led the study. Bhatt is the senior author.

Flip-flopping

In the 1920s, scientists encountered the first hint of inversions when they were searching for a salmonella treatment. They tried collecting antibodies from animals infected by the bacteria in the hopes that the immune molecules could be transferred to other animals and stave off infection. But it never worked -- even the bacterial strains they knew to be genetically identical were able to fight back. Scientists now know that evasion was thanks to an inversion recoding the bacterium in a way that allowed it to escape the animals' immunity.




Microbiologists have since found inversions occurring in small DNA segments of various kinds of prokaryotes. But Bhatt and her team wondered if they could also happen within a single gene. West created an algorithm, called PhaVa, that identified possible inversions within bacterial genomes.

The software essentially downloads thousands of genome sequence segments from various prokaryotes and scans for regions that look "flippable" -- segments with something called inverted repeats, which have a redundant palindromic quality (for instance, ATTCC and CCTTA) -- on other side of the potential inversion. The algorithm creates a catalog of what these sequences would look like if they flipped, and it makes comparisons between the made-up genomes and the true sequence. Then it counts the regions where both the flipped and unflipped sequences are present within an organism's genome, with every match indicating a likely inversion.

The software identified thousands of inversions that exist in bacterial and other prokaryotic species, revealing for the first time that inversions occur within genes. That sparked the idea that not only do single-gene inversions occur, but that they may be relatively common, Bhatt said.

"This was really surprising to us," Bhatt said. "To our knowledge this has never been seen before."

One big question remains: What causes an inversion? The team suspects there are specific enzymes that mediate the flip, as well as certain environmental cues that drive the change.

"That's a to-do now," Bhatt said. "One of our next steps is to try to decode the molecular grammar so we can build a database of enzymes and a database of the inverted repeats that they flip."

Interpreting inversions




While there's still much more to understand about inversions, Bhatt sees potential for numerous applications. "This is effectively a heritable, reversible type of genetic regulation," she said.

She posits that scientists may eventually be able to use inversions to create a toggleable bacterial system to control their gene expression, something that could behoove synthetic biology research. Or perhaps there are links between certain diseases and the state of bacterial inversions, in which case there may be a way to switch the bacteria's state and regulate a disease.

"This type of adaptation has just been hiding in front of us, waiting for the right tool and the right technology and biological question to be asked," Chanin said. "And it makes me wonder, how many more bacterial secrets are just waiting for us to uncover them?"

Researchers from Princeton University contributed to this study.

This study was funded by the National Institutes of Health (grants R01 AI148623, R01 AI143757, R01 AI174515, HG000044, HL120824, TL1TR003019, 1S10OD02014101), the AP Giannini Foundation, the National Science Foundation Graduate Research Fellowship, the Stanford DARE fellowship and the Stand Up 2 Cancer Foundation.
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Major boost in carbon capture and storage essential to reach 2degC climate target | ScienceDaily
Large expansion of carbon capture and storage is necessary to fulfill the Paris Climate Agreement. Yet a new study led by Chalmers University of Technology, in Sweden and University of Bergen, in Norway, shows that without major efforts, the technology will not expand fast enough to meet the 2degC target and even with major efforts it is unlikely to expand fast enough for the 1.5degC target.


						
The idea behind carbon capture and storage (CCS) technology is to capture carbon dioxide then store it deep underground. Some applications of CCS, such as bioenergy with CCS (BECCS) and direct air capture and storage (DACCS) actually lead to negative emissions, essentially "reversing" emissions from burning fossil fuels. CCS technologies play an important role in many climate mitigation strategies including net-zero targets. However, the current use is negligible.

"CCS is an important technology for achieving negative emissions and also essential for reducing carbon emissions from some of the most carbon-intensive industries. Yet our results show that major efforts are needed to bridge the gap between the demonstration projects in place today and the massive deployment we need to mitigate climate change," says Jessica Jewell, Associate Professor at Chalmers University of Technology in Sweden

A new study titled, 'Feasible deployment of carbon capture and storage and the requirements of climate targets',conducted a thorough analysis of past and future growth of CCS to forecast whether it can expand fast enough for the Paris Climate Agreement. The study found that over the 21st century, no more than 600 Gigatons (Gt) of carbon dioxide can be sequestered with CCS.

"Our analysis shows that we are unlikely to capture and store more than 600 Gt over the 21st century. This contrasts with many climate mitigation pathways from the Intergovernmental Panel on Climate Change (IPCC) which in some cases require upwards of 1000 Gt of CO2 captured and stored by the end of the century. While this looks at the overall amount, it's also important to understand when the technology can start operating at a large scale because the later we start using CCS the lower the chances are of keeping temperature rise at 1.5degC or 2degC. This is why most of our research focused on how fast CCS can expand," says Tsimafei Kazlou, PhD candidate at University of Bergen, Norway, and first author of the study.

Decrease in CCS failure rate required 

The study highlights the need to expand the number of CCS projects that realise this technology and cut failure rates to ensure the technology "takes-off" in this decade. Today, the development of CCS is driven by policies like the EU Net-Zero Industry Act and the Inflation Reduction Act in the US. In fact, if all of today's plans are realised, by 2030, CCS capacity would be eight times what it is today.




"Even though there are ambitious plans for CCS, there are big doubts about whether these are feasible. About 15 years ago, during another wave of interest in CCS, planned projects failed at a rate of almost 90 percent. If historic failure rates continue, capacity in 2030 will be at most twice what it is today which would be insufficient for climate targets," says Tsimafei Kazlou.

A promising technology with barriers to overcome 

Like most technologies, CCS grows non-linearly and there are examples of other technologies to learn from. Even if CCS "takes-off" by 2030, the challenges won't stop. In the following decade it would need to grow as fast as wind power did in the early 2000's to keep up with carbon dioxide reductions required for limiting the global temperature rise to 2degC by 2100. Then starting in the 2040s, CCS needs to match the peak growth that nuclear energy experienced in the 1970s and 1980s.

"The good news is that if CCS can grow as fast as other low-carbon technologies have, the 2degC target would be within reach (on tiptoes). The bad news, 1.5degC would likely still be out of reach," says Jessica Jewell.

The authors say their analysis underlines the need for strong policy support for CCS combined with a rapid expansion of other decarbonisation technologies for climate targets.

"Rapid deployment of CCS needs strong support schemes to make CCS projects financially viable. At the same time, our results show that since we can only count on CCS to deliver 600 Gt of CO2 captured and stored over the 21st century, other low-carbon technologies like solar and wind power need to expand even faster," says Aleh Cherp, Professor at Central European University in Austria.
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Mapping distant planets: 'Ridges', 'deserts' and 'savannahs' | ScienceDaily
A new 'map' of distant planets has been unveiled by scientists from The University of Warwick, which finds a ridge of planets in deep space, separating a desert of planets from a more populated savannah.


						
Researchers from Warwick and other universities examined Neptunian exoplanets -- these planets share similar characteristics to our own Neptune, but orbit outside of our solar system.

Scientists discovered a new area called the 'Neptunian Ridge' -- in between the 'Neptunian desert' and the 'Neptunian Savannah'.

Planets in the desert are very rare, as intense radiation has eroded their atmospheres to the point of destroying them, turning these planets into bare rocky cores.

The savannah is a region located further away from the intense radiation. In this region, environmental conditions are more favourable and allow planets to maintain their atmospheres for millions of years.

In between these two regions, researchers have discovered a new pile-up called the ridge, where there is a large concentration of planets.

Current evidence suggests that many of the planets in the ridge could have arrived from their birthplace through a mechanism called high-eccentricity tidal migration, which can bring planets closer to their stars at any stage of their life.




In contrast, planets in the savannah could have been brought mainly through another type of migration, called disk-driven migration, which occurs just after planets are formed.

Therefore, these two systems driving the movement of planets are populating the savannah and the desert differently. The few planets in the desert could be rare extreme cases pushing the edges of these broad models.

David Armstrong, Associate Professor of Physics at Warwick, commented: "Our work to observe this new structure in space is highly significant in helping us map the exoplanet landscape.

"As scientists, we're always striving to understand why planets are in the condition they are in, and how they ended up where they are.

"The discovery of the Neptunian ridge helps answer these questions, unveiling part of the geography of exoplanets out there, and is a hugely exciting discovery."
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Reconstructing the evolutionary history of the grape family | ScienceDaily
Until now, it was believed that plants of the grape family arrived at the European continent less than 23 million years ago. A study on fossil plants draws a new scenario on the dispersal of the ancestors of grape plants and reveals that these species were already on the territory of Europe some 41 million years ago. The paper describes a new fossil species of the same family, Nekemias mucronata, which allows us to better understand the evolutionary history of this plant group, which inhabited Europe between 40 and 23 million years ago.


						
This study, published in the Journal of Systematics and Evolution (JSE), is led by researcher Aixa Tosal, from the Faculty of Earth Sciences and the Biodiversity Research Institute (IRBio) of the University of Barcelona. The article is also signed by Alba Vicente, from the Biodiversity Research Institute (IRBio) and the Catalan Institute of Palaeontology Miquel Crusafont (ICP), and Thomas Denk, from the Swedish Museum of Natural History (Stockholm).

A new ancestor of the grape family

The grape family (Vitaceae) is made up of some 950 species, and is divided into five tribes (in botany, this is an intermediate taxonomic classification between the family and the genus). One of these tribes is the Viteae, made up of 200 species, including the grape vine plant (Vitis vinifera), which is of great global economic interest. The new paper published in the JSE focuses on studying the tribe Ampelopsideae, made up of 47 species.

"Our study changes the paradigms accepted until now and shows that the Ampelopsis and Nekemias lineages of the Ampelopsideae tribe were already present in Europe and Central Asia during the middle Eocene (between 47 and 37 million years ago). This indicates that this dispersal was approximately 20 million years earlier than previously estimated," says Aixa Tosal, first author of the study and member of the UB's Department of Earth and Ocean Dynamics.

"In particular, we show that a lineage now restricted to North America already existed in Europe and Central Asia, thanks to the discovery of the fossil species Nekemias mucronata, which is very similar to the present-day North American Nekemias arborea. Nekemias mucronata cohabited with Ampelopsis hibschii, the closest relative of today's Ampelopsis orientalis," explains Tosal. In contrast, the latter has had a different dispersal from N. mucronata, as this lineage is now endemic to the eastern Mediterranean. "This study helps us to better understand the evolution of the Ampelopsideae tribe during the second dispersal pulse, especially in Europe and Central Asia, which took place during the Palaeogene," says Tosal.

Nekemias mucronata lived from the late Eocene to the late Oligocene (37-23 million years ago). It seems that it was able to grow in a broad range of climates, from regions with low winter temperatures (-4.6 degC in cold periods) -- such as those found in Kazakhstan during the Oligocene (33-23) million years ago -- to regions with warm mean annual temperatures -- such as those of the Oligocene in the Iberian Peninsula -- or even in climates with intermediate temperatures such as those recorded in the centre of the European continent.




"N. mucronata was also not overly demanding in terms of rainfall. It could grow in areas with abundant rainfall and low rainfall seasonality; for example, in Central Europe during the Oligocene, or the Iberian Peninsula or Greece during the same time," says ICP researcher Alba Vicente. "This fossil species had a compound leaf, a peculiarity shared with some species of the vine family. Although it is difficult to confirm the number of leaflets of the compound leaf, it would have consisted of at least three. We have been able to recognize common patterns between the apical and lateral leaflets, which allows us to distinguish them from other fossil species of the vine family in Eurasia," he adds. "What makes Nekemias mucronata unique is the presence of a mucro at the tip of the leaflet teeth, which gives the species its name. The straight shape of the base of the apical leaflet is also quite distinctive, as all other Eurasian fossil species are buckled (with an invagination near the petiole)," says Vicente.

Dispersal of Ampelopsideae across the Atlantic bridge or the Bering Strait

To date, the oldest record of the grape family has been found in the Upper Cretaceous deposits of India (75-65 Ma). The earliest record of the plant lineage in the Americas is from the Upper Eocene, around 39.4 million years ago, and at about the same time in Europe and Central Asia the Ampelopsis and Nekemias lineages are already found.

How did these species disperse in the past? These tribes diverged between the Upper Cretaceous and the Upper Eocene and, although there are still many unknowns, it seems that they dispersed and evolved quite rapidly. According to current data, which are consistent with the molecular clock technique, "the Ampelopsideae could have followed two cluster routes or a mixture of both. The first proposed route follows the North Atlantic isthmus. That is, the family appeared in India, then moved on to central Asia and Europe during the middle Eocene (between 47 and 37 million years ago), and finally moved on to the Americas via Greenland," says Thomas Denk. "Another possible route suggests that, once the Vitaceae family appeared in India, the Ampelopsideae tribe dispersed eastward from Asia during the middle Eocene (47-37 million years ago) and quickly moved to the Americas via the Bering Strait, and from there to Europe along the North Atlantic isthmus," Denk says.

Although the dispersal of these two species does not seem to be linked to climate, it is possible that the increase in aridity during the Oligocene in the Iberian Peninsula and southern Europe explains the extinction (27-23 million years ago) of the last population of N. mucronata found in the Iberian Peninsula. In parallel, Ampelopsis hibschii was restricted to the Balkan area and finally became extinct about 15 million years ago.

"However, there are still many unanswered questions about the early dispersal phases (from the Late Cretaceous to the Palaeogene). For this reason, we would like to continue studying this family, and perhaps we will be able to unravel what happened during their early cluster phases, which occurred between 66 and 41 million years ago," the team concludes.
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Webb discovers 'weird' galaxy with gas outshining its stars | ScienceDaily
The discovery of a "weird" and unprecedented galaxy in the early Universe could "help us understand how the cosmic story began," astronomers say.


						
GS-NDG-9422 (9422) was found approximately one billion years after the Big Bang and stood out because it has an odd, never-before-seen light signature -- indicating that its gas is outshining its stars.

The "totally new phenomena" is significant, researchers say, because it could be the missing-link phase of galactic evolution between the Universe's first stars and familiar, well-established galaxies.

This extreme class of galaxy was spotted by the $10billion (PS7.6billion) James Webb Space Telescope (JWST), a joint endeavour of the US, European and Canadian space agencies, which has been designed to peer back in time to the beginning of the Universe.

Its discovery was made public today in a research paper published in the Monthly Notices of the Royal Astronomical Society.

"My first thought in looking at the galaxy's spectrum was, 'that's weird,' which is exactly what the Webb telescope was designed to reveal: totally new phenomena in the early Universe that will help us understand how the cosmic story began," said lead researcher Dr Alex Cameron, of the University of Oxford.

Cameron reached out to colleague Dr Harley Katz, a theorist, to discuss the strange data. Working together, their team found that computer models of cosmic gas clouds heated by very hot, massive stars, to an extent that the gas shone brighter than the stars, was nearly a perfect match to Webb's observations.




"It looks like these stars must be much hotter and more massive than what we see in the local Universe, which makes sense because the early Universe was a very different environment," said Katz, of Oxford and the University of Chicago.

In the local Universe, typical hot, massive stars have a temperature ranging between 70,000 to 90,000 degrees Fahrenheit (40,000 to 50,000 degrees Celsius). According to the team, galaxy 9422 has stars hotter than 140,000 degrees Fahrenheit (80,000 degrees Celsius).

The researchers suspect that the galaxy is in the midst of a brief phase of intense star formation inside a cloud of dense gas that is producing a large number of massive, hot stars. The gas cloud is being hit with so many photons of light from the stars that it is shining extremely brightly.

In addition to its novelty, nebular gas outshining stars is intriguing because it is something predicted in the environments of the Universe's first generation of stars, which astronomers classify as Population III stars.

"We know that this galaxy does not have Population III stars, because the Webb data shows too much chemical complexity. However, its stars are different than what we are familiar with -- the exotic stars in this galaxy could be a guide for understanding how galaxies transitioned from primordial stars to the types of galaxies we already know," said Katz.

At this point, galaxy 9422 is one example of this phase of galaxy development, so there are still many questions to be answered. Are these conditions common in galaxies at this time period, or a rare occurrence? What more can they tell us about even earlier phases of galaxy evolution?

Cameron, Katz, and their research colleagues are now identifying more galaxies to add to this population to better understand what was happening in the Universe within the first billion years after the Big Bang.

"It's a very exciting time, to be able to use the Webb telescope to explore this time in the Universe that was once inaccessible," Cameron said.

"We are just at the beginning of new discoveries and understanding."
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World's oldest cheese reveals origins of kefir | ScienceDaily
For the first time, scientists successfully extracted and analyzed DNA from ancient cheese samples found alongside the Tarim Basin mummies in China, dating back approximately 3,600 years. The research, published September 25 in the Cell Press journal Cell, suggests a new origin for kefir cheese and sheds light on the evolution of probiotic bacteria.


						
"This is the oldest known cheese sample ever discovered in the world," says Qiaomei Fu, the paper's corresponding author at the Institute of Vertebrate Paleontology and Paleoanthropology, Chinese Academy of Sciences. "Food items like cheese are extremely difficult to preserve over thousands of years, making this a rare and valuable opportunity. Studying the ancient cheese in great detail can help us better understand our ancestors' diet and culture."

About two decades ago, a team of archeologists discovered mysterious white substances smeared on the heads and necks of several mummies found in the Xiaohe cemetery in Northwestern China's Tarim Basin. These mummies dated back to about 3,300 to 3,600 years ago, from the Bronze Age. At the time, scientists thought these substances might be a type of fermented dairy product, but they couldn't identify exactly what kind.

After more than a decade of advancements in ancient DNA analysis, a team led by Fu has unraveled the mystery.

The researchers successfully extracted mitochondrial DNA from samples found in three different tombs at the cemetery. They identified cow and goat DNA in the cheese samples. Interestingly, the ancient Xiaohe people used different types of animal milk in separated batches, a practice differing from the mixing of milk types common in Middle Eastern and Greek cheesemaking.

Most importantly, Fu and her colleagues managed to recover the DNA of microorganisms from the dairy samples and confirmed that the white substances were in fact kefir cheese. They discovered that the samples contained bacterial and fungal species, including Lactobacillus kefiranofaciens and Pichia kudriavzevii, both commonly found in present-day kefir grains.

Kefir grains are symbiotic cultures containing multiple species of probiotic bacteria and yeast, which ferment milk into kefir cheese, much like a sourdough starter.




Being able to sequence the bacterial genes in the ancient kefir cheese gave the team an opportunity to track how probiotic bacteria evolved over the past 3,600 years. Specifically, they compared the ancient Lactobacillus kefiranofaciens from the ancient kefir cheese with the modern-day species.

Today, there are two major groups of the Lactobacillus bacteria -- one originating Russia and another from Tibet. The Russian type is the most widely used globally, including in the US, Japan, and European countries, for making yogurt and cheese.

The team found that the Lactobacillus kefiranofaciens in the samples was more closely related to the Tibetan group, challenging a long-held belief that kefir originated solely in the North Caucasus mountain region of modern-day Russia.

"Our observation suggests kefir culture has been maintained in Northwestern China's Xinjiang region since the Bronze Age," Fu says.

The study also revealed how Lactobacillus kefiranofaciens exchanged genetic material with related strains, improving its genetic stability and milk fermentation capabilities over time. Compared with ancient Lactobacillus, modern-day bacteria are less likely to trigger an immune response in the human intestine. This suggests that the genetic exchanges also helped Lactobacillus become more adapted to human hosts over thousands of years of interaction.

"This is an unprecedented study, allowing us to observe how a bacterium evolved over the past 3,000 years. Moreover, by examining dairy products, we've gained a clearer picture of ancient human life and their interactions with the world," says Fu. "This is just the beginning, and with this technology, we hope to explore other previously unknown artifacts."
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Protein behavior can be predicted with simple math | ScienceDaily

Proteins are chains made up of twenty different types of smaller units called amino acids. A single mutation swaps one amino acid for another, changing the protein's shape. This can mark the difference between health and disease. Many diseases, including cancer and neurodegenerative disorders, are caused by more than one mutation in a protein.

Predicting how mutations alter a protein's shape is critical for understanding their contribution to disease. However, with so many amino acids in a protein, there are an astronomical number of ways mutations can combine. Experimentally testing each possible combination to see how they affect a protein is practically impossible.

"There are 17 billion different combinations of a protein that is 34 amino acids in length with only a single change allowed at each position. If it took just one second to test a single combination, we'd need a total of 539 years to try them all. It's not a feasible experiment," says Aina Marti Aranda, co-author of the study who began the project at the CRG and is currently a PhD student at the Wellcome Sanger Institute in the UK.

As proteins get longer, the different number of combinations rises exponentially. For a protein one hundred amino acids long, there are more possible combinations than there are atoms in the entire universe. The vast majority of known proteins, especially those contributing to human disease, are much longer.

Even in this vast landscape of possibilities, research led by Dr. Andre Faure at the Centre for Genomic Regulation in Barcelona and ICREA Research Professor Ben Lehner, with dual affiliation between the CRG and the Wellcome Sanger Institute, have discovered that the impact of mutations on protein stability is more predictable than previously thought.

For years, there has been an underlying assumption that two mutations might interact with each other in unexpected ways, enhancing or suppressing each other's effects. "The fear that two mutations interacting can unpredictably affect the whole structure made us use incredibly complex models," says Marti Aranda.




The study found that while mutations do interact, it is a relatively rare occurrence, and the vast majority affect a protein independently of each other. "Our discovery turns an old understanding on its head, showing that the endless possibilities of protein mutations boil down to straightforward rules. We don't need supercomputers to predict a protein's behaviour -- just good measurements and simple maths will do," says Dr. Lehner.

The researchers made the discovery by generating thousands of protein variants, each with different combinations of mutations that could produce functional proteins. They then tested the stability of the proteins, generating a vast amount of data on how each mutation and combination of mutations affect proteins. The experimental outcomes closely matched models which assume that the total effect of multiple mutations can be calculated by simply adding up the effects of each individual mutation.

The findings can help better understand and target genetic diseases. For example, some genetic disorders are caused by many mutations in one protein. Patients may have different combinations of mutations, making it challenging to predict disease severity and response to treatments.

With the new understanding that most mutations act independently, clinicians can find new ways of predicting how various mutation combinations affect a protein's stability and function. This can lead to more accurate prognoses and personalised treatment plans, improving patient outcomes.

The study can also lead to more efficient drug development. Some drugs correct misfolded proteins, such as in Alzheimer's disease, where the changing shape of amyloid-beta proteins form plaques in the brain. Researchers can now better predict which mutations are most destabilising and design molecules that specifically stabilise these regions.

The study also has implications for biotechnologists using protein design to tackle different types of problems. For example, some enzymes have the ability to break down plastics in the environment. Researchers could design new enzymes with enhanced activity and stability by adding beneficial mutations together.

While the discovery is a significant advance, the researchers raise some limitations in the study. For example, they did not capture more complex interactions involving three or more mutations. In some proteins, these higher-order interactions could significantly impact stability and are not predicted by simply adding up individual effects.

Also, while the findings can dramatically reduce the number of experiments needed, some level of experimental validation is still necessary to confirm predictions, especially for critical applications like drug development where there may be unforeseen effects or rare interactions that the models do not capture.
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Harvests, wildfires, epidemics: How the jet stream has shaped extreme weather in Europe for centuries | ScienceDaily
During her summer travels to her native Belgium, University of Arizona professor Valerie Trouet noticed something that turned casual curiosity into a major scientific discovery: When the sun hid behind an overcast sky and people around her put on sweaters instead of summer clothes, the weather tended to be warm and dry in Italy, Greece and the Balkans, popular summer escapes for tourists from the cooler climates of central and northern Europe.


						
At U of A's Laboratory of Tree-Ring Research, Trouet studies tree-rings to gather clues about what past climates were like, reading wavy, wooden lines like a linguist might decipher an ancient text. What if, she mused, the key to understanding the capricious summers in Europe could be hidden in trees, silent witnesses to centuries of warm and cold, sunshine, rain and snow?

Trouet assembled an international collaboration to collect tree-ring samples across Europe. The team published its results -- the first reconstruction of the jet stream over the past 700 years -- on Tuesday in the journal Nature.

The jet stream and the Black Death

Jet streams are concentrated bands of wind in the upper atmosphere that travel around the globe in the northern and southern hemispheres. Their exact locations are not fixed; in response to changes in the position and intensity of high- and low-pressure weather systems, they may shift north or south or change their course, resembling a swiftly running stream at some times, and a slow, meandering river at others.

The jet stream, it turns out, largely determines summer climate in Europe, and it does so in a seesaw-type pattern that climate researchers call a "dipole."

"When the jet stream is in an extreme northern position, we get cooler and wetter conditions over the British Isles and warmer and drier conditions over the Mediterranean and the Balkans," explained study co-author Ellie Broadman, a former postdoctoral research fellow at Laboratory of Tree-Ring Research who is now a biologist at the Sequoia-Kings Canyon Field Station of the U.S. Geological Survey. "This is related to the climate conditions we are witnessing right now, such as catastrophic flooding in central Europe."

Hotter conditions over the Balkans cause more moisture than normal to evaporate from the Mediterranean Sea and rain down further north. Conversely, when the jet stream migrates further south, it drags warmer and drier air over the British Isles and pushes cooler temperatures and more moisture toward southeastern Europe.




Measurements of the jet stream have only been around since the late 1940s, Trouet said. By using tree-ring samples from across Europe as proxies for temperature, the research team was able to reconstruct jet stream variation over the past 700 years.

Each year, trees add a ring consisting of less dense wood in the spring and denser wood in the summer. By analyzing tree rings under the microscope, dendrochronologists can compile an archive of past climates.

"We link tiny, subcellular cell wall features in the wood to atmospheric winds that weave through the atmosphere many miles above the Earth, which is fascinating," Trouet said.

Remarkably, the team found past patterns of the jet stream reflected on a societal level, recorded in historic documents.

"Europe has a long history of writing things down," Trouet said. "For example, there were monks in Ireland who started recording storms that happened in the 600s, the early Middle Ages, and you have centuries-long records of grape harvests, grain prices and epidemics."

By comparing historical records to the jet stream reconstruction, Trouet's team discovered that the climate dipole created by the jet stream has influenced European society for the past 700 years and likely much longer.




"Epidemics happened more frequently in the British Isles when the jet stream was further north," Trouet said. "Because summers were wet and cold, people stayed indoors, and the conditions were more conducive to spreading diseases."

From 1348 to 1350, the plague, known as the Black Death, raged in Ireland. At that time, the jet stream was in an extreme, far-north position over Europe.

The findings provide critical data to improve climate models that researchers rely on to predict future climate, Broadman said. Much research has focused on how the jet stream is affected as a result of global warming.

"It's hard to do that if you only have 60 years' worth of data, which is why a reconstruction going back 700 years is very useful," she said. "It allows you to actually compare the past to what's been happening since we started putting greenhouse gasses into the atmosphere."

Harvest failures, wildfires and extreme weather

Scientists have observed a trend showing the jet stream is gradually shifting northward, independent of its seasonal or more short-term variations.

"When you combine our reconstruction with harvest failures, you see that this trend likely leads to issues with major cereal crops and other types of weather extremes," Trouet said. "It gives you a preview of the kinds of extreme events and societal outcomes we could expect if that trajectory continues."

The findings also set a precedent for a future trajectory of jet stream variation and extreme weather events, such as wildfires, Trouet said.

"We showed that wildfires in the Balkans historically happened substantially more when the jet stream was in that northern position that creates dry and hot conditions," she said. "And that is exactly what we're seeing this summer. The results that we're seeing in our reconstruction act out in real life."

"When you look at how the jet stream's natural variability alone has impacted societies, you can get an idea of what might happen if you add more heat in the atmosphere and more variability," Broadman added. "Being able to say, 'OK, maybe we need to watch out for this or that particular jet stream configuration' can be very helpful for predictions of climate related extremes."
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Encoding human experience: Study reveals how brain cells compute the flow of time | ScienceDaily
A landmark study led by UCLA Health has begun to unravel one of the fundamental mysteries in neuroscience -- how the human brain encodes and makes sense of the flow of time and experiences.


						
The study, published in the journal Nature, directly recorded the activity of individual neurons in humans and found specific types of brain cells fired in a way that mostly mirrored the order and structure of a person's experience. They found the brain retains these unique firing patterns after the experience is concluded and can rapidly replay them while at rest. Furthermore, the brain is also able to utilize these learned patterns to ready itself for future stimuli following that experience. These findings provide the first empirical evidence regarding how specific brain cells integrate "what" and "when" information to extract and retain representations of experiences through time.

The study's senior author, Dr. Itzhak Fried, said the results could serve in the development of neuro-prosthetic devices to enhance memory and other cognitive functions as well as have implications in artificial intelligence's understanding of cognition in the human brain.

"Recognizing patterns from experiences over time is crucial for the human brain to form memory, predict potential future outcomes and guide behaviors," said Fried, director of epilepsy surgery at UCLA Health and professor of neurosurgery, psychiatry and biobehavioral sciences at the David Geffen School of Medicine at UCLA. "But how this process is carried out in the brain at the cellular level had remained unknown -- until now."

Previous research, including by Dr. Fried, used brain recordings and neuroimaging to understand how the brain processes spatial navigation, showing in animal and human models that two regions of the brain -- the hippocampus and the entorhinal cortex -- played key roles. The two brain regions, both important in memory functions, work to interact to create a "cognitive map." The hippocampal neurons act as "place cells" that show when an animal is at a specific location, similar to an 'X' on a map, while the entorhinal neurons act as "grid cells" to provide a metric of spatial distance. These cells found first in rodents were later found in humans by Fried's group.

Further studies have found similar neural actions work to represent non-spatial experiences such as time, sound frequency and characteristics of objects. A seminal finding by Fried and his colleagues was that of "concept cells" in human hippocampus and entorhinal cortex that responds to particular individuals, places or distinct objects and appear to be fundamental to our ability for memory.

To examine the brain processing of events in time, the UCLA study recruited 17 participants with intractable epilepsy who had been previously had depth electrodes implanted in their brains for clinical treatment.




Researchers recorded the neural activity of the participants as they underwent a complex procedure that involved behavioral tasks, pattern recognition and image sequencing.

Participants first underwent an initial screening section during which approximately 120 images of people, animals, objects and landmarks were repeatedly shown to them on a computer over about 40 minutes. The participants were instructed to perform various tasks such as determining whether the image showed a person or not. The images, of things like famous actors, musicians and places, were selected partly based on each participant's preferences.

Following this, the participants underwent a three-phase experiment in which they would perform behavioral tasks in response to images that were arbitrarily displayed on different locations of a pyramid-shaped graph. Six images were selected for each participant.

In the first phase, images were displayed in a pseudo-random order. The next phase had the order of images determined by the location on the pyramid graph. The final phase was identical to the first phase. While watching these images, the participants were asked to perform various behavioral tasks that were unrelated to the positioning of the images on the pyramid graph. These tasks included determining whether the image showed a male or female or whether a given image was mirrored compared to the previous phase.

In their analyses, Fried and his colleagues found the hippocampal-entorhinal neurons gradually began to modify and closely align their activity to the sequencing of images on the pyramid graphs. These patterns were formed naturally and without direct instruction to the participants, according to Fried. Additionally, the neuronal patterns reflected the probability of upcoming stimuli and retained the encoded patterns even after the task was completed.

Lead author of the study was Pawel Tacikowski with co-authors Guldamla Kalendar and Davide Ciliberti.

"This study shows us for the first time how the brain uses analogous mechanisms to represent what are seemingly very different types of information: space and time," Fried said. "We have demonstrated at the neuronal level how these representations of object trajectories in time are incorporated by the human hippocampal-entorhinal system."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240925122844.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Specially designed video games may benefit mental health of children and teenagers | ScienceDaily
In a review of previous studies, a Johns Hopkins Children's Center team concludes that some video games created as mental health interventions can be helpful -- if modest -- tools in improving the mental well-being of children and teens with anxiety, depression and attention-deficit/hyperactivity disorder (ADHD).


						
A report on the review of studies from peer-reviewed journals between 2011 and March 20, 2024, was published Sept. 23, 2024, in JAMA Pediatrics.

An estimated 20% of children and teenagers between the ages of three and 17 in the U.S. have a mental, emotional, developmental or behavioral disorder. Suicidal behaviors among high school students also increased by more than 40% in the 10 years prior to 2019, according to a report by the Agency for Healthcare Research and Quality. Other studies provide evidence that the COVID-19 pandemic's disruptions worsened these trends, and while research suggests parents and other care givers are seeking out mental health care for children, wait times for appointments have increased.

"We found literature that suggests that even doubling the number of pediatric mental health providers still wouldn't meet the need," says Barry Bryant, M.D., a resident in the Department of Psychiatry and Behavioral Sciences in the Johns Hopkins University School of Medicine and first author of the new study.

In a bid to determine if so-called "gamified digital mental health interventions," or video games designed to treat mental health conditions, benefited those with anxiety, depression and ADHD, the research team analyzed their use in randomized clinical trials for children and adolescents.

Bryant and child and adolescent psychologist Joseph McGuire, Ph.D., identified 27 such trials from the U.S. and around the world. The studies overall included 2,911 participants with about half being boys and half being girls, between the ages of six and 17 years old.

The digital mental health interventions varied in content, but were all created with the intent of treating ADHD, depression and anxiety. For example, for ADHD, some of the games involved racing or splitting attention, which required the user to pay attention to more than one activity to be successful in gameplay. For depression and anxiety, some of the interventions taught psychotherapy-oriented concepts in a game format. All games were conducted on technology platforms, such as computers, tablets, video game consoles and smartphones. The video games are available to users in a variety of ways -- some are available online, while others required access through specific research teams involved in the studies.




Outcome measurements varied depending on the study. However, the Johns Hopkins research team was able to standardize effect sizes using a random-effects model so that a positive result indicated when interventions performed better than control conditions. Hedges g, a statistic used to measure effect size, was used to quantify treatment effects overall in the studies reviewed.

The research team's analysis found that video games designed for patients with ADHD and depression provided a modest reduction (both with an effect size of .28) in symptoms related to ADHD and depression, such as improved ability to sustain attention and decreased sadness, based on participant and family feedback from the studies. (An effect size of .28 is consistent with a smaller effect size, where as in-person interventions often produce moderate -- .50 -- to large -- .80 -- effects.) By contrast, video games designed for anxiety did not show meaningful benefits (effect size of .07) for reducing anxiety symptoms for participants, based on participant and family feedback.

Researchers also examined factors that led to improved benefit from digital mental health interventions. Specific factors related to video game delivery (i.e., interventions on computers and those with preset time limits) and participants (i.e., studies that involved more boys) were found to positively influence therapeutic effects. Researchers say these findings suggest potential ways to improve upon the current modest symptom benefit.

"While the benefits are still modest, our research shows that we have some novel tools to help improve children's mental health -- particularly for ADHD and depression -- that can be relatively accessible to families," says Joseph McGuire, Ph.D., an author of the study and an associate professor of psychiatry and behavioral sciences in the school of medicine. "So if you are a pediatrician and you're having trouble getting your pediatric patient into individual mental health care, there could be some gamified mental health interventions that could be nice first steps for children while waiting to start individual therapy."

The team cautioned that their review did not indicate why certain video game interventions performed better than others. They also note that some of the trials included in the study used parent- or child-reported outcome measures, rather than standardized clinician ratings, and the studies did not uniformly examine the same factors or characteristics, such as participants' engagement and social activities, which could have influenced the effects of the treatment. They also found that some of the video games included in the studies are not easily accessible, since they are not available online or are behind pay walls.

The researchers also noted that while video game addiction and the amount of screen time can be concerns, those children who played the games studied in a structured, time-limited format tended to do best. "If a child has a video game problem, they are often playing it for several hours a day as opposed to a gamified digital mental health intervention that might be 20-45 minutes, three times a week," Bryant says.




"I think having many tools in the toolbox can be helpful to confront the increasing demand for child mental health care," McGuire says.

Morgan Sisk from University of Alabama at Birmingham was also a study author.

The study was funded by generous donors and Johns Hopkins Medicine.

The authors affiliated with The Johns Hopkins University did not declare any conflicts of interest under Johns Hopkins University policies.
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Extinct volcanoes a 'rich' source of rare earth elements | ScienceDaily
A mysterious type of iron-rich magma entombed within extinct volcanoes is likely abundant with rare earth elements and could offer a new way to source these in-demand metals, according to new research from The Australian National University (ANU) and the University of the Chinese Academy of Sciences.


						
Rare earth elements are found in smartphones, flat screen TVs, magnets, and even trains and missiles. They are also vital to the development of electric vehicles and renewable energy technologies such as wind turbines.

Dr Michael Anenburg from ANU said the iron-rich magma that solidified to form some extinct volcanoes is up to a hundred times more efficient at concentrating rare earth metals than the magmas that commonly erupt from active volcanoes.

"We have never seen an iron-rich magma erupt from an active volcano, but we know some extinct volcanoes, which are millions of years old, had this enigmatic type of eruption," Dr Anenburg said.

"Our findings suggest that these iron-rich extinct volcanoes across the globe, such as El Laco in Chile, could be studied for the presence of rare earth elements."

The researchers simulated volcanic eruptions in the lab by sourcing rocks similar to those from iron-rich extinct volcanoes. They put these rocks into a pressurised furnace and heated them to extremely high temperatures to melt them and learn more about the minerals inside the rocks.

This is how they discovered the abundance of rare earth elements contained in iron-rich volcanic rocks.




With more countries investing heavily in renewable energy technologies, the demand for rare earth elements continues to skyrocket. In fact, demand for these elements is expected to increase fivefold by 2030.

"Rare earth elements aren't that rare. They are similar in abundance to lead and copper. But breaking down and extracting these metals from the minerals they reside in is challenging and expensive," Dr Anenburg said.

China has the biggest deposit of rare earth elements on the planet, while Europe's largest deposit of rare earths is in Sweden. Australia has a world-class deposit at Mount Weld in Western Australia and others near Dubbo and Alice Springs.

According to Dr Anenburg, Australia has an opportunity to become a major player in the clean energy space by capitalising on its abundance of rare earth resources.

The research is published in Geochemical Perspectives Letters. This work was led by Shengchao Yan from the University of the Chinese Academy of Sciences. 
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Abrupt intensification of northern wildfires due to future permafrost thawing | ScienceDaily

Recent observational trends suggest that warm and unusually dry conditions have already intensified wildfires in the Arctic region. To understand and simulate how future anthropogenic warming will affect wildfire occurrences, it is important to consider the role of accelerated permafrost thawing, because it strongly controls the water content of the soil -- a key factor in wildfire burning. Recent climate models did not fully consider the interaction between global warming, northern high latitude permafrost thawing, soil water and fires.

The new study uses permafrost and wildfire data generated by one of the most comprehensive earth system models -- the Community Earth System Model. It is the first model of its kind, which captures the coupling between soil water, permafrost and wildfires in an integrated way. To better separate the anthropogenic effect of increasing greenhouse gas emissions from naturally occurring variations in climate, the scientists used an ensemble of 50 past-to-future simulations covering the period from 1850-2100 CE (SSP3-7.0 greenhouse gas emission scenario), which was recently conducted by scientists from the IBS Center for Climate Physics, Busan (South Korea) and the National Center for Atmospheric Research in Boulder, Colorado (United States) on the IBS supercomputer Aleph.

With this ensemble modelling approach, the team demonstrated that by the mid to late 21st century anthropogenic permafrost thawing in the Subarctic and Arctic regions will be quite extensive. In many areas, the excess soil water can drain quickly, which leads to a sudden drop in soil moisture, subsequent surface warming and atmospheric drying. "These conditions will intensify wildfires," says Dr. In-Won Kim, lead author of the study and postdoctoral researcher at the IBS Center for Climate Physics in Busan, South Korea. "In the second half of this century, our model simulations show an abrupt switch from virtually no fires to very intensive fires within just a few years" she adds.

These future trends will be further exacerbated by the fact that vegetation biomass is likely to increase in high latitude areas due to increasing atmospheric CO2 concentrations. This so-called CO2 fertilization effect therefore provides extra fire fuel.

"To better simulate the future degradation of the complex permafrost landscape, it is necessary to further improve small-scale hydrological processes in earth system models using extended observational datasets," says Associate Prof. Hanna Lee, co-author of the study at the Norwegian University of Science and Technology, in Trondheim, Norway.

"Wildfires release carbon dioxide, and black and organic carbon into the atmosphere, which can affect climate and feed back to the permafrost thawing processes in the Arctic. However, interactions between fire emissions and the atmospheric processes have not been fully integrated into earth system computer models yet. Further consideration of this aspect would be the next step," says Prof. Axel Timmermann, co-author of the study and director of the ICCP and Distinguished Professor at Pusan National University.
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Another Franklin expedition crew member has been identified | ScienceDaily
The skeletal remains of a senior officer of Sir John Franklin's 1845 Northwest Passage expedition have been identified by researchers from the University of Waterloo and Lakehead University using DNA and genealogical analyses.


						
In April of 1848 James Fitzjames of HMS Erebus helped lead 105 survivors from their ice-trapped ships in an attempt to escape the Arctic. None would survive. Since the mid-19th century, remains of dozens of them have been found around King William Island, Nunavut.

The identification was made possible by a DNA sample from a living descendant, which matched the DNA that was discovered at the archaeological site on King William Island where 451 bones from at least 13 Franklin sailors were found.

"We worked with a good quality sample that allowed us to generate a Y-chromosome profile, and we were lucky enough to obtain a match," said Stephen Fratpietro of Lakehead's Paleo-DNA lab.

Fitzjames is just the second of those 105 to be positively identified, joining John Gregory, engineer aboard HMS Erebus, whom the team identified in 2021.

"The identification of Fitzjames' remains provides new insights about the expedition's sad ending," said Dr. Douglas Stenton, adjunct professor of anthropology at Waterloo.

In the 1850s Inuit told searchers they had seen evidence that survivors had resorted to cannibalism, shocking some Europeans. Those accounts were fully corroborated in 1997 by the late Dr. Anne Keenleyside who found cut marks on nearly one-quarter of the human bones at NgLj-2, proving that the bodies of at least four of the men who died there had been subject to cannibalism.




Fitzjames' mandible is one of the bones exhibiting multiple cut marks, demonstrating that after his death his body was subject to cannibalism. "This shows that he predeceased at least some of the other sailors who perished, and that neither rank nor status was the governing principle in the final desperate days of the expedition as they strove to save themselves," said Stenton.

19th century Europeans believed that all cannibalism was morally reprehensible, but the researchers emphasize that we now understand much more about what is known as survival or starvation cannibalism and can empathize with those forced to resort to it. "It demonstrates the level of desperation that the Franklin sailors must have felt to do something they would have considered abhorrent," said Dr. Robert Park, Waterloo anthropology professor. "Ever since the expedition disappeared into the Arctic 179 years ago there has been widespread interest in its ultimate fate, generating many speculative books and articles and, most recently, a popular television miniseries which turned it into a horror story with cannibalism as one of its themes. Meticulous archaeological research like this shows that the true story is just as interesting, and that there is still more to learn," said Park.

The remains of Fitzjames and the other sailors who perished with him now rest in a memorial cairn at the site with a commemorative plaque.

Descendants of members of the Franklin expedition are encouraged to contact Stenton. "We are extremely grateful to this family for sharing their history with us and for providing DNA samples, and welcome opportunities to work with other descendants of members of the Franklin expedition to see if their DNA can be used to identify other individuals."

"Identification of a Senior Officer from Sir John Franklin's Northwest Passage Expedition" by Stenton, Fratpietro and Park was published in the Journal of Archaeological Science: Reports. The research was funded by the Government of Nunavut and the University of Waterloo.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240924123035.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Atmospheric blocking slows ocean-driven melting of Greenland's largest glacier tongue | ScienceDaily
Northeast Greenland is home to the 79deg N Glacier - the country's largest floating glacier tongue, but also one seriously threatened by global warming: warm water from the Atlantic is melting it from below. Experts from the Alfred Wegener Institute have however now determined that the temperature of the water flowing into the glacier cavern declined from 2018 to 2021, even though the ocean has steadily warmed in the region over the past several decades. This could be due to temporarily changed atmospheric circulation patterns. In a study just released in the journal Science, the researchers discuss how this affects the ocean and what it could mean for the future of Greenland's glaciers.


						
Over the past few decades, the Greenland Ice Sheet has lost more and more mass, which has also lessened its stability. This is chiefly due to the warming of the atmosphere and oceans, which accelerates the melting of ice, contributing in turn to an increase in mean sea level. The Northeast Greenland Ice Stream alone, which feeds into the massive Nioghalvfjerdsfjorden Glacier - also known as the 79deg N Glacier - could produce a metre of sea-level rise if it melted completely. Beneath the glacier tongue lies a cavern that ocean water flows into. Data gathered by the Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research (AWI) now indicates that the temperature of the water flowing into the cavern declined between 2018 and 2021. "We were surprised to discover this abrupt cooling, which is a marked contrast to the long-term regional ocean warming we've observed in the influx to the glacier," says Dr Rebecca McPherson, a researcher at the AWI and the study's first author. "Since the ocean water in the glacier cavern grew colder, it means less oceanic warmth was transported under the ice in this period - and in turn, the glacier melted more slowly."

But where did this cold water below the glacier come from if temperatures in the surrounding ocean continued to climb? To find out, the AWI researchers collected data from 2016 to 2021, using an oceanographic mooring to do so. The monitoring platform continually took readings on parameters like the temperature and flow speed of the seawater at the calving front of the 79deg N Glacier, which is where water flows into the cavern. Whereas the temperature of the Atlantic water initially rose, topping out at 2.1 degrees Celsius in December 2017, it dropped by 0.65 degree again from early 2018.

"We were able to track down the source of this temporary cooling from 2018 to 2021 upstream, to Fram Strait and the vast Norwegian Sea," Rebecca McPherson explains. "In other words, circulation changes in these remote waters can directly affect the melting of the 79deg N Glacier." As such, the lower water temperatures in Fram Strait were the result of atmospheric blocking. When this blocking occurs, stationary high-pressure systems in the atmosphere force the normally dominant air currents to deviate. That's also what happened over Fram Strait: several atmospheric blocks over Europe allowed more cold air from the Arctic to flow through Fram Strait into the Norwegian Sea. This slowed water from the Atlantic that was flowing toward the Arctic, so that it cooled more than usual along the way. The cooled water then flowed through Fram Strait to Greenland's continental shelf and the 79deg N Glacier. The whole process - from the appearance of the atmospheric blocks to the inflow of the cooler Atlantic water in the glacier cavern - took two to three years.

"We assume that atmospheric blocks will remain an important factor for multiyear cooling phases in the Norwegian Sea," says Rebecca McPherson. "They provide the atmospheric and oceanic conditions that influence temperature variability in Atlantic Ocean water, and in turn the glaciers of Northeast Greenland." Why? Because the northward-flowing water mass not only continues farther into the Arctic, where it affects the extent and thickness of sea ice; in Fram Strait, roughly half of the water veers to the west, where it determines the oceanic melting of Greenland's glaciers. "In the summer of 2025, we'll be returning to the 79deg N Glacier on board the research icebreaker Polarstern. We already know that water temperatures in Fram Strait are now rising again slightly and we're anxious to see if the glacier melting increases as a result."

To more accurately predict the fate of the 79deg N Glacier, it's important to understand what is driving changes within it, as Rebecca McPherson stresses: "Our study offers new insights into the behaviour of Northeast Greenland's glaciers in a changing climate. This will allow forecasts for rising sea levels to be refined." As their colleague Prof Torsten Kanzow from the AWI adds: "Generally speaking, we consider the warm-water inflow into the cavern below the 79deg N Glacier to be part of the Atlantic Meridional Overturning Circulation (AMOC). Forecasts indicate that this thermal conveyor belt could weaken in the future. One key challenge will be to establish long-term observation systems capable of capturing the effects of macro-scale ocean circulation extending as far as the fjords of Greenland."
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Lengthened consonants mark the beginning of words | ScienceDaily
Speech consists of a continuous stream of acoustic signals, yet humans can segment words from each other with astonishing precision and speed. To find out how this is possible, a team of linguists has analysed durations of consonants at different positions in words and utterances across a diverse sample of languages. They have found that word-initial consonants are, on average, around 13 milliseconds longer than their non-initial counterparts. The diversity of languages for which this effect was found suggests that this might be a species-wide pattern -- and one of several key factors for speech perception to distinguish the beginning of words within the stream of speech.


						
Distinguishing between words is one of the most difficult tasks in decoding spoken language. Yet humans do it effortlessly -- even when languages do not seem to clearly mark where one word ends and the next begins. The acoustic cues that aid this process are poorly understood and understudied for the vast majority of the world's languages. Now, for the first time, comparative linguists have observed a pattern of acoustic effects that may serve as a distinct marker across diverse languages: the systematic lengthening of consonants at the beginning of words.

Researchers from the Max Planck Institute for Evolutionary Anthropology, the CNRS Laboratoire Structure et Dynamique des Langues (SeDyL), the Humboldt Universitat zu Berlin and the Leibniz-Centre General Linguistics (ZAS) used data from the novel DoReCo corpus, because it combines two features: Firstly, it covers an unprecedented amount of linguistic and cultural diversity of human speech, containing samples from 51 populations from all inhabited continents. Secondly, it provides precise timing information for each one of the more than one million speech sounds in the corpus. "The world-wide coverage of DoReCo is crucial for uncovering species-wide patterns in human speech given the immense cross-linguistic diversity of languages," says senior author Frank Seifart, researcher at CNRS in Paris and HU Berlin and co-editor of DoReCo.

Word-initial consonant lengthening -- a potential universal?

"At the outset, we expected to find evidence contradicting the hypothesis that word-initial lengthening is a universal linguistic trait. We were quite surprised when we saw the results of our analysis," says first author Frederic Blum, a doctoral student at the Max Planck Institute for Evolutionary Anthropology, who initiated and led the study. "The results suggest that this phenomenon is indeed common to most of the world's languages." Strong evidence of lengthening was found in 43 of the 51 languages in the sample. The results were inconclusive for the remaining eight languages.

The authors conclude that lengthening may be one of several factors that help listeners identify word boundaries and thus segment speech into distinct words -- along with other factors, such as articulatory strengthening, which has not been comparatively studied in detail so far. In the current study, some languages additionally showed evidence of a shortening effect following pauses at the beginning utterance. This is consistent with the authors' conclusion as there is no need for additional cues for word boundaries in the presence of pauses.

This study advances our understanding of acoustic processes common to all spoken languages. By focusing on non-WEIRD (Western, European, Industrialized, Rich, and Democratic) languages, the researchers hope to broaden our knowledge of cognitive processes related to speech that transcend individual populations.
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Astronomers catch a glimpse of a uniquely inflated and asymmetric exoplanet | ScienceDaily
Astronomers from the University of Arizona, along with an international group of researchers, observed the atmosphere of a hot and uniquely inflated exoplanet using NASA's James Webb Space Telescope. The exoplanet, which is the size of Jupiter but only a tenth of its mass, is found to have east-west asymmetry in its atmosphere, meaning that there is a significant difference between the two edges of its atmosphere.


						
The findings are published in the journal Nature Astronomy. 

"This is the first time the east-west asymmetry of any exoplanet has ever been observed as it transits its star, from space," said lead study author Matthew Murphy, a graduate student at the U of A Steward Observatory. A transit is when a planet passes in front of its star -- like the moon does during a solar eclipse.

"I think observations made from space have a lot of different advantages versus observations that are made from the ground," Murphy said.

East-west asymmetry of an exoplanet refers to differences in atmospheric characteristics, such as temperature or cloud properties, observed between the eastern and western hemispheres of the planet. Determining whether this asymmetry exists or not is crucial for understanding the climate, atmospheric dynamics and weather patterns of exoplanets -- planets that exist beyond our solar system.

The exoplanet WASP-107b is tidally locked to its star. That means that the exoplanet always shows the same face to the star it is orbiting. One hemisphere of the tidally locked exoplanet perpetually faces the star it orbits, while the other hemisphere always faces away, resulting in a permanent day side and a permanent night side of the exoplanet.

Murphy and his team used the transmission spectroscopy technique with the James Webb Space Telescope. This is the primary tool that astronomers use to gain insights into what makes up the atmospheres of other planets, Murphy said. The telescope took a series of snapshots as the planet passed in front of its host star, encoding information about the planet's atmosphere. Taking advantage of new techniques and the unprecedented precision of the James Webb Space Telescope, the researchers were able to separate the signals of the atmosphere's eastern and western sides and get a more focused look at specific processes happening in the exoplanet's atmosphere.




"These snapshots tell us a lot about the gases in the exoplanet's atmosphere, the clouds, structure of the atmosphere, the chemistry and how everything changes when receiving different amounts of sunlight," Murphy said.

The exoplanet WASP-107b is unique in that it has a very low density and relatively low gravity, resulting in an atmosphere that is more inflated than other exoplanets of its mass would be.

"We don't have anything like it in our own solar system. It is unique, even among the exoplanet population," Murphy said.

WASP-107b is roughly 890 degrees Fahrenheit -- a temperature that is intermediate between the planets of our solar system and the hottest exoplanets known.

"Traditionally, our observing techniques don't work as well for these intermediate planets, so there's been a lot of exciting open questions that we can finally start to answer," Murphy said. "For example, some of our models told us that a planet like WASP-107b shouldn't have this asymmetry at all -- so we're already learning something new."

Researchers have been looking at exoplanets for almost two decades, and many observations from both the ground and space have helped astronomers guess what the atmosphere of exoplanets would look like, said Thomas Beatty, study co-author and an assistant professor of astronomy at the University of Wisconsin-Madison.

"But this is really the first time that we've seen these types of asymmetries directly in the form of transmission spectroscopy from space, which is the primary way in which we understand what exoplanet atmospheres are made of -- it's actually amazing," Beatty said.

Murphy and his team have been working on the observational data they have gathered and are planning to take a much more detailed look at what's going on with the exoplanet, including additional observations, to understand what drives this asymmetry.

"For almost all exoplanets, we can't even look at them directly, let alone be able to know what's going on one side versus the other," Murphy said. "For the first time, we're able to take a much more localized view of what's going on in an exoplanet's atmosphere."
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The heart of the question: Who can get Medicare-covered weight loss medicine? | ScienceDaily
Millions of older Americans with obesity could potentially get Medicare's help with the hefty price of a weight-loss medication in order to reduce their high risk of heart problems.


						
But exactly what level of cardiovascular risk should make someone eligible for such coverage, how many people could become eligible, and what could it cost the nation?

A new study dives into these questions. It finds a wide range of answers that differ by millions of people and billions of dollars, depending on how private insurance plans that contract with Medicare are potentially allowed to proceed.

As many as 3.6 million people are most likely to qualify. This assumes plans only allow people with obesity who have already had a heart attack or stroke, or gotten diagnosed with coronary artery disease or angina, to get coverage for semaglutide injections, the study suggests.

That number doesn't include the 7 million who may already qualify because they have diabetes plus obesity.

The study was led by Alexander Chaitoff, M.D., M.P.H., a VA Ann Arbor Healthcare System and University of Michigan Medical School researcher, and published in the Annals of Internal Medicine.

But what about older people with obesity who don't have diabetes and haven't yet had a major cardiovascular diagnosis, but have elevated odds of a heart attack or stroke in the next 10 years?




If prescription drug coverage plans allow those with the highest cardiovascular risk scores to get full or partial coverage of the cost of semaglutide, another 5.1 million Americans could qualify the study finds. And if plans allow people with intermediate risk to qualify for coverage, another 6.5 million people could be eligible.

Medicare coverage of semaglutide -- but for whom?

Chaitoff and his former colleagues at Harvard University launched the study after the announcement this spring that Medicare would allow coverage of semaglutide for enrollees in drug plans if they had established cardiovascular disease. The drug is sold as Wegovy when used for weight loss, and Ozempic when used for diabetes.

Without a specific definition from Medicare of what constitutes "established cardiovascular disease," Chaitoff said, "it's unclear of exactly who will quality now, who may qualify in the future, and if certain high-risk people will be left out."

Medicare plans may be more likely to go with the short list of diagnoses that people had to have in order to qualify for the clinical trial that led to semaglutide's approval for cardiovascular disease and obesity.

But they could potentially take more of a preventive approach -- like they do with many medications that reduce the risk that someone will have a heart attack or a stroke.




Chaitoff, who provides primary care to veterans at VAAAHS, notes that Medicare Part D and Medicare Advantage plans could opt to set conditions to determine which high-risk patients could qualify for treatment with semaglutide. They could also tell them to share more of the cost.

He notes that veterans with obesity and at least one obesity-related condition can qualify for Wegovy coverage from the Veterans Health Administration if they participate in the MOVE weight management program over months or years.

But for everyone else over age 65, it's up to the plan that they've chosen during Medicare Open Enrollment to provide their prescription drug coverage.

"If those plans focus on coverage for people with the same conditions as in the clinical trial, 1 in 7 Medicare participants with obesity would now have access, which is an important expansion," said Chaitoff. "However, the other 6 of the 7 would not, and most of them also have an elevated cardiovascular risk based on their overall health status."

Risk scoring for future cardiovascular disease

The researchers used data from the National Health and Nutrition Examination Survey, conducted in samples of the United States public every year. This allowed them to calculate cardiovascular risk scores for every Medicare-enrolled person with a body mass index of 27 kg/m2 and above who didn't already have a history of heart attack, stroke, coronary artery disease or angina.

The scoring tool is called the ASCVD, and incorporates many factors to help guide clinicians who are trying to decide what preventive treatments a person might need. Those who score 20% or above are considered high risk for heart disease or stroke, while those who score 7.5% to just under 20% are considered intermediate risk.

Chaitoff notes that people who score above 20% should get immediate treatment to reduce their risk -- which typically includes drugs to reduce blood pressure, cholesterol, and even potentially pre-diabetic elevated blood sugar levels, as well as help with quitting tobacco, increasing physical activity, improving diet and losing weight as necessary.

In fact, he says, this is the same approach used in those who have survived a heart attack or stroke, or gotten a diagnosis of CAD or angina.

But those with scores between 7.5% and 20% also should get help reducing the risk factors that affect their score, which often includes medication.

"In practice, the way we treat both groups of people with elevated risk scores is not dissimilar -- we're making medical management decisions and lifestyle recommendations to prevent a future incident," Chaitoff explained. "Weight loss is listed in clinical guidelines as recommended for both groups, because of the general link between obesity and cardiovascular risk. But the only way Medicare will allow coverage of weight loss medication may have nothing to do with risk, only past diagnosis."

Coverage of medications that have been shown to lead to sustained weight loss -- as multiple medications including semaglutide have been -- would enable more people with obesity and elevated cardiovascular risk to achieve the goals set out in clinical guidelines, he added.

"Ultimately we need to ask ourselves, what level of evidence are we requiring for coverage of certain drugs, compared with the level of evidence that we require for coverage of other treatments," Chaitoff said. "With all that we know about obesity's impact on cardiovascular risk, it may be best to accept that a surrogate outcome of sustained reduction in weight is reasonable enough evidence for coverage. We do that for other conditions, but not obesity, and the questions are, why and is it appropriate."

Potential costs to Medicare

Semaglutide costs for Medicare plans will likely be the target of negotiations between the Centers for Medicare and Medicaid Services and the manufacturer of FDA-approved versions of the drug. But the price that is reached in those negotiations will only take effect the following year.

In the meantime, if only those with a history of heart attack or stroke are allowed to get it under the non-diabetes approval, and only 30% of them start the drug and stay on it for a year, the cost to Medicare could top $10 billion at current prices, the researchers estimate.
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Scientists turn to human skeletons to explore origins of horseback riding | ScienceDaily
As anyone who's spent time in the saddle knows, riding a horse can be hard on your body. But can it change the way your skeleton looks?


						
The answer, according to archaeologists from the University of Colorado Boulder: It's complicated. In a new study, the team drew on a wide range of evidence -- from medical studies of modern equestrians to records of human remains across thousands of years.

The researchers concluded that horseback riding can, in fact, leave a mark on human skeletons, such as by subtly altering the shape of the hip joint. But those sorts of changes on their own can't definitively reveal whether people have ridden horses during their lives. Many other activities, even sitting for long periods of time, can also transform human bones.

"In archaeology, there are vanishingly few instances in which we can tie a particular activity unequivocally to skeletal changes," said Lauren Hosek, lead author of the study and an assistant professor in the Department of Anthropology at CU Boulder.

She and her colleagues reported their findings Sept. 20 in the journal Science Advances.

The results may have implications for researchers who study the origins of when humans first domesticated horses -- and also cast doubt on a long-standing theory in archaeology known as the Kurgan hypothesis.

The first equestrians

The research lies at the center of what is among the old debates in archaeology, said William Taylor, a co-author of the new study and curator of archaeology at the CU Museum of Natural History.




He explained that the earliest, incontrovertible evidence of humans using horses for transport comes from the region around the Ural Mountains of Russia. There, scientists have uncovered horses, bridles and chariots dating back to around 4,000 years ago.

But the Kurgan hypothesis, which emerged in the early 20th century, argues that the close relationship between humans and horses began much earlier. Proponents believe that around the fourth millennium B.C., ancient humans living near the Black Sea called the Yamnaya first began galloping on horseback across Eurasia. In the process, the story goes, they may have spread a primordial version of the languages that would later evolve into English, French and more.

"A lot of our understanding of both the ancient and modern worlds hinges on when people started using horses for transportation," Taylor said. "For decades, there's been this idea that the distribution of Indo-European languages is, in some way, related to the domestication of the horse."

Recently, scientists have pointed to human remains from the Yamnaya culture dating back to about 3500 B.C. as a key piece of evidence supporting the Kurgan hypothesis. These ancient peoples, the group argued, showed evidence of wear and tear in their skeletons that likely came from riding horses.

Hips can lie

But, in the new study, Hosek and Taylor argue that the story isn't so simple.




Hosek has spent a lot of time poring over human bones to learn lessons about the past. She explained that the skeleton isn't static but can shift and change shape over an individual's lifetime. If you pull a muscle, for example, a reaction can emerge at the site where the muscle attaches to the underlying bone. In some cases, the bone can become more porous or raised ridges may form.

Reading those sorts of clues, however, can be murky at best. The hip joint is one example.

Hosek noted that when you flex your legs at the hip for long periods of time, including during long horse rides, the ball and socket of the hip joint may rub together along one edge. Over time, that rubbing can cause the round socket of the hip bone to become more elongated, or oval in shape. But, she said, other activities can cause the same kind of elongation.

Archaeological evidence shows that humans used cattle, donkeys and even wild asses for transport in some areas of western Asia centuries before they first tamed horses. Ancient peoples likely yoked these beasts of burden to pull carts or even smaller, two-wheeled vehicles that looked something like a chariot.

"Over time, this repetitive, intense pressure from that kind of jostling in a flexed position could cause skeletal changes," Hosek said.

She's seen similar changes, for example, in the skeletons of Catholic nuns from the 20th century. They never rode horses, but did take long carriage rides across the American West.

Ultimately, Hosek and Taylor say that human remains on their own can't be used to put a date on when people first started riding horses -- at least not with currently available science.

"Human skeletons alone are not going to be enough evidence," Hosek said. "We need to couple that data with evidence coming out of genetics and archaeology and by looking at horse remains, too."

Taylor added that the picture doesn't look good for the Kurgan hypothesis:

"At least for now, none of these lines of evidence suggest that the Yamnaya people had domestic horses."
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Food fussiness a largely genetic trait from toddlerhood to adolescence | ScienceDaily
Fussy eating is mainly influenced by genes and is a stable trait lasting from toddlerhood to early adolescence, finds a new study led by researchers from UCL (University College London), King's College London and the University of Leeds.


						
The study, published in the Journal of Child Psychology & Psychiatry and funded by the UK mental health charity MQ Mental Health Research, compared survey results of parents with identical or non-identical twins in England and Wales from the ages of 16 months to 13 years.

The research team found that average levels of food fussiness were relatively stable during this period, peaking somewhat around the age of seven and declining slightly after that.

They concluded that genetic differences in the population accounted for 60% of the variation in food fussiness at 16 months, rising to 74% and over between the ages of three and 13.

Environmental factors shared between twins, such as the types of foods that are eaten at home, were found to be significant only in toddlerhood, while environmental factors unique to each twin (i.e., not shared by co-twins), such as individual personal experiences (e.g., having different friends), became more influential in later years.

Food fussiness describes the tendency to eat a small range of foods, due to selectivity about textures or tastes, or reluctance to try new foods.

Lead author Dr Zeynep Nas (UCL Behavioural Science & Health) said: "Food fussiness is common among children and can be a major source of anxiety for parents and caregivers, who often blame themselves for this behaviour or are blamed by others.




"We hope our finding that fussy eating is largely innate may help to alleviate parental blame. This behaviour is not a result of parenting.

"Our study also shows that fussy eating is not necessarily just a 'phase', but may follow a persistent trajectory."

Senior author Professor Clare Llewellyn (UCL Behavioural Science & Health) said: "While genetic factors are the predominant influence for food fussiness, environment also plays a supporting role.

"Shared environmental factors, such as sitting down together as a family to eat meals, may only be significant in toddlerhood. This suggests that interventions to help children eat a wider range of foods, such as repeatedly exposing children to the same foods regularly and offering a variety of fruits and vegetables, may be most effective in the very early years."

The research team analysed data from the UCL-led Gemini study, the largest twin cohort ever set up to study genetic and environmental contributions to early growth, which involves 2,400 sets of twins.

Parents filled in questionnaires about their children's eating behaviours when the children were 16 months, three, five, seven and 13 years old.




To disentangle genetic from environmental influences, the researchers compared the similarity in fussy eating between non-identical twin pairs, who share 50% of their genes, with the similarity between identical twin pairs, who share 100% of their genes.

They found that non-identical twin pairs were much less similar in their fussy eating than identical twin pairs, indicating a large genetic influence.

The team also found that identical twin pairs became more different to each other in their fussy eating as they got older, indicating an increase in the role of unique environmental factors at older ages. (Any differences between identical twin pairs are down to unique environmental factors, as identical twin pairs share both their genes and certain aspects of their environment that make them more similar to each other.)

Unique environmental factors accounted for about a quarter of individual differences between children in fussy eating by ages seven and 13, the researchers estimated.

Shared environmental factors, meanwhile, accounted for a quarter of individual differences between children in food fussiness at 16 months, with a negligible effect in later years.

Senior author Dr Alison Fildes (University of Leeds) said: "Although fussy eating has a strong genetic component and can extend beyond early childhood, this doesn't mean it is fixed. Parents can continue to support their children to eat a wide variety of foods throughout childhood and into adolescence, but peers and friends might become a more important influence on children's diets as they reach their teens."

Among the study limitations, the researchers noted that there were fewer participants at age seven (703 children) compared to other time points and that the study sample had a large proportion of white British households of higher socio-economic backgrounds compared to the general population of England and Wales.

In future, the team said, research should focus on non-western populations where food culture, parental feeding practices and food security may be quite different.

The study involved researchers at UCL Behavioural Science & Health, the University of Leeds, King's College London, South London and Maudsley NHS Foundation Trust, and the University of Cambridge.
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Networks of Beliefs theory integrates internal and external dynamics | ScienceDaily
The beliefs we hold develop from a complex dance between our internal and external lives. Our personal-level cognition and our relationships with others work in concert to shape our views of the world and influence how likely we are to update those views when we encounter new information. In the past, these two levels of belief have been studied largely in isolation: psychologists have modeled the individual-level cognitive processes while researchers in fields from computational social science to statistical physics have offered insights into how beliefs spread and change within a society.


						
"This disconnect when different disciplines are doing parallel work limits progress," says Jonas Dalege, a former SFI Complexity Postdoctoral Fellow and current Marie Curie Fellow at the University of Amsterdam.

In a study published on September 19 in Psychological Review, Dalege and co-authors present the Networks of Beliefs theory, which integrates the interplay of individual- and social-level belief dynamics, and also incorporates social beliefs: how individuals perceive the beliefs of those around them.

"A crucial point about our model is that it's about perceptions," says Dalege, "You never actually know what a person thinks. If you identify very strongly as a Democrat, for instance, you might assume that your friends do as well. It can take a lot to shift those perceptions."

The Networks of Beliefs theory "is the first to explicitly differentiate between personal, social, and external dissonances," write the authors. "To fully understand when and why individuals change their beliefs, we need to understand how these dissonances together lead to different social phenomena."

The Networks of Beliefs theory is built around three main premises.

The first is that beliefs can be represented as two interacting classes of networks: internal and external. The internal network is made up of various related beliefs -- a person's beliefs about vaccines, for instance, may be related to their beliefs about science, economics, and religion -- as well as social beliefs. The external network describes how someone's social beliefs relate to another's actual beliefs and vice versa.




The second premise is that people want to reduce the dissonance in their beliefs, personally, socially, and externally. Someone might feel personal dissonance when they hold two conflicting beliefs -- perhaps that vaccines are effective but also unsafe. Social dissonance arises when someone's beliefs conflict with what they think people around them believe. External dissonance occurs when someone's social beliefs -- their perceptions of others -- are out of sync with others' actual beliefs.

The third premise is that the amount of dissonance a person feels depends on how much attention they pay to inconsistencies in their beliefs. This can vary widely based on personal and cultural preferences and depending on the issue at hand.

The authors then used an analogy with statistical physics to create a quantitative model of their new theory. "We map psychological concepts onto statistical physics concepts," says SFI External Professor Henrik Olsson, a co-author on the paper and researcher at Complexity Science Hub in Austria. "We represent potential dissonance as energy and attention as temperature. This enables us to capitalize on well-known formalisms in statistical physics to model the complex dynamics of belief networks."

The Networks of Belief theory allows researchers to model the interplay of individuals and the people around them, of perceived and actual beliefs, and of various levels of attention. And, it describes how beliefs change when we pay attention to different parts of our belief system.

"Sometimes we pay more attention to our personal dissonance and want to make sure that our beliefs are in tune with our own values," says SFI Professor Mirta Galesic, who is also a co-author on the paper and a researcher at Complexity Science Hub. "Sometimes, maybe if we're in a socially sensitive situation, we pay more attention to the dissonance between ours and others' beliefs. In such situations, we might change our beliefs to conform to the perceived social pressure."

The model, which the authors validated in two large surveys, could be applied to a variety of real-world problems. It could, for instance, offer new tools for tackling the increase in polarization around the world. "To understand and be able to do something about polarization, we have to look beyond just the individual or social answer," says Dalege. "Partial answers can lead to dangerous policies. You might get the opposite effects of what you're looking for."
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Volcanoes may help reveal interior heat on Jupiter moon | ScienceDaily
By staring into the hellish landscape of Jupiter's moon Io -- the most volcanically active location in the solar system -- Cornell University astronomers have been able to study a fundamental process in planetary formation and evolution: tidal heating.


						
"Tidal heating plays an important role in the heating and orbital evolution of celestial bodies," said Alex Hayes, professor of astronomy. "It provides the warmth necessary to form and sustain subsurface oceans in the moons around giant planets like Jupiter and Saturn."

"Studying the inhospitable landscape of Io's volcanoes actually inspires science to look for life," said lead author Madeline Pettine, a doctoral student in astronomy.

By examining flyby data from the NASA spacecraft Juno, the astronomers found that Io has active volcanoes at its poles that may help to regulate tidal heating -- which causes friction -- in its magma interior.

The research published in Geophysical Research Letters.

"The gravity from Jupiter is incredibly strong," Pettine said. "Considering the gravitational interactions with the large planet's other moons, Io ends up getting bullied, constantly stretched and scrunched up. With that tidal deformation, it creates a lot of internal heat within the moon."

Pettine found a surprising number of active volcanoes at Io's poles, as opposed to the more-common equatorial regions. The interior liquid water oceans in the icy moons may be kept liquefied by tidal heating, Pettine said.

In the north, a cluster of four volcanoes -- Asis, Zal, Tonatiuh, one unnamed and an independent one named Loki -- were highly active and persistent with a long history of space mission and ground-based observations. A southern group, the volcanoes Kanehekili, Uta and Laki-Oi demonstrated strong activity.

The long-lived quartet of northern volcanoes concurrently became bright and seemed to respond to one another. "They all got bright and then dim at a comparable pace," Pettine said. "It's interesting to see volcanoes and seeing how they respond to each other.

This research was funded by NASA's New Frontiers Data Analysis Program and by the New York Space Grant.
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Breakthrough study predicts catastrophic river shifts that threaten millions worldwide | ScienceDaily
Indiana University researchers have uncovered key insights into the dangerous phenomenon of "river avulsion," offering a way to predict when and where rivers may suddenly and dramatically change course. Published in Nature, this breakthrough study sheds light on a process that has shaped human history through devastating floods and continues to threaten millions of people worldwide.


						
Led by James "Jake" Gearon, a Ph.D. candidate in the Department of Earth and Atmospheric Sciences (EAS) within the College of Arts and Sciences at Indiana University Bloomington, the research team has outlined for the first time the conditions that create river avulsions. Co-authors include Harrison Martin (Ph.D. EAS '23), a post-doctoral fellow now at CalTech, Clarke DeLisle (Ph.D. EAS '23) now at EVS, Inc, Eric Barefoot, a post-doctoral researcher at IU Bloomington and now a faculty member at UC-Riverside, and Professor Douglas Edmonds, the Malcolm and Sylvia Boyce Chair in Geological Sciences in the Earth and Atmospheric Sciences department.

Using advanced satellite technology, the team mapped how certain landscape features make avulsions more likely. "Measuring topography around a river is difficult and time-consuming because of the dense vegetation," said Gearon. "We took advantage of a new satellite that uses lasers to measure topography." This technology, called lidar, penetrates vegetation to find bare-earth elevations, allowing for accurate topographical measurements.

The study presents a novel framework for predicting when avulsions will occur, a problem humanity has dealt with for millennia. "Avulsions which are possibly the inspirations for ancient flood myths, have created the largest floods in human history, and continue to threaten millions of people today," explained Edmonds. "As climate change alters global water cycles and human expansion into flood-prone areas increases, understanding and predicting avulsions has never been more critical."

What Causes River Avulsions?

Avulsions occur when a river's water rises above the surrounding landscape, often due to the buildup of sediment in the riverbed. When this happens, the river may spill over its banks and carve a new path across the floodplain. This can lead to severe flooding, as the entire river rushes through areas not typically designed to handle such volume. For example, the 2008 avulsion of the Kosi River in Northern India directly affected over 30 million residents, killed hundreds of people, and caused over $1 billion dollars in damage.

Traditionally, scientists believed avulsions happened due to two main factors: either the riverbed became elevated above the floodplain, or the land on either side of the river offered a steeper, more appealing path for the water to follow. "We can now actually test these two 80-year-old ideas with the topography data we have collected from space" said Edmonds, "and we were surprised to find that both factors work together and play different roles depending on the river's location."

Predicting avulsion hazards -- A new way to map flood risks




Researchers analyzed data from 174 river avulsions around the world, using satellite imagery to track river movements over the past several decades. The study authors reveal that avulsions are much more common near mountain ranges and coastal areas than in the middle sections of rivers. They discovered that 74 percent of these avulsions occurred near mountain fronts or coastlines, areas where sediment tends to build up quickly.

Further, using topographic data, the researchers developed a new model to map what they term "avulsion corridors" -- paths that rivers might take if they break from their current course. This tool could help governments and planners identify areas at high risk for sudden flooding, especially in regions with limited flood management resources.

The study also highlights the importance of considering avulsions in flood hazard assessments, something that current flood models don't usually account for. "Traditional flood models focus on rising water levels from heavy rains, but avulsions can occur without warning, even in areas where rainfall isn't a major concern. This makes them particularly dangerous and difficult to predict, much like earthquakes" said Gearon.

Implications for the Global South

The findings could be especially valuable in the Global South -- less developed parts of Africa, Latin America, and Asia -- where avulsions are more frequent and often more deadly. In many of these regions, a combination of geological factors and infrastructure challenges makes communities more vulnerable to sudden river changes. The 2010 avulsion-related flooding on the Indus River in Pakistan, for example, affected over 20 million people.

The new model, which relies on minimal data, could help countries prepare for avulsion-related disasters, potentially saving lives and reducing economic damage. By offering scientists, policy makers, and practitioners a new way to think about and plan for flood risks -- and as climate change continues to reshape weather patterns and increase flood hazards worldwide -- the study provides essential tools for understanding and mitigating the dangers posed by river avulsions.
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Scientists say we have enough evidence to agree global action on microplastics | ScienceDaily
Science has provided more than sufficient evidence to inform a collective and global approach to tackle the continued spread of plastic pollution, according to a new report.


						
Writing in the journal Science, an international group of experts say the need for worldwide action to tackle all forms of plastic and microplastic debris has never been more pressing.

It is clear that existing national legislation alone is insufficient to address the challenge, they say, and the United Nations' Plastic Pollution Treaty -- which will undergo its fifth round of deliberations in November 2024 -- presents a "tangible opportunity" for joined-up international action.

However, for such a treaty to be truly effective it needs to commit to an overall reduction in plastic production alongside measures to reduce the emission and release of microplastic particles along the entire plastics life cycle. Failing to do so, the researchers add, could bring "a high risk of irreversible environmental damage."

The article was written to mark the 20th anniversary of the first ever study, also published in the journal Science, to coin the term microplastics to describe the microscopic fragments of plastics in our ocean.

Both studies were led by Professor Richard Thompson OBE FRS, Head of the International Marine Litter Research Unit at the University of Plymouth, and a co-coordinator of the Scientists Coalition for an Effective Plastics Treaty.

It was co-authored by experts in marine biology, sustainability, environmental psychology, global plastics policy, and risk assessment, from: University of Plymouth, University of Bangor (UK); EA -- Earth Action (Switzerland); University of Vienna (Austria); University of Wollongong (Australia); and Wageningen University (Netherlands).




Professor Thompson said: "After 20 years of research there is clear evidence of harmful effects from microplastic pollution on a global scale. That includes physical harm to wildlife, harm to societies and cultures, and a growing evidence base of harm to humans. Added to that is the fact that microplastics are persistent contaminants, and once in the environment they are virtually impossible to remove. There are still unknowns, but during the 20 years since our first study the amount of plastic in our oceans has increased by around 50%, only further emphasising the pressing need for action."

Since the publication of the first study in 2004, an estimated 7,000 research studies have been conducted on microplastics, providing considerable evidence in their sources and impacts as well as potential solutions.

Microplastics have been found on every corner of the planet, in more than 1,300 aquatic and terrestrial species, in the food and drink we consume, and in multiple tissues and organs of the human body.

With emissions of microplastics to the environment estimated to be up to 40 megatonnes per year, a number that could double by 2040, predictions indicate the potential for widescale environmental harm moving into the next century.

Professor Sabine Pahl, Professor of Urban and Environmental Psychology at the University of Vienna and Honorary Professor at the University of Plymouth, added: "Plastic pollution is completely caused by human actions. That's why we need research on perceptions of risks and benefits of plastic as well as other drivers of policy support and change, integrating a social science perspective."
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Over nearly half a billion years, Earth's global temperature has changed drastically, driven by carbon dioxide | ScienceDaily

The start of the Phanerozoic Eon 540 million years ago is marked by the Cambrian Explosion, a point in time when complex, hard-shelled organisms first appeared in the fossil record. Although researchers can create simulations all the way back to 540 million years ago, the temperature curve in the study focuses on the last 485 million years since there is limited geological data of temperature before then.

"It's hard to find rocks that are that old and have temperature indicators preserved in them -- even at 485 million years ago we don't have that many. We were limited with how far back we could go," said study co-author Jessica Tierney, a paleoclimatologist at the University of Arizona.

The researchers created the temperature curve using an approach called data assimilation. This allowed them to combine data from the geologic record and climate models to create a more cohesive understanding of ancient climates.

"This method was originally developed for weather forecasting," said Emily Judd, lead author of the paper and a former postdoctoral researcher at the Smithsonian National Museum of Natural History and the U of A. "Instead of using it to forecast future weather, here we're using it to hindcast ancient climates."

Refining scientists' understanding of how Earth's temperature has fluctuated over time provides crucial context for understanding modern climate change.

"If you're studying the last couple of million years, you won't find anything that looks like what we expect in 2100 or 2500," said Scott Wing, a co-author on the paper and a curator of paleobotany at the Smithsonian National Museum of Natural History. "You need to go back even further to periods when the Earth was really warm, because that's the only way we're going to get a better understanding of how the climate might change in the future."

The new curve reveals that temperature varied more greatly during the past 485 million years than previously thought. Over the eon, the global temperature spanned 52 to 97 degrees Fahrenheit. Periods of extreme heat were most often linked to elevated levels of the greenhouse gas carbon dioxide in the atmosphere.




"This research illustrates clearly that carbon dioxide is the dominant control on global temperatures across geological time," said Tierney. "When CO2 is low, the temperature is cold; when CO2 is high, the temperature is warm."

The findings also reveal that the Earth's current global temperature of 59 degrees Fahrenheit is cooler than Earth has been over much of the Phanerozoic. But greenhouse gas emissions from human-caused climate change are currently warming the planet at a much faster rate than even the fastest warming events of the Phanerozoic, the reseaerchers say. The speed of warming puts species and ecosystems around the world at risk and is causing a rapid rise in sea level. Some other episodes of rapid climate change during the Phanerozoic have sparked mass extinctions.

Rapidly moving toward a warmer climate could spell danger for humans who have mostly lived in a 10 degree Fahrenheit range for the global temperatures, compared to the 45 degree span of temperatures over the last 485 million years, the researchers say.

"Our entire species evolved to an 'ice house' climate, which doesn't reflect most of geological history," Tierney said. "We are changing the climate into a place that is really out of context for humans. The planet has been and can be warmer -- but humans and animals can't adapt that fast."

The collaboration between Tierney and researchers at the Smithsonian began in 2018. The team wanted to provide museum visitors with a curve that charted Earth's global temperature across the Phanerozoic, which began around 540 million years ago and continues into the present day.

The team collected more than 150,000 estimates of ancient temperature calculated from five different chemical indicators for temperature that are preserved in fossilized shells and other types of ancient organic matter. Their colleagues at the University of Bristol created more than 850 model simulations of what Earth's climate could have looked like at different periods of the distant past based on continental position and atmospheric composition. The researchers then combined these two lines of evidence to create the most accurate curve of how Earth's temperature has varied over the past 485 million years.




Another finding from the study pertains to climate sensitivity, a metric of how much the climate warms for the doubling of carbon dioxide.

"We found that carbon dioxide and temperature are not only really closely related, but related in the same way across 485 million years. We don't see that the climate is more sensitive when it's hot or cold," Tierney said.

In addition to Judd, Tierney, Huber and Wing, Daniel Lunt and Paul Valdes of the University of Bristol and Isabel Montanez of the University of California, Davis are coauthors on the study.

The research was supported by Roland and Debra Sauermann through the Smithsonian; the Heising-Simons Foundation and the University of Arizona's Thomas R. Brown Distinguished Chair in Integrative Science through Tierney; and the United Kingdom's Natural Environment Research Council.
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        Single-dose gene therapy is potentially life-changing for adults with hemophilia B
        Adults with hemophilia B saw their number of bleeding episodes drop by an average of 71 percent after a single infusion of gene therapy, according to the new results of an international Phase III clinical trial.

      

      
        Pigs may be transmission route of rat hepatitis E to humans
        New research suggests that pigs may function as a transmission vehicle for a strain of the hepatitis E virus (HEV) common in rats that has recently been found to infect humans.

      

      
        How synchronization supports social interactions
        Turn-taking dynamics of social interactions are important for speech and gesture synchronization, enabling conversations to proceed efficiently, according to a new study.

      

      
        Digital biomarkers shedding light on seasonality in mood disorders
        Wrist-based activity sensors worn by individuals with depression and those without over the course of two weeks provided evidence for the relationship between daily sunlight exposure and physical activity, according to a new study.

      

      
        Obstructive sleep apnea may increase risk of abdominal aortic aneurysms
        Intermittent hypoxia caused by obstructive sleep apnea increased the susceptibility of mice to develop abdominal aortic aneurysms, researchers report in a new study.

      

      
        New study mapping stem cells reveals molecular choreography behind individual variation in human development
        Researchers have mapped variation in human stem cells that explains how cells of an individual may shape a unique 'developmental dance' at the molecular level, thereby controlling how the brain and body are created.

      

      
        Researchers establish stem cell repository focused on centenarians
        A new resource allows for studies of human longevity and resilience that can fuel the discovery and validation of novel therapeutics for aging-related disease.

      

      
        Study helps predict how long it will take for testosterone to return to normal after prostate cancer treatment
        A new study sheds light on testosterone recovery following androgen deprivation therapy (ADT) in men undergoing radiotherapy for prostate cancer, providing key insights for optimizing patient care.

      

      
        Why children with Down syndrome have higher risk of leukemia
        People with Down syndrome face a higher risk of developing leukemia. Now researchers explain why, by identifying specific changes in blood cells of people with Down syndrome.

      

      
        Thinking about the future: Examining the exacerbating and attenuating factors of despair-induced climate burnout
        New research explored the exacerbating and attenuating factors of despair-induced climate burnout to learn how people can overcome despair and maintain motivation to fight climate change.

      

      
        Night-time noise linked to restless nights for airport neighbors, study finds
        A research team combined measurements from activity monitors and questionnaires for a new study of impact of aircraft noise on sleep. Higher levels of noise were associated with disturbed sleep quality measured by activity monitors. Noise had little impact on sleep duration but higher likelihood of reporting sleeplessness.

      

      
        Campylobacter jejuni-specific antibody gives hope to vaccine development
        A team has discovered an antibody that specifically binds to the food poisoning bacteria Campylobacter jejuni. It was also found that this antibody inhibits the activity of proteins involved in bacterial energy production.

      

      
        A viral close-up of HTLV-1
        Almost everyone knows about HIV. Fewer people know about its relative, HTLV-1. However, HTLV-1 can cause serious illnesses, including cancer. To develop ways to combat this virus, understanding its structure is essential.

      

      
        Air pollution exposure during early life can have lasting effects on the brain's white matter
        Exposure to certain pollutants, like fine particles (PM2.5) and nitrogen oxides (NOx), during pregnancy and childhood is associated with differences in the microstructure of the brain s white matter, and some of these effects persist throughout adolescence.

      

      
        Soil and water pollution: An invisible threat to cardiovascular health
        Pesticides, heavy metals, micro- and nanoplastics in the soil, and environmentally harmful chemicals can have a detrimental effect on the cardiovascular system, according to a review paper. The article provides an overview of the effects of soil and water pollution on human health and pathology and discusses the prevalence of soil and water pollutants and how they negatively affect health, particularly the risk of cardiovascular disease.

      

      
        Brain development: extracellular vesicles facilitate cellular communication
        Extracellular vesicles (EVs) are tiny bubbles released by cells, acting as cargo vessels through which cells exchange signals and thus communicate. A paper has demonstrated that this form of cellular exchange also plays a key role in the development of the brain.

      

      
        Researchers harness AI to repurpose existing drugs for treatment of rare diseases
        New AI model identifies possible therapies from existing medicines for thousands of diseases, including rare ones with no current treatments. The AI tool generates new insights on its own, applies them to conditions it was not trained for, and offers explanations for its predictions. AI can expedite the development of more precise treatments with fewer side effects at far lower cost than traditional drug discovery.

      

      
        Combination treatment improves response to immunotherapy for lung cancer
        Researchers have tested a combination of treatments in mice with lung cancer and shown that these allow immunotherapies to target non-responsive tumors.

      

      
        Managing stress could be the key to helping highly impulsive people act rashly when bored
        Research has explored the relationship between high impulsivity and boredom, in an effort to find out what drives rash and sometimes unhealthy decisions.

      

      
        Bodily awareness could curb scams and fraud against older adults, study suggests
        People were better at detecting lies when they were more attuned to signals from their body, according to a new study.

      

      
        Growing divide: Rural men are living shorter, less healthy lives than their urban counterparts
        With an aging population and fewer physicians available, the burden on rural communities is set to grow.

      

      
        Protein behavior can be predicted with simple math
        Researchers have discovered that mutations affect protein stability following remarkably simple rules. The discovery has profound implications for accelerating the development of new treatments for diseases or the design of new proteins with industrial applications.

      

      
        Popular diabetes and weight-loss drug associated with lower opioid overdose risk, study finds
        Researchers have identified a potential new approach to address the opioid overdose epidemic. Semaglutide was shown to lower opioid overdoses in people with opioid-use disorder and type 2 diabetes.

      

      
        Encoding human experience: Study reveals how brain cells compute the flow of time
        A landmark study has begun to unravel one of the fundamental mysteries in neuroscience -- how the human brain encodes and makes sense of the flow of time and experiences.

      

      
        How do rare genetic variants affect health? AI provides more accurate predictions
        Researchers have introduced an algorithm based on deep learning that can predict the effects of rare genetic variants. The method allows persons with high risk of disease to be distinguished more precisely and facilitates the identification of genes that are involved in the development of diseases.

      

      
        Higher doses of buprenorphine may improve treatment outcomes for people with opioid use disorder
        Adults with opioid use disorder who receive a higher daily dose of the opioid addiction treatment medication buprenorphine may have a lower risk of subsequent emergency department visits or use of inpatient services related to behavioral health (such as for mental health and substance use disorders) than adults receiving the recommended dose, according to a new analysis.

      

      
        Better together: Gut microbiome communities' resilience to drugs
        Many common drugs can impact the composition of gut microbiome communities. Scientists compared directly, for the first time, the effect of 30 diverse drug treatments on bacteria when they were grown in isolation versus as part of a complex community. The researchers found that the impact of drugs on bacteria is often less pronounced when they are part of a community, due to cross-protection strategies. Mapping and understanding emergent drug-microbiome interactions within the community context m...

      

      
        Psychedelics excite cells in hippocampus to reduce anxiety
        A classic psychedelic, similar to LSD, psilocybin and mescalin, was found to activate a cell type in the brain that silences other neighboring neurons, a result that provides insight into how such drugs reduce anxiety, according to a new study.

      

      
        Specially designed video games may benefit mental health of children and teenagers
        Scientists conclude that some video games created as mental health interventions can be helpful -- if modest -- tools in improving the mental well-being of children and teens with anxiety, depression and attention-deficit/hyperactivity disorder (ADHD).

      

      
        Placebo pain relief and positive treatment expectations are not caused by dopamine, researchers find
        New findings argue against a direct causal role for dopamine during the experience of a treatment effect in the establishment of positive treatment expectations and placebo analgesia in healthy volunteers, according to a new study.

      

      
        New cancer diagnoses did not rebound as expected following pandemic
        Cancer incidence trends in 2021 largely returned to what they were before the COVID-19 pandemic, according to a study by researchers at the National Institutes of Health (NIH). However, there was little evidence of a rebound in incidence that would account for the decline in diagnoses in 2020, when screening and other medical care was disrupted. One exception was breast cancer, where the researchers did see an uptick in diagnoses of advanced-stage disease in 2021.

      

      
        AI chatbots rival doctors in accuracy for back pain advice, study finds
        A new study reveals that artificial intelligence chatbots, such as ChatGPT, may be almost as effective as consulting a doctor for advice on low back pain.

      

      
        Common brain network detected among veterans with traumatic brain injury could protect against PTSD
        Researchers analyzed 193 patients from the Vietnam Head Injury Study with penetrating traumatic brain injury to determine if the location of shrapnel damage to their brains influenced risk of developing PTSD. Damage to areas connected to the amygdala was associated with a lower chance of developing PTSD. The study suggests lesions that could protect against PTSD map to a specific brain circuit connected to the amygdala and the medial prefrontal cortex.

      

      
        Outbreak detection under-resourced in Asia, study finds
        A new study has revealed that despite the recent pandemic, outbreak detection efforts remain under-resourced in South and Southeast Asia, with only about half the countries reviewed having integrated pathogen genomic surveillance initiatives in their national plans. The study also identifies key priorities to enhance the preparedness of the region against future pandemics.

      

      
        Lengthened consonants mark the beginning of words
        Speech consists of a continuous stream of acoustic signals, yet humans can segment words from each other with astonishing precision and speed. To find out how this is possible, a team of linguists has analysed durations of consonants at different positions in words and utterances across a diverse sample of languages. They have found that word-initial consonants are, on average, around 13 milliseconds longer than their non-initial counterparts. The diversity of languages for which this effect was ...

      

      
        Graphene spike mat and fridge magnet technology to fight against antibiotic resistance
        With strong bactericidal properties, graphene has the potential to become a game changer in the fight against antibiotic-resistant bacteria. So far there have been no efficient ways to control these properties -- and thus no way to make use of graphene's potential in healthcare. Now researchers have solved the problem by using the same technology found in an ordinary fridge magnet. The result of which, is an ultra-thin acupuncture-like surface that can act as a coating on catheters and implants -...

      

      
        A risky business: Why do some Parkinson's disease treatments affect decision making?
        Parkinson's disease, a debilitating nervous system disorder, is treated with medications that sometimes cause impaired decision-making and poor impulse control. Now, researchers have identified a structure in the brain called the external globus pallidus which may be responsible for this side effect, paving the way for new treatments.

      

      
        Spinning artificial spider silk into next-generation medical materials
        It's almost time to dust off the Halloween decorations and adorn the house with all manner of spooky things, including the classic polyester spider webs. Scientists have made their own version of fake spider silk, but this one consists of proteins and heals wounds instead of haunting hallways. The artificial silk is strong enough to be woven into bandages that helped treat joint injuries and skin lesions in mice.

      

      
        The curious immune cells caught between worlds
        Scientists have uncovered critical differences between how innate-like T cells mature in humans and mice. Early in life, most innate-like T cells in the human thymus aren't able to use all of their immune abilities. The discovery could point to better preclinical studies and, perhaps someday, a new form of immunotherapy.

      

      
        Study identifies link between prediabetes during adolescence and young adulthood with the likelihood of adverse pregnancy outcomes
        A new article finds that prediabetes before conception may significantly increase the likelihood of gestational diabetes during first pregnancy.

      

      
        Climate science: How a believer becomes a skeptic
        Researchers explored the powerful effect of repetition on people's beliefs.

      

      
        The heart of the question: Who can get Medicare-covered weight loss medicine?
        With Medicare now covering semaglutide for people with obesity and cardiovascular disease who don't have diabetes, a study looks at who that might include, depending on what cutoffs prescription plans apply.

      

      
        Low gravity in space travel found to weaken and disrupt normal rhythm in heart muscle cells
        Scientists who arranged for 48 human bioengineered heart tissue samples to spend 30 days at the International Space Station report evidence that the low gravity conditions in space weakened the tissues and disrupted their normal rhythmic beats when compared to earth-bound samples from the same source.

      

      
        Paving the way for new treatments
        Researchers have created a computer program that can unravel the mysteries of how proteins work together -- giving scientists valuable insights to better prevent, diagnose and treat cancer and other diseases. The tool uses artificial intelligence (AI) to build the three-dimensional atomic structure of large protein complexes.

      

      
        Dream discovery: Melatonin's key role in REM sleep revealed
        A significant breakthrough in the understanding of sleep mechanism opens new promise for treating sleep disorders and associated neuropsychiatric conditions: Scientists have pinpointed the melatonin receptor MT1 as a crucial regulator of REM (Rapid Eye Movement) sleep.

      

      
        Research quantifying 'nociception' could help improve management of surgical pain
        New statistical models based on rigorous physiological data from more than 100 surgeries provide objective, accurate measures of 'nociception,' the body's subconscious perception of pain.

      

      
        New approach to defibrillation may improve cardiac arrest outcomes
        A new observational study suggests the position in which responders initially place the two defibrillator pads on the body may make a significant difference in returning spontaneous blood circulation after shock from a defibrillator.

      

      
        New research identifies critical gaps in mental health care for adults with schizophrenia spectrum disorders
        New research finds that adults with schizophrenia spectrum disorders have high rates of comorbid mental and substance use disorders and significant social and economic disadvantages, and only 26% received minimally adequate treatment. Meeting the needs of people with schizophrenia spectrum disorders will require innovative interventions and implementation to improve access to and use of evidence-based approaches, the authors argue.

      

      
        Potential breakthrough for hard to treat cancers
        Experts have developed a breakthrough small-molecule drug, a 'protein degrader'. This molecule, called ACBI3, could potentially lead to new therapies independent of KRAS mutation type, improving outcomes for all patients with cancers caused by KRAS mutations.

      

      
        From chaos to order: Proteins can re-structure themselves to create important substances
        The protein 'MIPS' changes its internal structure when it becomes active. Its disordered active centre becomes a defined structure with special functions. The protein plays a key role in the production of inositol, which is also known as vitamin B8, and fulfills important tasks in the body. Researchers have succeeded for the first time in observing the protein as it re-structures.
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Single-dose gene therapy is potentially life-changing for adults with hemophilia B | ScienceDaily
Adults with hemophilia B saw their number of bleeding episodes drop by an average of 71 percent after a single infusion of gene therapy, according to the results of an international Phase III clinical trial published today in the New England Journal of Medicine by researchers from the University of Pennsylvania Perelman School of Medicine and a multicenter group of investigators.


						
Hemophilia is a genetic disorder that limits the blood's ability to clot and affects around 30,000 people in the United States, mostly males. Left untreated, it can cause spontaneous bleeding, particularly internal bleeding into the joints, which, over time, can cause painful joint damage and mobility issues. Hemophilia B is caused by a lack of clotting factor IX. The gene therapy enables the liver to create factor IX, which allows the blood to clot and protects patients from frequent bleeds.

"What we saw from patients in this study was that within a few days of receiving the gene therapy infusion, it took root, and their bodies started making factor IX for the first time in their lives," said study investigator and lead author Adam Cuker, MD, MS, section chief for Hematology, and clinical director of the Penn Blood Disorders Center and the Penn Comprehensive Hemophilia Program. "We always want to be careful about using the word 'cure' especially until we have longer follow-up data, but for many of these patients, it's been life changing."

After at least one year of follow-up, participants in the study had an average 71 percent reduction in bleed rate after receiving the gene therapy, compared to the year prior, when they were treated with prophylactic infusions of factor IX, the standard treatment for the disease. More than half of the 45 patients in the study did not have any bleeds after receiving gene therapy.

FDA-approved gene therapies available at Penn Medicine 

Based on the results of this study, the FDA approved the gene therapy (fidanacogene elaparvovec) in April 2024. Cuker was the site lead for the clinical trial at Penn Medicine, which was one of the top-enrolling sites for the study. It represents the second form of gene therapy approved to treat hemophilia B. The first such therapy (etranacogene dezaparvovec-drlb) was approved in November 2022, and Penn Medicine is one of several medical centers in the United States where this treatment is available to patients.

Gene therapies have very specific guidelines that determine eligibility and require specialized knowledge to carry out patient screening and selection, education about treatment risks and benefits, and post-therapy monitoring. Penn Medicine offers access to numerous clinical trials for gene therapy and expertise in administering FDA-approved gene therapies.




In the current study, the most common adverse effect was related to an immune system attack on liver cells that were targeted by the gene therapy, which can render the gene therapy ineffective, if not quickly treated. In the study, affected patients were treated with steroids to limit this immune reaction. Patients in the study will continue to be followed for at least five years to monitor potential long-term side effects.

Life-changing impact 

For patients with hemophilia B, the current standard of care of ongoing prophylactic infusions of factor IX is generally effective, but burdensome. Depending on the specific product, a patient may require regular infusions anywhere from once every two weeks up to several times a week. Most patients learn how to put their own IV in to be able to complete their infusions at home. The goal of this prophylactic treatment is to regularly give the body enough factor IX to prevent bleeds, though they still occur. By contrast, the new gene therapy only requires a single dose, and most patients in the study did not need to resume prophylactic factor IX treatments.

"We hear from people born with hemophilia that -- even if their disease is well-managed -- there's this burden that's always in the back of their mind. The frequent infusions, the cost of treatment, the need to plan for infusions when traveling, what happens if they do experience a bleed, and so on, is always there," Cuker said. "Now that we have patients who were treated on this study and are essentially cured of their hemophilia, they're telling us about realizing a new, 'hemophilia-free state of mind.' As a physician, it's amazing to see my patients so happy with their new reality."

The study was supported by Pfizer. Cuker has previously served as a paid consultant for Pfizer. 
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Pigs may be transmission route of rat hepatitis E to humans | ScienceDaily
New research suggests that pigs may function as a transmission vehicle for a strain of the hepatitis E virus (HEV) common in rats that has recently been found to infect humans.


						
The Rocahepevirus ratti strain is called "rat HEV" because rats are the primary reservoir of the virus. Since the first human case was reported in a person with a suppressed immune system in Hong Kong in 2018, at least 20 total human cases have been reported -- including in people with normal immune function.

People infected with rat HEV did not report exposure to rats, leaving the cause of infection undefined. The suspected cause during other human HEV infections, in many cases, is consumption of raw pork -- making it a potential route for rat HEV as well.

Researchers at The Ohio State University found that a strain of rat HEV isolated from humans could infect pigs and was transmitted among co-housed animals in farm-like conditions. Rats are common pests in swine barns -- suggesting that the pork production industry may be a setting in which rat HEV could make its way to humans.

"We always want to know which viruses might be up and coming, so we need to know the genetics behind this virus in the unlikely event something happens in the United States that would enable rat HEV to expand," said senior author Scott Kenney, an associate professor of veterinary preventive medicine at Ohio State based in the Center for Food Animal Health at the College of Food, Agricultural, and Environmental Sciences' Wooster campus.

The study was published recently in PNAS Nexus.

Hepatitis E is the leading cause of the acute viral liver infection in humans worldwide, mostly in developing regions where sanitation is poor. The virus is also endemic in pigs in the United States -- though it is present mostly in liver rather than muscle, and is killed when the meat is cooked.




Past studies testing the cross-species infectiousness of rat HEV showed the strain used in experiments did not infect non-human primates.

"It dropped off the radar for six or seven years because it was thought not to be a human pathogen. And now it's infecting humans, so we need to figure out why," Kenney said.

One strain linked to human disease is known as LCK-3110. First author Kush Yadav, who completed this work as a PhD student in the Center for Food Animal Health, used the viral genomic sequence to construct an infectious clone of LCK-3110.

The team first showed the cloned virus could replicate in multiple types of human and mammal cell cultures and in pigs. Researchers then injected pigs with an infectious solution containing the LCK-3110 strain or another HEV strain present in pigs in the U.S., as well as saline as a control condition.

Viral particles in the blood and feces were detected one week later in both groups receiving HEV strains, but levels were higher in pigs infected with rat HEV. Two weeks later, co-housed pigs that received no inoculations also began to shed rat HEV virus in their feces -- an indication the virus had spread through the fecal-oral route.

Though infected pigs' organs and bodily fluids were also positive for viral RNA, the animals did not show signs of feeling sick. Previous research suggests rats don't have clinical symptoms, either.




Even so, the rat HEV virus was detected in cerebrospinal fluid of infected pigs -- a finding that aligns with growing concern that various strains of HEV that infect humans can harm the brain. One human death linked to rat HEV was caused by meningoencephalitis.

"HEV is gaining importance for neurological disorders, and a lot of the research now points toward how neuropathology is caused by the hepatitis E virus," Yadav said. "And even though we have a small number of known human cases, a high percentage of them are immunosuppressed. That means transplant recipients in the United States could be at risk of infection by general HEV as well as rat HEV.

"Research could now focus on whether pork liver products contain rat HEV and explore food safety procedures to block the disease."

Yadav is now a postdoctoral researcher in the Virginia-Maryland College of Veterinary Medicine at Virginia Tech. Co-authors of the study, all from Ohio State, were Patricia Boley, Carolyn Lee, Saroj Khatiwada, Kwonil Jung, Thamonpan Laocharoensuk, Jake Hofstetter, Ronna Wood and Juliette Hanson.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240925144010.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



How synchronization supports social interactions | ScienceDaily
Turn-taking dynamics of social interactions are important for speech and gesture synchronization, enabling conversations to proceed efficiently, according to a study published September 25, 2024, in the open-access journal PLOS ONE by Tifenn Fauviaux from the University of Montpellier, France, and colleagues.


						
Conversations encompass continuous exchanges of verbal and nonverbal information. Previous research has demonstrated that gestures and speech synchronize at the individual level. But few studies have investigated how this phenomenon may unfold between individuals.

To fill this knowledge gap, Fauviaux and colleagues used an online dataset consisting of 14 sessions of two people engaged in unstructured face-to-face conversations during which they were free to talk about specific topics. Each of these sessions contained between one and four discussions, and the conversations lasted from 7 to 15 minutes. The researchers analyzed both audio and motion data, and measured speech and gesture synchronization at different timescales. Specifically, they focused on vocal properties through the speech amplitude envelope and movement properties through head and wrist gestures.

The results supported previous research on speech and gesture coordination at the individual level, revealing synchronization at all timescales of the conversation. That is, there was higher-than-chance synchronization between a given participant's wrist and head movements, and similar synchronization between these movements and vocal properties.

Extending the literature, the researchers also found that gestures and speech synchronize between individuals. In other words, there was coordination between the voices and the bodies of the two speakers. Taken together, the findings suggest that this type of synchronization of verbal and nonverbal information likely depends on the turn-taking dynamics of conversations.

According to the authors, the study enriches our understanding of behavioral dynamics during social interactions at both the intrapersonal and interpersonal levels, and strengthens knowledge regarding the importance of synchrony between speech and gestures. Future research building on this study could shed light on prosocial behaviors and psychiatric conditions characterized by social deficits.

The authors add: "How do my speech and behaviors influence, or respond to, the speech and behaviors of the person I'm conversing with? This study answers this question by investigating the multimodal dynamic between speech and movements, both at the individual's level and the dyadic level. Our findings confirm intrapersonal coordination between speech and gestures across all temporal scales. It also suggests that multimodal and interpersonal synchronization may be influenced by the speech channel, particularly the dynamics of turn-taking."
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Digital biomarkers shedding light on seasonality in mood disorders | ScienceDaily
Wrist-based activity sensors worn by individuals with depression and those without over the course of two weeks provided evidence for the relationship between daily sunlight exposure and physical activity, according to a study published September 25, 2024, in the open-access journal PLOS Mental Health by Oleg Kovtun and Sandra Rosenthal from Vanderbilt University, U.S.


						
Mood disorders are the leading cause of 'disability' worldwide. Up to 30 percent of individuals with major depressive disorder and bipolar disorder display a seasonal pattern of symptoms. This phenomenon is now recognized in official diagnostic manuals. Yet very little is known about the influence of day length (i.e., photoperiod) and sunlight intensity (i.e., solar insolation) on seasonal patterns in major depressive disorder and bipolar disorder.

In their new study, Kovtun and Rosenthal used a quantitative approach to examine the relationship between sunlight measures and objectively measured movement activity patterns to begin to understand the environmental factors driving seasonality in major depressive disorder and bipolar disorder. They used motor-activity recordings collected via accelerometers (which measure the rate of change of the velocity of an object with respect to time) from 23 individuals with unipolar or bipolar depression and 32 individuals without depression. Participants were recruited at the University of Bergen, Norway.

The findings revealed relationships between daytime physical activity, depressed state, photoperiod and solar insolation. In particular, more depressed states were associated with lower daytime activity, whilst daytime activity increased with photoperiod and solar insolation. Additional results suggest that the impact of solar insolation on physical activity may differ between depressed individuals and those who are not. This finding could indicate that depressed individuals exhibit an altered physiological link between energy input (i.e., solar insolation) and physical activity. On the other hand, it is also possible that increased sedentary behavior results in reduced time spent outdoors and does not allow depressed people to capitalize on the benefits of sunlight exposure.

According to the authors, the study presents a generalizable strategy to understand the complex interplay between sunlight, physical activity, and depressed state using open-source digital tools. The ability to identify mood disturbances, particularly in seasonally susceptible individuals, using passive digital biomarker data offers promise in informing next-generation predictive, personalized diagnostics in mental health.

Specifically, a digital biomarker, such as accelerometer-derived motor activity patterns, could form the basis of an early warning system that alerts a clinician to initiate a timely intervention. Incorporating objectively measured sunlight exposure markers (i.e., NASA-collected solar insolation data or accelerometer-measured light exposure) could further enhance the predictive power of such tools and lay the foundation for personalized models aimed at individuals susceptible to mood disturbances with seasonal patterns.

Rosenthal and Kovtun add, "Individuals with seasonal mood disorders may not yet recognize the pattern of their illness. One of the goals of our study is to motivate the development of digital tools to assist clinicians and help affected individuals with self management of their symptoms."
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Obstructive sleep apnea may increase risk of abdominal aortic aneurysms | ScienceDaily
Obstructive sleep apnea may be a risk factor for developing abdominal aortic aneurysms, according to researchers from the University of Missouri School of Medicine and NextGen Precision Health.


						
Abdominal aortic aneurysms occur when the main artery, the aorta, swells and potentially ruptures, causing life-threatening internal bleeding. Obstructive sleep apnea is typically a chronic condition where people repeatedly stop and start breathing while sleeping and can increase the risk of developing cardiovascular problems. Citing studies that indicate a higher prevalence of abdominal aortic aneurysms in patients with obstructive sleep apnea, MU researchers examined the link between the two using mouse models.

The research team found that intermittent hypoxia -- when the body isn't getting enough oxygen for a given period of time -- caused by obstructive sleep apnea increased the susceptibility of mice to develop abdominal aortic aneurysms.

"Chronic intermittent hypoxia by itself is not enough to cause abdominal aortic aneurysms, but for a patient with obstructive sleep apnea who also has additional metabolic problems like obesity, our findings suggest it may help degrade aortic structures and promote aneurysm development," said Luis Martinez-Lemus, study author and a professor of medical pharmacology and physiology.

Intermittent hypoxia happens during obstructive sleep apnea when throat muscles relax and block the flow of air into the lungs. According to the research, the loss of oxygen triggers certain enzymes called MMPs. The increased enzyme activity can degrade the extracellular matrix, which acts like a cell scaffolding network, weakening the aorta.

"Patients with abdominal aortic aneurysms usually don't notice any symptoms, except for some back and belly pain, until the aneurysm bursts. Once that happens, it's crucial to get the patient to surgery quickly so doctors can repair the aorta," said Neekun Sharma, the lead author of the study. "Learning how these aneurysms develop can help us find ways to monitor or slow down their progression, especially for patients who have obstructive sleep apnea."

Luis Martinez-Lemus is a professor of medical pharmacology and physiology, the James O. Davis Distinguished Professorship in Cardiovascular Research, and a NextGen Precision Health investigator. He earned his PhD at Texas A&M University and is a Doctor of Veterinary Medicine. Neekun Sharma is an assistant research professor in the Division of Endocrinology and Metabolism in the Department of Medicine.

"Chronic Intermittent Hypoxia Facilitates the Development of Angiotensin II-Induced Abdominal Aortic Aneurysm in Male Mice" was recently published in the Journal of Applied Physiology. In addition to Martinez-Lemus and Sharma, MU study authors include Abdelnaby Khalyfa, associate research professor in the Department of Pediatrics; Dunpeng Cai, assistant professor of surgery; Mariana Morales-Quinones, senior research specialist; Shi-You Chen, Division Chief of Surgical Research; Jaume Padilla, associate professor of Nutrition and Exercise Physiology; Camila Manrique-Acevedo, MU Health Care endocrinologist; and Bysani Chandrasekar, a professor of medicine in the Department of Cardiology. Rogerio Soares, Yusuke Higashi and David Gozal also contributed.
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New study mapping stem cells reveals molecular choreography behind individual variation in human development | ScienceDaily
Researchers at the Johns Hopkins University School of Medicine have mapped variation in human stem cells that explains how cells of an individual may shape a unique "developmental dance" at the molecular level, thereby controlling how the brain and body are created. The findings further our understanding of the origins and implications of cellular variation in people and may advance the design of individualized therapeutics and methods to rebuild diseased or damaged human organs.


						
The study, published Sep. 10 in Stem Cell Reports, used human induced pluripotent stem cells -- a type of stem cell that are equivalent to cells in early embryonic development that can develop multiple types of tissue. Studying pluripotent cells from several donors showed how genetic and epigenetic (nonnuclear DNA) factors contribute to individual variation in early brain development.

"The entirety of each individual human body is created from a single cell, and as cells of the developing embryo begin to divide, they perform genetically programmed choreography to construct the new human," says Carlo Colantuoni, Ph.D., assistant professor in the departments of neurology and neuroscience at the Johns Hopkins University School of Medicine.

But, notes Colantuoni, while this developmental dance has major steps that are consistent across the human population (and the animal kingdom), this study has uncovered molecular patterns and gene expression traits that modify the conserved human steps and create unique individual development.

In this study, researchers at The Johns Hopkins University and Yale University used a process known as "cellular reprogramming," in which mature cells can revert to their embryonic pluripotent status -- a technique that won a Nobel Prize in 2012. Specifically, the researchers took skin cells from adult humans and returned them to an early embryonic state. Called induced pluripotent stem cells (iPSCs), they have the potential to develop into any human body cell.

Researchers let the iPSCs grow and interact unconstrained, enabling cells to reveal their inherent nature and individuality. RNA sequencing, which examines how much RNA is being produced from each gene, gave researchers a detailed molecular perspective on what the cells were doing. Then, by combining the RNA data from iPSCs with data from developing mouse embryos, the researchers mapped variation of the donors' cells onto the landscape of mammalian development. This allowed observation of systematic differences in how individual human cells navigate early development -- differences also observed in public data from 100 human stem cell donors.

Researchers saw two types of patterns, or rhythms, of the developmental dance emerge from the RNA data. The first type of pattern was consistent across all individual donors, defining large modules responsible for creating elements of the human body such as the brain, heart and liver. Patterns of the second type were more subtle, newer in evolutionary terms and present only in the cells of specific individuals regardless of the final function of the cells.




Notably, the newer patterns that show individual variation in the human programmed choreography were present not only in the cells observed in the laboratory, but also in the mature cells of the donors' bodies. The researchers say this indicates that the variations they saw in cellular development, each specific to an individual person, influenced the steps the donor cells took during early development.

By logical extension, the scientists say, their findings not only indicate the unique steps an individual's cells take, but also that these cells hold information about the health or risk of diseases of a person over their lifetime. Colantuoni says these insights may pave the way for individualized approaches in regenerative medicine that are more precise.

"We advocate studying induced pluripotent stem cells and their derivatives to understand each patient's risk for complex disease and specific treatments that will be most effective for that individual," says Colantuoni. "We see a future in which a patient's traditional medical history, genome sequence and living cells are routinely used together to diagnose and customize treatment for patients."

Colantuoni says scientists are just beginning to uncover the specific molecular mechanisms underlying differences in human cellular development. More studies with larger and more varied donor pools are needed to understand the long-term health impacts of an individual's developing cells dancing to the beat of their own drum.

Other scientists who have contributed to this research are Suel-Kee Kim, Seungmae Seo, Genevieve Stein-O'Brien, Amritha Jaishankar, Kazuya Ogawa, Nicola Micali, Yanhong Wang, Thomas Hyde, Joel Kleinman, Elana Fertig, Joo Heon Shin, Daniel Weinberger, Joshua Chenoweth, Daniel Hoeppner and Ronald McKay.

Funding for this research was provided by NCI/NIH grants R01CA177669, P30CA006973, U01CA212007 and U01CA253403, and the Johns Hopkins University Catalyst Award won by EJF R01NS116418, R01HG010898, MH116488 and U01MH124619, awarded to N.S. Data sharing and visualization via NeMO Analytics, were supported by grants R24MH114815 and R01DC019370.
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Researchers establish stem cell repository focused on centenarians | ScienceDaily
Individuals who display exceptional longevity provide evidence that humans can live longer, healthier lives. Centenarians (greater than 100 years of age) provide a unique lens through which to study longevity and healthy aging as they have the capacity to delay or escape aging-related diseases such as cancer, cardiovascular disease and Alzheimer's disease, while markedly avoiding disability. Problematically, models of human aging and resilience to disease that allow for the testing of potential interventions are virtually non-existent.


						
In an effort to solve this issue, researchers from Boston University Chobanian & Avedisian School of Medicine and Boston Medical Center (BMC) have created the largest library of induced pluripotent stem cells (iPSCs) from centenarians and their offspring in the world. iPSCs can be grown indefinitely, differentiated into any cell or tissue type in the body, and faithfully capture the genetic background of the person from whom they are created.

"By creating centenarian stem cells, we hope to decipher how these individuals delay or avoid age-related diseases and develop and/or validate therapeutics in this same capacity. This research provides a unique resource that can be used to better understand the mechanisms behind centenarian resilience and help others maximize their healthy years of life," said first author Todd Dowrey, a PhD candidate in the molecular & translational medicine department at the school.

The researchers obtained and characterized more than 100 centenarian and offspring peripheral blood samples including those with data about their resistance to disability and cognitive impairment. The team analyzed how gene expression is regulated in molecular aging clocks to compare and contrast differences between biological and chronological age in these specialized subjects. Isolated peripheral blood mononuclear cells were then successfully reprogrammed into high-quality iPSC lines which were functionally characterized for pluripotency, genomic stability, and the ability to develop and differentiate into multiple cell types.

Additionally, the researchers discovered that centenarians and their offspring displayed significantly younger biological ages. Some individuals demonstrated up to two decades difference in biological versus chronological age.

According to the researchers, this work highlights the significant, growing connection between regenerative medicine and aging biology. "By harnessing our ability to study centenarian resilience 'in a dish', we hope to unlock a detailed roadmap to healthful living, disease resistance and longevity," explained corresponding author George J. Murphy, PhD, associate professor of medicine at the school and co-founder of the BU and BMC Center for Regenerative Medicine (CReM).

CReM brings together nine principal investigators who address various aspects of developmental biology, stem cells, regeneration and injury, cell lineage specification and disease modeling with a major focus on iPSCs. Learn more about the CReM here.

"Our participants are always incredibly generous and without them we would not be able to perform these unique studies. In turn, we hope to solidify their legacy as the stem cell lines we create from them last forever and will be used by investigators all over the world," added study co-author Thomas T. Perls, MD, professor of medicine and founding director of the school's New England Centenarian Study.

The study appears online in the journal Aging Cell.

GJM, TP, PS, and SA are funded by NIH-NIA (UH3 AG064704) and U19 AG073172).
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Study helps predict how long it will take for testosterone to return to normal after prostate cancer treatment | ScienceDaily
A study led by researchers from the UCLA Health Jonsson Comprehensive Cancer Center sheds light on testosterone recovery following androgen deprivation therapy (ADT) in men undergoing radiotherapy for prostate cancer, providing key insights for optimizing patient care.


						
The investigators found baseline testosterone, age, and the duration of ADT are significant predictors of testosterone recovery. The study, which analyzed data from five major randomized controlled trials involving 1,444 patients, demonstrates that testosterone recovery can vary significantly across individuals. The study also introduces a nomogram, a predictive tool that allows physicians to estimate recovery times based on patient-specific characteristics.

ADT, frequently used in combination with radiotherapy to treat prostate cancer, significantly lowers testosterone levels, leading to side effects such as fatigue, loss of libido and mood changes, which can impact patients' quality of life. Understanding testosterone recovery after ADT is crucial for improving patient outcomes, as it enables physicians to balance the cancer-fighting benefits of testosterone suppression with its debilitating side effects. This study provides a much-needed framework to help patients anticipate their recovery timeline and manage these side effects more effectively.

The researchers found recovery time is influenced by the length of ADT treatment, with older age and lower baseline testosterone levels associated with slower recovery. They also found that for men receiving six months of ADT, maintaining low testosterone levels for approximately 11 months may lead to improved metastasis-free survival, suggesting a longer suppression period may be beneficial even in shorter ADT regimens.

The results have important implications for clinical practice, especially as newer therapies offering rapid testosterone recovery are increasingly used. For men undergoing shorter ADT regimens, the findings suggest that slower recovery of testosterone, as seen with traditional therapies, may offer better cancer control.

"Our findings give patients and doctors valuable insights into what to expect after ADT treatment, helping them make informed decisions about managing side effects and improving long-term outcomes," said senior author of the study Dr. Amar Kishan, executive vice chair of radiation oncology at the David Geffen School of Medicine at UCLA.

The study was published in the journal European Urology.

The study's co-first authors are Tahmineh Romero from UCLA and Wee Loon Ong from Monash University in Melbourne, Australia. Other UCLA authors include John Nikitas, Michael Steinberg, Luca Valle, Matthew Rettig, Nicholas Nickols, Tommy Jiang, Robert Reiter and Sriram Eleswarapu.

The work was supported in part by grants from the National Institutes of Health, Radiological Society of North America, STOP Cancer, the Prostate Cancer Foundation, the U.S. Department of Defense and the UCLA Health Jonsson Comprehensive Cancer Center.
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Why children with Down syndrome have higher risk of leukemia | ScienceDaily
People with Down syndrome face a higher risk of developing Leukemia. Now researchers from the University of Copenhagen and Stanford University explain why, by identifying specific changes in blood cells of people with Down syndrome.


						
In the world, one out of 700 children are born with Down syndrome. A syndrome, where the child has an extra copy of chromosome 21, resulting in 47 chromosomes instead of 46. This typically results in characteristic physical features and some level of learning disability.

But newborns with Downs syndrome also tend to have an elevated number of red blood cells, and as they grow older, they face a 150-fold higher risk of developing leukemia compared to those without the condition.

"Our study revealed that the additional chromosome 21 alters how DNA is packed inside the cells. This difference affects how certain genes are regulated and can contribute to the development of leukemia," explains Rebecca Moller, one of the researchers from University of Copenhagen behind the new study.

To more precisely understand the impact of the extra chromosome 21, the researchers sequenced the genes of over 1.1 million cells from fetuses with and without Down syndrome.

"Interestingly, the dysregulations are not uniform and vary depending on the cell type and its environment. We found for example that blood stem cells in individuals with Down syndrome show dysregulations of genes involved in making red blood cells, explaining the symptoms in newborns" says Professor Ana Cvejic, the senior lead scientist from University of Copenhagen.

Too many cellular "powerhouses"

The researchers also identified another crucial difference in the blood stem cells of people with Down syndrome: an increased number of mitochondria, the "powerhouses" of the cells that generate energy.




While energy production is vital, too many mitochondria can damage a cell and its DNA by producing harmful molecules.

"These harmful molecules, called reactive oxygen species, are known to attack DNA creating mutations that can lead to pre-leukemia and, eventually, leukemia." explains Dr Andrew Marderstein, from Stanford University and the first author in the study.

The findings from the study underscore the importance of understanding the intricate relationship between genetics and the cellular environment of blood cells in individuals with Down syndrome.

"This study is the largest of its kind, and it shows that the environment and genetic makeup of cells are crucial in understanding how blood cells and leukemia develop. Understanding these mechanisms is essential for guiding future research in stem cell biology and cancer," says Professor Ana Cvejic, who emphasizes that these insights pave the way for a better comprehension of disease development in Down syndrome.

The study 'Single-cell multi-omics map of human fetal blood in Down syndrome' has been published in Nature.
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Thinking about the future: Examining the exacerbating and attenuating factors of despair-induced climate burnout | ScienceDaily
As the occurrence of weather extremes continues to escalate, the climate change movement now grapples with a new challenge, 'climate burnout'.


						
The troubling trend of despair and fatigue among those who work for environmental and climate change -- a phenomenon described as 'climate burnout' -- could jeopardise vital commitment to the cause.

New Flinders University research explored the exacerbating and attenuating factors of despair-induced climate burnout to learn how people can overcome despair and maintain motivation to fight climate change.

"Our research highlights the growing issue of climate burnout, where people involved in the climate justice movement experience sheer exhaustion and disengagement due to feelings of despair about the crisis," says lead author, Dr Lucy Bird from the College of Education, Psychology and Social Work.

"We found that people are more likely to experience burnout when they feel despair and exhaustion about tackling climate change.

"But importantly, our findings show that when people contemplated pragmatic steps, such as using their car less and reducing waste, as well as acting collectively to encourage organisations to make changes, they felt markedly less disengaged.

"When people focus on actionable steps and fostering a sense of community and shared purpose, they can combat burnout and continue to make meaningful progress in addressing one of humanity's most defining challenges," she says.




The research involved two studies using over 1,200 participants to examine whether despair about the climate crisis is associated with experiencing burnout.

It also explored whether thinking about a positive future where the climate crisis has been addressed (utopian thinking) or considering the steps necessary to address climate change (pragmatic thinking) could reduce climate burnout.

In some instances, the findings show that simply imagining a climate utopia could reduce peoples' urge to disengage from the climate movement.

"Given the urgent need to address the climate crisis, it is important to protect people from experiencing despair induced burnout and disengaging from the climate movement," says Dr Bird.

"This approach aligns with evolving strategies within the climate advocacy community, focusing on actionable solutions rather than overwhelming sentiments of despair.

"As communities around the globe strive for impactful climate policies and initiatives, it is imperative that they foster an environment that encourages sustained engagement and mutual support."

She says that future research needs to consider different interventions to reduce peoples' exhaustion and fatigue regarding climate change as this was not always reduced by engaging in pragmatism and utopian thinking.

Dr Bird sums up her research by referencing street artist Banksy's mural near London's Hyde Park in support of Extinction Rebellion protests in 2019, "From this moment despair ends and tactics begin."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240925123634.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Night-time noise linked to restless nights for airport neighbors, study finds | ScienceDaily
Noise from aircraft at night is linked with disturbed sleep quality and sleep-wake cycle, a new study using movement trackers has shown.


						
Environmental health experts at the University of Leicester combined measurements from activity monitors and self-reported sleep information for the first time to put together a more detailed picture of how aircraft noise impacts sleep, in the largest such study to date.

The results, published in Environmental Health Perspectives, show that people exposed to higher levels of night-time aircraft noise experienced more restlessness during sleep and disruption in daily sleep rhythm, even if they had a full night's sleep.

The team was led from the University of Leicester's Centre for Environmental Health and Sustainability and involved University Hospitals of Leicester NHS Trust, University College London, Imperial College London and City St George's, University of London. They used the UK Biobank cohort study, a large UK study originally set up to examine links between genes and disease, to identify and analyse data from over 80,000 people living near four major airports (London Heathrow, London Gatwick, Manchester and Birmingham) in England. Recruitment into the study was independent of airports or interest in aircraft noise, so the study is unlikely to reflect those with pre-existing concerns about aircraft noise.

To measure sleep, the researchers used wearable devices (similar in size to a watch) that tracked movement during sleep, a method called actimetry. Actimetry data were collected for approximately 20% of the participants between 2013 and 2015. Alongside this, they used responses to questionnaires collected between 2006 and 2013, in which people reported on their sleep quality, how long they slept, and whether they took daytime naps.

Lead author Xiangpu Gong, postdoctoral researcher at the University of Leicester, said: "We used information from both wearable devices that track movement during sleep and self-reported questionnaires to get a more comprehensive picture of sleep. The wearable devices provided objective data about how restful sleep was and the patterns of sleep, while questionnaires helped us understand how people felt about their sleep."

The aircraft noise each person was exposed to was estimated using noise maps created by the UK Civil Aviation Authority. The maps showed how loud the aircraft noise was (in decibels dB) in 2011 in areas around the airports and this was matched to where the participants lived. The sleep of those exposed to higher noise levels, defined as a night-time average of 55 dB or more, was compared with those exposed to less than 45 dB. The analyses took into account other factors that may affect sleep such as age, sex, ethnicity, income, physical activity, and environmental conditions.




Higher levels of night-time aircraft noise (55 dB or more) were associated with increased movement during sleep, which is a sign of sleep disruption. Participants exposed to high levels of noise also showed disrupted sleep-wake cycles, meaning their daily sleep rhythm was less regular. This is despite the fact that the total time they spent in bed was not much different.

Xiangpu added: "Our study suggests that night-time aircraft noise was associated with more restless sleep and disrupted sleep-wake cycles, suggestive of a link between night-time aircraft noise exposure and sleep disturbance. Poorer sleep patterns, as measured by actimetry, have been associated with higher risk of mental health problems, conditions like diabetes and obesity and with mortality risk.

"The key message for the public is that higher night-time aircraft noise was linked with disturbed sleep quality, even if people didn't realise it. Sleep disturbance could have long-term effects on health, so it's important for policies to address and reduce noise pollution from airplanes."

Anna Hansell, Professor of Environmental Epidemiology at the University of Leicester, led the study. Professor Hansell, who is funded by the National Institute for Health and Social Care (NIHR) Leicester Biomedical Research Centre (BRC), said: "This study is different because it is one of the largest on this topic and combined sleep data from wearable devices with self-reported sleep information. Most previous studies have relied on people's self-reports about their sleep, which can sometimes be inaccurate due to poor recall. In contrast, actimetry, which uses devices to track sleep, doesn't require people to remember how they slept, hence providing a more objective measure of sleep.

"Interestingly, while we found evidence that night-time aircraft noise was linked to poorer sleep (more movement and disrupted sleep-wake cycles) as measured by actimetric devices, the length of time people slept did not appear to be affected.

"It is of concern that current pressure on airports to increase night flights could result in more night-time aircraft noise from airplanes, with potential impacts on sleep disturbance and ultimately on health."

Associations between aircraft noise, sleep and sleep-wake cycle: actimetric data from the UK Biobank cohort near four major airports is published in Environmental Health Perspectives.
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Campylobacter jejuni-specific antibody gives hope to vaccine development | ScienceDaily
Bacterial infections resulting in enteritis, sometimes extra-intestinal infections such as sepsis, continue to be a global health concern. A leading cause of diarrheal and extra-intestinal infectious mortality among children under 5 and elderly persons is infection with Campylobacter bacteria, against which there is no effective vaccine or medication. An Osaka Metropolitan University-led team has recently uncovered what could be an important step toward preventing, diagnosing, and treating a species of Campylobacter bacteria.


						
Researchers including Professor Shinji Yamasaki and Associate Professor Noritoshi Hatanaka of the Graduate School of Veterinary Science and the Osaka International Research Center for Infectious Diseases at OMU focused on Campylobacter jejuni, the species of the bacteria that commonly causes gastroenteritis and sometimes extra-intestinal infections. Together they developed an antibody that can identify C. jejuni and inhibit the bacteria's growth.

This monoclonal antibody reacts to a multiprotein complex known as QcrC, the expression of which is essential for the pathogenicity of C. jejuni. The QcrC molecule was found in multiple C. jejuni strains, lending high reliability to the antibody's use in identifying the species. This molecule is also involved in energy production for C. jejuni, and the antibody acts to suppress this function, slowing the bacteria's growth and decreasing pathogenicity.

"Our findings can lead to the development of preventive approaches so that Campylobacter infections do not become more severe, while also formulating a simple way to detect C. jejuni," Associate Professor Hatanaka stated.

"The development of a simple detection system," Professor Yamasaki explained, "will be useful for the rapid identification of contaminated food, which will be beneficial for the control of C. jejuni infections and food poisoning, along with vaccine development."
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A viral close-up of HTLV-1 | ScienceDaily
Almost everyone knows about HIV. Fewer people know about its relative, HTLV-1. However, HTLV-1 can cause serious illnesses, including cancer. To develop ways to combat this virus, understanding its structure is essential. Martin Obr and Florian Schur from the Institute of Science and Technology Austria (ISTA) and US colleagues now show the virus in close-up in a new paper, published in Nature Structural & Molecular Biology.


						
Martin Obr is on edge, anxiously waiting for his train to the airport. A storm called "Sabine" is brewing, shutting down all public transport. He catches his flight from Frankfurt to Vienna just in time.

Obr spent the last days in Germany meticulously analyzing what he calls the "perfect sample." This sample helped him and Florian Schur from the Institute of Science and Technology Austria (ISTA) decode the structure of a virus called HTLV-1 (Human T-cell Leukemia Virus Type 1).

In collaboration with the University of Minnesota and Cornell University, the scientists provide new details into the virus' architecture using Cryo-Electron Tomography (Cryo-ET) -- a method to analyze the structures of biomolecules in high resolution. Their results were published in Nature Structural & Molecular Biology.

The cousin of HIV

Obr and Schur first crossed paths while working on HIV-1 (Human Immunodeficiency Virus Type 1), aiming to better understand its structure. Obr then joined Schur's research group at ISTA as a postdoc. They shifted their focus to HTLV-1 -- a lesser-known virus from the same retrovirus family as HIV-1 -- due to a limited understanding of its architecture. "HTLV-1 is somewhat the overlooked cousin of HIV," says Schur. "It has a lower prevalence than HIV-1, yet there are many cases around the world."

According to the World Health Organization, between 5 and 10 million people are currently living with HTLV-1. While most of the infections remain asymptomatic, roughly 5% lead to aggressive diseases like adult T-cell leukemia/lymphoma -- a form of cancer with a prognosis of less than a year.




"As a human pathogen causing severe diseases, HTLV-1 should be at the forefront of our research to address the questions about its functions and structure," adds Obr.

The viral lattice

The scientists were particularly interested in the virus particle's structure -- information that remained elusive until now. "When a virus gets produced, it generates a particle. This particle, however, is not yet infectious. The immature virus particle must undergo a maturation process to become infectious," explains Schur. The HTLV-1 particle is shaped by a lattice of proteins (building blocks) arranged into a spherical shell. This shell serves a critical function: it protects the viral genetic material until the host cell is infected. But what does this lattice look like in detail, what are its key components, and does it vary from other viruses? "We were expecting a difference from other viruses, but the extent of it completely blew us away," says Obr.

A unique virus

The scientists' analysis revealed that the lattice of immature HTLV-1 is remarkably distinct from other retroviruses. Its building blocks are put together in a unique fashion, and as a result, its overall architecture looks different. Additionally, the 'glue' that holds the construct together also differs. In most retroviruses, the lattice consists of a top and a bottom layer; typically, the bottom layer acts as the glue, maintaining structural integrity, while the top layer defines the shape. "In HTLV, it's the other way around. The bottom layer is basically just hanging by a thread," says Schur. Naturally, the question of why HTLV-1 has such a different lattice architecture arises. A possible explanation might be that HTLV-1 has a unique way of transmission. HTLV-1 prefers to have one infected cell next to an uninfected one to spread with direct contact. HIV-1, on the other hand, uses cell-free transmission. It produces particles that can travel anywhere in the bloodstream. "From an evolutionary standpoint, it was probably advantageous for HTLV-1 to change its lattice structure for this kind of transmission. Nevertheless, at this point, it is only speculation. It needs to be experimentally verified," Obr continues.

New treatment strategies?

Understanding these structural details is a crucial step forward, as the paper could pave the way for novel treatment approaches to combat HTLV-1 infections. There are different ways to interfere with retrovirus infectivity. For example, one could block the mature virus at the stage of infection. Alternatively, one could target the immature virus and prevent it from maturing and becoming infectious. Since the scientists' study details the architecture of the immature virus, one can now think of strategies for tackling the virus during this stage of its maturation.




"There are types of viral inhibitors that disrupt the assemblies by targeting the building blocks to prevent them from coming together. Others work by destabilizing the lattice," says Schur. "There are many possibilities."

The perfect 'ice cold' sample

Despite their experience analyzing viruses of the same family, such as HIV-1, the team's current research project on HTLV-1 brought its unique challenges. Obr's "perfect sample" was the turning point.

Due to safety reasons, the sample does not contain the actual virus. Instead, the scientists produced viral-like particles in mammalian cell cultures or generated the viral building blocks in bacterial cultures. "When these building blocks are placed in the correct conditions, they self-assemble into structures that resemble the actual immature virus," explains Schur. These non-infectious particles are then rapidly frozen, stored at -196 degC in liquid nitrogen, and eventually imaged using a Cryo-Electron Microscope (Cryo-EM) -- a type of microscope that captures high-resolution images down to a nanometer.

But can we be sure the scientists are looking at the real thing?

A valid concern, as Obr notes, "Our virus-like particles only lack a few enzymes that would help them to mature. There is no reason to think the real immature particle does look different." This careful approach, however, ensures that researchers can study viruses safely while still gaining invaluable insights.
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Air pollution exposure during early life can have lasting effects on the brain's white matter | ScienceDaily

An increasing amount of evidence suggests that air pollution affects neurodevelopment in children. Recent studies using imaging techniques have looked at the impact of air pollutants on the brain's white matter, which plays a crucial role in connecting different brain regions. However, these studies were limited in that they only looked at one timepoint and did not follow the participants throughout childhood.

"Following participants throughout childhood and including two neuroimaging assessments for each child would shed new light on whether the effects of air pollution on white matter persist, attenuate, or worsen," says ISGlobal researcher Monica Guxens. And that is what she and her team did.

The study involved over 4,000 participants who had been followed since birth as part of the Generation R Study in Rotterdam, the Netherlands. The research team estimated the amount of exposure to 14 different air pollutants during pregnancy and childhood, based on where the families lived. For 1,314 children, the researchers were able to use data from two brain scans -- one performed around 10 years of age and another around 14 years of age -- to examine changes in white matter microstructure.

Some effects persist, some diminish over time

The analysis found that exposure to certain pollutants, like fine particles (PM2.5) and nitrogen oxides (NOx), was linked to differences in the development of white matter in the brain. Specifically, higher exposure to PM2.5 during pregnancy, and higher exposure to PM2.5, PM10, PM2.5-10, and NOx during childhood were associated with lower levels of a measure called fractional anisotropy, which measures how water molecules diffuse within the brain. In more mature brains, water flows more in one direction than in all directions, which gives higher values for this marker. This association persisted throughout adolescence (i.e. it was also observed in the second scan), suggesting a long-term impact of air pollution on brain development. Every increase in exposure level to air pollution corresponded to more than a 5-month delay in the development of fractional anisotropy.

"We think that the lower fractional anisotropy is likely the result of changes in myelin, the protective sheath that forms around the nerves, rather than in the structure or packaging of the nerve fibers" says Michelle Kusters, ISGlobal researcher and first author of the study. How air pollutants affect myelin is not fully understood, but could be linked to the entrance of small particles directly to the brain or to inflammatory mediators produced by the body when the particles enter the lungs. Together, this would lead to neuroinflammation, oxidative stress, and eventually neuronal death, as documented in animal studies.




The study also found that some pollutants were linked to changes in another measure of white matter, called mean diffusivity, which reflects the integrity of white matter, and which tends to decrease as the brain matures. Higher exposure to pollutants like silicon in fine particles (PM2.5) during pregnancy was associated with initially higher mean diffusivity, which then decreased more rapidly as the children grew older. This indicates that some effects of air pollution may diminish over time.

Policy implications

Overall, the study suggests that air pollution exposure, both during pregnancy and early childhood, can have lasting effects on the brain's white matter. "Even if the size of the effects were small, this can have a meaningful impact on a population scale," says Guxens.

Importantly, these findings were present in children exposed to PM2.5 and PM10 concentrations above the currently recommended maximum values by the WHO but below those currently recommended by the European Union. "Our study provides support to the need for more stringent European guidelines on air pollution, which are expected to be approved soon by the European Parliament," adds Guxens.

In a previous study, Guxens and her team showed that white matter microstructure can also be affected by early exposure to heat and cold, especially in children living in poorer neighbourhoods.
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Soil and water pollution: An invisible threat to cardiovascular health | ScienceDaily
Pesticides, heavy metals, micro- and nanoplastics in the soil and environmentally harmful chemicals can have a detrimental effect on the cardiovascular system, according to a review paper published today in Nature Reviews Cardiology. The article provides an overview of the effects of soil and water pollution on human health and pathology and discusses the prevalence of soil and water pollutants and how they negatively affect health, particularly the risk of cardiovascular disease.


						
The key points of this publication are:
    	Illnesses related to chemical pollution of the soil, water, and air are responsible for an estimated 9 million premature deaths annually, which equates to 16% of all global deaths; half of these deaths are of cardiovascular origin.
    	Degradation of the soil threatens the health of at least 3.2 billion people (40% of the global population). In contrast, more than two billion people (25% of the global population) live in countries that are particularly affected by water pollution.
    	Eco-disruptive causes of soil and water pollution include deforestation, climate change, airborne dust, over-fertilization, and unhealthy city designs.
    	Pollution by heavy metals, pesticides, and micro- and nanoplastics cause cardiovascular damage, by inducing oxidative stress, inflammation, and impairing circadian rhythms.
    	Exposure to chemicals (such as heavy metals, solvents, dioxins, and pesticides) at workplaces, through consumer products or indirectly via environmental contamination contributes to endothelial dysfunction and cardiovascular disease.

"Soil contamination is a much less visible danger to human health than dirty air," comment the two main authors of the study, Prof. Dr. Thomas Munzel, Senior Professor, and Prof. Dr. Andreas Daiber, Head of the Molecular Cardiology Research Group at the Department of Cardiology at University Medical Mainz. "But the evidence is mounting that pollutants in the soil as well as in water may damage cardiovascular health through some central mechanisms that have been identified to play a key role in the atherosclerotic process such as inflammation of the vasculature, increased oxidative stress, but also the disruption of the body's natural clock causing vascular (endothelial) dysfunction that may lead to the initiation or progression of atherosclerotic disease." An important reason for writing this review article was therefore to strongly encourage cardiologists to consider environmental factors that could influence their patients' risk," adds Thomas Munzel.

The potential hazards of contaminated airborne dust are also becoming increasingly important -- commonly known as Sahara or desert dust, for example. Around 770,000 cardiovascular deaths per year can be attributed to dust pollution. "Unfortunately, climate models predict that this airborne dust will increase significantly and that air quality will deteriorate as the planet warms," comments Prof. Dr. Jos Lelieveld from the Max Planck Institute for Chemistry.

Controlling soil and water pollution is crucial to reducing cardiovascular risk, according to the authors. Key strategies include reducing exposure to harmful chemicals through improved water filtration, air quality management, and adherence to good agricultural practices. Efforts such as the European Commission's zero-pollution vision for 2050 aim to significantly reduce pollution levels, contribute to healthier ecosystems and reduce the burden of cardiovascular disease.

Promoting sustainable urban design, reducing the use of harmful pesticides, and improving environmental regulations worldwide are also essential to tackle the causes of soil and water pollution. These measures protect ecosystems and public health, particularly by reducing the incidence of cardiovascular disease caused by pollution.

The international research team includes authors from the following institutions: Department of Cardiology, University Medical Center Mainz (Thomas Munzel, Omar Hahad and Andreas Daiber), Max Planck Institute for Chemistry, Mainz, Germany (Jos Lelieveld), Department of Molecular Pharmacology, Albert Einstein College of Medicine, Bronx, NY, USA (Michael Aschner), Center for Research in Environmental Epidemiology (CREAL), Barcelona, Spain (Mark Nieuwenhuijsen) and Global Observatory on Planetary Health, Boston College, Boston, MA, USA (Philip Landrigan).
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Brain development: extracellular vesicles facilitate cellular communication | ScienceDaily
Extracellular vesicles (EVs) are tiny bubbles released by cells, acting as cargo vessels through which cells exchange signals and thus communicate. A paper recently published in the journal Cell Reports has demonstrated that this form of cellular exchange also plays a key role in the development of the brain. "Our findings underscore the central role of EVs in intercellular signaling during brain development, highlighting their potential as mediators of complex cellular interactions and as targets for future therapeutic strategies," says lead investigator Dr. Silvia Cappello, research group leader at LMU's Biomedical Center and member of the SyNergy Cluster of Excellence.


						
The team investigated extracellular vesicles in various model systems, including neural progenitor cells, neurons, astrocytes, brain organoids, and patterned spheroids, each derived from pluripotent stem cells. In this way, the researchers obtained various new insights into how the little transport bubbles influence brain development.

Specific communication and dynamic protein composition 

A key finding of the study is that extracellular vesicles facilitate specialized communication between different cell types. "We demonstrated that recipient cells take up cargo from different donor cells, for which they have unique patterns of uptake," explains Cappello. This highlights the specificity of EV-mediated communication.

The researchers also discovered that the protein composition in the vesicles changes during brain development and varies among different cell populations and brain regions. "This variability suggests a tightly regulated biogenesis of the EVs that is critical for their cell type-specific functions," says Cappello.

Transport to cell nucleus

Using high-resolution live imaging techniques, the team was also able to show that extracellular vesicles enter the nucleus of neural progenitor cells during cell division. "This finding is particularly exciting, as it indicates that EVs influence crucial cellular processes not only in the cytoplasm, but also at the nuclear level." As the study found, the transported cargo includes proteins, but also transcription factors, such as YAP1, that are directly transferred to recipient cells and induce rapid transcriptional changes. A particularly interesting example is the transcription factor YAP1, which is directly transported to the nucleus of recipient cells, where it induces transcriptional changes. "This ability of extracellular vesicles to transport specific molecular signals to the cell nucleus opens up new perspectives for our understanding of complex cellular interactions in the brain," says Cappello.

According to the authors, these findings underscore the central role of EVs in brain development and could pave the way for new therapeutic approaches for the treatment of neurological diseases in the long term.
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Researchers harness AI to repurpose existing drugs for treatment of rare diseases | ScienceDaily
There are more than 7,000 rare and undiagnosed diseases globally.


						
Although each condition occurs in a small number of individuals, collectively these diseases exert a staggering human and economic toll because they affect some 300 million people worldwide.

Yet, with a mere 5 to 7 percent of these conditions having an FDA-approved drug, they remain largely untreated or undertreated.

Developing new medicines represents a daunting challenge, but a new artificial intelligence tool can propel the discovery of new therapies from existing medicines, offering hope for patients with rare and neglected conditions and for the clinicians who treat them.

The AI model, called TxGNN, is the first one developed specifically to identify drug candidates for rare diseases and conditions with no treatments.

It identified drug candidates from existing medicines for more than 17,000 diseases, many of them without any existing treatments. This represents the largest number of diseases that any single AI model can handle to date. The researchers note that the model could be applied to even more diseases beyond the 17,000 it worked on in the initial experiments.

The work, described Sept. 25 in Nature Medicine, was led by scientists at Harvard Medical School. The researchers have made the tool available for free and want to encourage clinician-scientists to use it in their search for new therapies, especially for conditions with no or with limited treatment options.




"With this tool we aim to identify new therapies across the disease spectrum but when it comes to rare, ultrarare, and neglected conditions, we foresee this model could help close, or at least narrow, a gap that creates serious health disparities," said lead researcher Marinka Zitnik, assistant professor of biomedical informatics in the Blavatnik Institute at HMS.

"This is precisely where we see the promise of AI in reducing the global disease burden, in finding new uses for existing drugs, which is also a faster and more cost-effective way to develop therapies than designing new drugs from scratch," added Zitnik, who is an associate faculty member at the Kempner Institute for the Study of Natural and Artificial Intelligence at Harvard University.

The new tool has two central features -- one that identifies treatment candidates along with possible side effects and another one that explains the rationale for the decision.

In total, the tool identified drug candidates from nearly 8,000 medicines (both FDA-approved medicines and experimental ones now in clinical trials) for 17,080 diseases, including conditions with no available treatments. It also predicted which drugs would have side effects and contraindications for specific conditions -- something that the current drug discovery approach identifies mostly by trial and error during early clinical trials focused on safety.

Compared against the leading AI models for drug repurposing, the new tool was nearly 50 percent better, on average, at identifying drug candidates. It was also 35 percent more accurate in predicting what drugs would have contraindications.

Advantages of using already approved drugs

Repurposing existing drugs is an alluring way to develop new treatments because it relies on medicines that have been studied, have well-understood safety profiles, and have gone through the regulatory approval process.




Most medicines have multiple effects beyond the specific targets they were originally developed and approved for. But many of these effects remain undiscovered and understudied during initial testing, clinical trials, and review, only emerging after years of use by millions of people. Indeed, nearly 30 percent of FDA- approved drugs have acquired at least one additional indication for treatment following initial approval, and many have acquired tens of additional treatment indications over the years.

This approach to drug repurposing is haphazard at best. It relies on patient reports of unexpected beneficial side effects or on physicians' intuition about whether to use a drug for a condition that it was not intended for, a practice known as off-label use.

"We've tended to rely on luck and serendipity rather than on strategy, which limits drug discovery to diseases for which drugs already exist," Zitnik said.

The benefits of drug repurposing extend beyond diseases without treatments, Zitnik noted.

"Even for more common diseases with approved treatments, new drugs could offer alternatives with fewer side effects or replace drugs that are ineffective for certain patients," she said.

What makes the new AI tool better than existing models

Most current AI models used for drug discovery are trained on a single disease or a handful of conditions. Rather than focusing on specific diseases, the new tool was trained in a manner that enables it to use existing data to make new predictions. It does so by identifying shared features across multiple diseases, such as shared genomic aberrations.

For example, the AI model pinpoints shared disease mechanisms based on common genomic underpinnings, which allows it to extrapolate from a well-understood disease with known treatments to a poorly understood one with no treatments.

This capacity, the research team said, brings the AI tool closer to the type of a reasoning a human clinician might use to generate novel ideas if they had access to all the preexisting knowledge and raw data that the AI model does but that the human brain cannot possibly access or store.

The tool was trained on vast amounts of data, including DNA information, cell signaling, levels of gene activity, clinical notes, and more. The researchers tested and refined the model by asking it to perform various tasks. Finally, the tool's performance was validated on 1.2 million patient records and asked to identify drug candidates for various diseases.

The researchers also asked the tool to predict what patient characteristics would render the identified drug candidates contraindicated for certain patient populations.

Another task involved asking the tool to identify existing small molecules that might effectively block the activity of certain proteins implicated in disease-causing pathways and processes.

In a test designed to gauge the model's ability to reason as a human clinician might, the researchers prompted the model to find drugs for three rare conditions it had not seen as part of its training -- a neurodevelopmental disorder, a connective-tissue disease, and a rare genetic condition that causes water imbalance.

The researchers then compared the model's recommendations for drug therapy against current medical knowledge about how the suggested drugs work. In every example, the tool's recommendations aligned with current medical knowledge.

Moreover, the model not only identified medicines for all three diseases but also provided the rationale behind its decision. This explainer feature allows for transparency and can increase physician confidence.

The researchers caution that any therapies identified by the model would require additional evaluation for dosing and timing of delivery. But, they add, with this unprecedented capacity, the new AI model would expedite drug repurposing in a manner not possible until now. The team is already collaborating with several rare disease foundations to help identify possible treatments.
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Combination treatment improves response to immunotherapy for lung cancer | ScienceDaily
Researchers at the Francis Crick Institute, in collaboration with Revolution Medicines, have tested a combination of treatments in mice with lung cancer and shown that these allow immunotherapies to target non-responsive tumours.


						
Their findings show that targeting tumours in different ways simultaneously might increase response to treatments.

In research published today in Nature Communications, the scientists tested a combination of tool compounds in mice with lung cancer. These compounds were used to represent:
    	Targeted drugs which block a cancer-causing protein called KRAS G12C. These have been approved for use in lung cancer, but often fail to benefit patients in the long term because the tumours develop resistance to these medicines over time.
    	Immunotherapy drugs. These are designed to stimulate the immune system to fight the tumour, but only 20% of people with lung cancer respond, as tumours often block immune cells from entering.

The researchers combined a newly identified KRAS G12C inhibitor, with a compound that blocks a protein called SHP2, which inhibits cancer cells and can also activate tumor immunity.

These two inhibitors were combined with an immune checkpoint inhibitor, which blocks proteins that help the cancer cells hide from the immune system.

In mice with functional immune systems, the triplet combination shrank the tumours and, in some mice, fully eradicated them. These mice were also more resistant to the lung cancer coming back after treatment.

The team believe that these targeted compounds provide a window of opportunity where the immune checkpoint inhibitor can kick into gear and allow the body's natural defences to attack the tumour.




Even in mice with 'immune cold' tumours that are normally unresponsive to immunotherapy, the combination allowed tumours to become sensitised to the immune checkpoint inhibitors.

Given the success in studies with mice, an evaluation of the combination could be conducted in people with lung cancer to determine if it has a similar effect. Research will also be needed to understand and counteract potential side effects associated with combining treatments.

Julian Downward, Principal Group Leader of the Oncogene Biology Laboratory at the Crick, and co-senior author with Miriam Molina-Arcas, said: "Blocking genes like KRAS in lung cancer has led to some exciting new developments, but we still see problems with resistance. We've now been able to report partial or complete eradication of tumours in mice by combining KRAS and SHP2 inhibitors with immunotherapy. We also showed that this combination therapy allows 'immune cold' tumours to respond to the body's own defences."

Panos Anastasiou, PhD student in the Oncogene Biology Laboratory at the Crick, and first author, said: "Our work stresses the importance of targeting tumours from all angles, especially ones that don't respond easily to treatment. It will be critical to see if the combination of inhibitors works in the same way in humans."

Panos worked with the Experimental Histopathology, Bioinformatics and Biostatistics, Genomics, Scientific Computing, Flow Cytometry, Cell Services and Biological Resources teams at the Crick. The research was funded by a collaborative research agreement with Revolution Medicines, with additional funding from the European Union and the Wellcome Trust.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240925123547.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Managing stress could be the key to helping highly impulsive people act rashly when bored | ScienceDaily
Research at the University of Portsmouth has explored the relationship between high impulsivity and boredom, in an effort to find out what drives rash and sometimes unhealthy decisions.


						
Impulsivity is the tendency to act quickly, and without thinking things through. It is linked to several psychiatric disorders, including ADHD, Borderline Personality Disorder, and Substance Use Disorders.

While it is well-known there is a strong link between boredom and impulsiveness, two new studies have shed light on the role stress plays in this relationship.

The results, published in Physiology & Behavior, found participants with high trait impulsivity reported greater levels of boredom following a dull task. While this finding was expected, the new discovery was that these individuals experienced a greater physiological reaction by releasing more of the stress hormone cortisol.

Dr James Clay, lead author and researcher at the Canadian Institute for Substance Use Research and Dalhousie University said: "Our findings shed light on the biological underpinnings of why some individuals, particularly those with high impulsivity, find boredom more stressful than others. By identifying how their stress response is triggered, and that cortisol is a key mediator, we can begin to better understand why this happens and to explore targeted interventions that help manage these reactions.

"This opens up new avenues for developing personalised approaches to reduce stress and improve mental health, especially for those who struggle with impulse control and the negative consequences of boredom."

Boredom is a form of psychological stress for most people, because it is a state of restless dissatisfaction and often leads an individual to seek out stimulation. However, more impulsive people's inherent response to stressful events could be the reason why they are more triggered by boring situations.




Senior author, Dr Matt Parker is a neuroscientist specialising in the study of stress, who now works at the University of Surrey. He said: "We know highly impulsive people are more likely to develop addictions over a lifespan. There has always been a connection between impulsiveness and boredom, but the mechanisms behind this relationship aren't fully understood.

"For instance, early theories suggested people with ADHD struggle with boredom because they don't like to wait, and because of this they tend to act rashly. But what makes them impatient, and how can we mitigate this feeling so that they are more comfortable with being bored?

"That's where stress comes in. Our research supports the hypothesis that high-impulsive people experience greater physiological responses to boredom. If we can find ways to mitigate these stress symptoms it might prevent them from seeking unhealthy stress reliefs, like drugs or gambling."

In the first study, 80 participants completed a boring task and reported on how it made them feel. The results supported existing evidence that impulsive individuals are more prone to boredom than others.

The second monitored 20 people's physiological response to boredom, by testing samples of their saliva for cortisol, both pre and post-task. It found the system that manages the body's stress response -- known as the hypothalamic-pituitary-adrenal (HPA) axis -- increased the levels of the stress hormone in the body during the task.

"Knowing that the stress response links boredom with impulsivity brings us a step closer to developing potential solutions to break the cycle," explained co-author Juan Badariotti from the University of Portsmouth's School of Psychology, Sport and Health Sciences.

"We hope this discovery will inspire future research into potential interventions at breaking this feedback loop of boredom, stress, and impulsiveness, and eventually develop more effective coping mechanisms for psychiatric disorders."

The paper's authors recommend future research should replicate the second study with a larger sample of participants, and measure how prone they are to boredom as well as impulsiveness.
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Bodily awareness could curb scams and fraud against older adults, study suggests | ScienceDaily
You click on an email you weren't expecting from your bank, and something seems off. Your pulse quickens. There's a twinge in your gut. It doesn't feel right.


						
Then you notice the email address is clearly fake, the message riddled with typos. Clearly a phishing attempt, you say to yourself as you delete it and move on, a careful eye on your bank account.

This kind of "gut instinct" may be realer than we thought. Our bodies could be helping us tune into lies and scams, according to new research from University of Florida psychologists that found that older adults who were more attuned to their own heartbeat were better at spotting liars and phishing emails.

"We see that it's helpful to listen to these inner signals, and we think it's something that we could train in people to help them detect scams better, but that will take more research," said Natalie Ebner, Ph.D., a professor of psychology at UF and senior author of the new study.

That would be a big boon, because older adults lose more than $28 billion to financial scams targeting the elderly every year.

To test the role of this gut instinct, researchers recruited more than 100 adults split into two age categories: college-aged adults in their early twenties and an older group with an average age of 69. Each participant was asked to count their own heartbeat without taking their pulse, which tested their attunement to their body.

Each subject then had to try and spot phishing emails taken from real scam attempts. They were also tasked with detecting liars shown in real news footage. Each video showed someone pleading for the return of a missing family member -- but some of the speakers were ultimately convicted of murdering the missing person, revealing their past lies.

"So we look at two very different scenarios. One a dry email, and the other an emotionally charged video," Ebner said. "In both of those contexts, we see the same effect, that older adults benefit from greater bodily awareness in their deception detection."

In all, older adults who could more accurately detect their own heartbeat were 15% to 20% better at detecting lies and fake emails. Better bodily awareness did not help younger adults boost their deception detection, perhaps because they used more cognitive skills for the task instead.

Ebner collaborated on the study with UF researchers Tian Lin, Ph.D., Didem Pehlivanoglu, Ph.D., and Pedro Valdes-Hernandez, Ph.D., and psychologists at other universities. The researchers published their findings Sept. 19 in the Journal of Gerontology: Psychological Sciences.
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Growing divide: Rural men are living shorter, less healthy lives than their urban counterparts | ScienceDaily
Rural men are dying earlier than their urban counterparts, and they're spending fewer of their later years in good health, according to new research from the USC Schaeffer Center for Health Policy & Economics.


						
Higher rates of smoking, obesity and cardiovascular conditions among rural men are helping fuel a rural-urban divide in illness, and this gap has grown over time, according to the study published this week in the Journal of Rural Health. The findings suggest that by the time rural men reach age 60, there are limited opportunities to fully address this disparity, and earlier interventions may be needed to prevent it from widening further.

The findings also point to a rising demand for care in rural areas, which will particularly challenge these communities. Rural areas are more likely than urban ones to have shortages of healthcare providers and are aging faster as younger residents move to cities, which further shrinks the supply of potential caregivers.

"Rural populations face a higher prevalence of chronic diseases, which has serious implications for healthy aging," said lead author Jack Chapel, a postdoctoral scholar at the Schaeffer Center. "With an aging population and fewer physicians available, the burden on rural communities is set to grow, leading to significant challenges in providing care for those who will face more health issues in the future."

Researchers used data from the Health and Retirement Survey and a microsimulation known as the Future Elderly Model to estimate future life expectancy for rural and urban Americans after age 60. They also assessed their likely quality of health in those years -- a measure known as heath-quality-adjusted life expectancy (QALE). They estimated health trajectories for a cohort of Americans who were 60 years old between 2014-2020 and compared it with a similarly aged cohort from 1994-2000.

They found 60-year-old rural men can now expect to live two years less than their urban counterparts -- a gap that's nearly tripled from two decades ago. Rural men can also expect to live 1.8 fewer years in quality health than urban men, with this disparity more than doubling over the same period. For women, the urban-rural gap in life expectancy and health quality is much smaller and grew more slowly over time.

Nearly a decade after a landmark study found that people with lower levels of education are more likely to die from so-called "deaths of despair" -- such as drug overdose or suicide -- this new study finds that while education was an important factor in determining health quality, it cannot fully explain the gap between urban and rural populations. After adjusting rural education levels to match those of urban areas, the gap in healthy life expectancy was cut nearly in half. However, disparities existed even within each educational group, suggesting important geographic factors beyond education contribute to differences in healthy life expectancy.




Researchers found that interventions to reduce smoking, manage obesity, and treat and control widespread heart disease would benefit older rural residents more than urban ones. However, most interventions researchers tested were not able to completely bridge the urban-rural divide in healthy life expectancy.

"While education matters, so does smoking, prevalent obesity, cardiovascular conditions -- and simply living in a rural area -- which leads not only to more deaths but more illness among rural American men," said co-author Elizabeth Currid-Halkett, the James Irvine Chair in Urban and Regional Planning and a senior scholar at the USC Schaeffer Institute for Public Policy & Government Service.

"Closing the gap in healthy life expectancy between urban and rural areas for older adults would require encouraging health behavior changes earlier in life and making broader social and economic improvements in rural areas," said co-author Bryan Tysinger, director of health policy simulation at the Schaeffer Center.

This work was supported by funding from the National Institute on Aging of the National Institutes of Health under award P30AG024968.
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Protein behavior can be predicted with simple math | ScienceDaily

Proteins are chains made up of twenty different types of smaller units called amino acids. A single mutation swaps one amino acid for another, changing the protein's shape. This can mark the difference between health and disease. Many diseases, including cancer and neurodegenerative disorders, are caused by more than one mutation in a protein.

Predicting how mutations alter a protein's shape is critical for understanding their contribution to disease. However, with so many amino acids in a protein, there are an astronomical number of ways mutations can combine. Experimentally testing each possible combination to see how they affect a protein is practically impossible.

"There are 17 billion different combinations of a protein that is 34 amino acids in length with only a single change allowed at each position. If it took just one second to test a single combination, we'd need a total of 539 years to try them all. It's not a feasible experiment," says Aina Marti Aranda, co-author of the study who began the project at the CRG and is currently a PhD student at the Wellcome Sanger Institute in the UK.

As proteins get longer, the different number of combinations rises exponentially. For a protein one hundred amino acids long, there are more possible combinations than there are atoms in the entire universe. The vast majority of known proteins, especially those contributing to human disease, are much longer.

Even in this vast landscape of possibilities, research led by Dr. Andre Faure at the Centre for Genomic Regulation in Barcelona and ICREA Research Professor Ben Lehner, with dual affiliation between the CRG and the Wellcome Sanger Institute, have discovered that the impact of mutations on protein stability is more predictable than previously thought.

For years, there has been an underlying assumption that two mutations might interact with each other in unexpected ways, enhancing or suppressing each other's effects. "The fear that two mutations interacting can unpredictably affect the whole structure made us use incredibly complex models," says Marti Aranda.




The study found that while mutations do interact, it is a relatively rare occurrence, and the vast majority affect a protein independently of each other. "Our discovery turns an old understanding on its head, showing that the endless possibilities of protein mutations boil down to straightforward rules. We don't need supercomputers to predict a protein's behaviour -- just good measurements and simple maths will do," says Dr. Lehner.

The researchers made the discovery by generating thousands of protein variants, each with different combinations of mutations that could produce functional proteins. They then tested the stability of the proteins, generating a vast amount of data on how each mutation and combination of mutations affect proteins. The experimental outcomes closely matched models which assume that the total effect of multiple mutations can be calculated by simply adding up the effects of each individual mutation.

The findings can help better understand and target genetic diseases. For example, some genetic disorders are caused by many mutations in one protein. Patients may have different combinations of mutations, making it challenging to predict disease severity and response to treatments.

With the new understanding that most mutations act independently, clinicians can find new ways of predicting how various mutation combinations affect a protein's stability and function. This can lead to more accurate prognoses and personalised treatment plans, improving patient outcomes.

The study can also lead to more efficient drug development. Some drugs correct misfolded proteins, such as in Alzheimer's disease, where the changing shape of amyloid-beta proteins form plaques in the brain. Researchers can now better predict which mutations are most destabilising and design molecules that specifically stabilise these regions.

The study also has implications for biotechnologists using protein design to tackle different types of problems. For example, some enzymes have the ability to break down plastics in the environment. Researchers could design new enzymes with enhanced activity and stability by adding beneficial mutations together.

While the discovery is a significant advance, the researchers raise some limitations in the study. For example, they did not capture more complex interactions involving three or more mutations. In some proteins, these higher-order interactions could significantly impact stability and are not predicted by simply adding up individual effects.

Also, while the findings can dramatically reduce the number of experiments needed, some level of experimental validation is still necessary to confirm predictions, especially for critical applications like drug development where there may be unforeseen effects or rare interactions that the models do not capture.
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Popular diabetes and weight-loss drug associated with lower opioid overdose risk, study finds | ScienceDaily
Since being deemed a public health emergency in 2017, opioids are responsible for 72% of drug overdose deaths in the United States, according to the National Center for Drug Abuse Statistics.


						
New research from the Case Western Reserve University School of Medicine identifies a potential new approach to address the opioid overdose epidemic -- which has devastated families and communities nationally.

The study, published today in the journal JAMA Network Open, suggests semaglutide is linked to lower opioid overdoses in people with opioid-use disorder (OUD) and type 2 diabetes (T2D).

Semaglutide, a glucagon-like peptide receptor (GLP-1R) molecule that decreases hunger and helps regulate blood sugar in T2D, is also the active component in the diabetes and weight-loss drugs Wegovy and Ozempic.

The research team -- led by biomedical informatics professor Rong Xu -- analyzed six years of electronic records of nearly 33,000 patients with OUD who also had T2D. The researchers used a statistical approach that mimics a randomized clinical trial.

They found patients prescribed semaglutide had a significantly lower risk for opioid overdose, compared to those who had taken any of eight other anti-diabetic medications, including other types of GLP-1R-targeting medications.

About 107,500 people died from drug overdoses nationally in 2023, mostly from opioids, according to the CDC. Despite effective medications to prevent overdoses from OUD, the CDC estimates only a quarter of those with OUD receive them and about half discontinue treatment within six months.




"Not everyone receives or responds to them," said Xu, also director of the medical school's Center for AI in Drug Discovery. "As a result, alternative medications to help people treat opioid use disorder and prevent overdosing are crucial. Therefore, our findings suggest that it is important to continue studying semaglutide as a possible new treatment for combating this terrible epidemic."

Nora D. Volkow, director of the National Institute for Drug Abuse, co-led the study.

Although their findings potentially support the idea that semaglutide could treat OUD and prevent overdoses, the study's limitations restrict the researchers from making firm causal conclusions, Xu said. Semaglutide's use will need to be further investigated through randomized clinical trials, the researchers said.

The paper described in this press release acknowledges support from the National Institute on Aging, National Institute on Alcohol Abuse and Alcoholism, and National Cancer Institute of the National Institutes of Health under award numbers AG057557, AG061388, AG062272, AG076649, AA029831, CA221718, CA043703, CA233216 . The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health.
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Encoding human experience: Study reveals how brain cells compute the flow of time | ScienceDaily
A landmark study led by UCLA Health has begun to unravel one of the fundamental mysteries in neuroscience -- how the human brain encodes and makes sense of the flow of time and experiences.


						
The study, published in the journal Nature, directly recorded the activity of individual neurons in humans and found specific types of brain cells fired in a way that mostly mirrored the order and structure of a person's experience. They found the brain retains these unique firing patterns after the experience is concluded and can rapidly replay them while at rest. Furthermore, the brain is also able to utilize these learned patterns to ready itself for future stimuli following that experience. These findings provide the first empirical evidence regarding how specific brain cells integrate "what" and "when" information to extract and retain representations of experiences through time.

The study's senior author, Dr. Itzhak Fried, said the results could serve in the development of neuro-prosthetic devices to enhance memory and other cognitive functions as well as have implications in artificial intelligence's understanding of cognition in the human brain.

"Recognizing patterns from experiences over time is crucial for the human brain to form memory, predict potential future outcomes and guide behaviors," said Fried, director of epilepsy surgery at UCLA Health and professor of neurosurgery, psychiatry and biobehavioral sciences at the David Geffen School of Medicine at UCLA. "But how this process is carried out in the brain at the cellular level had remained unknown -- until now."

Previous research, including by Dr. Fried, used brain recordings and neuroimaging to understand how the brain processes spatial navigation, showing in animal and human models that two regions of the brain -- the hippocampus and the entorhinal cortex -- played key roles. The two brain regions, both important in memory functions, work to interact to create a "cognitive map." The hippocampal neurons act as "place cells" that show when an animal is at a specific location, similar to an 'X' on a map, while the entorhinal neurons act as "grid cells" to provide a metric of spatial distance. These cells found first in rodents were later found in humans by Fried's group.

Further studies have found similar neural actions work to represent non-spatial experiences such as time, sound frequency and characteristics of objects. A seminal finding by Fried and his colleagues was that of "concept cells" in human hippocampus and entorhinal cortex that responds to particular individuals, places or distinct objects and appear to be fundamental to our ability for memory.

To examine the brain processing of events in time, the UCLA study recruited 17 participants with intractable epilepsy who had been previously had depth electrodes implanted in their brains for clinical treatment.




Researchers recorded the neural activity of the participants as they underwent a complex procedure that involved behavioral tasks, pattern recognition and image sequencing.

Participants first underwent an initial screening section during which approximately 120 images of people, animals, objects and landmarks were repeatedly shown to them on a computer over about 40 minutes. The participants were instructed to perform various tasks such as determining whether the image showed a person or not. The images, of things like famous actors, musicians and places, were selected partly based on each participant's preferences.

Following this, the participants underwent a three-phase experiment in which they would perform behavioral tasks in response to images that were arbitrarily displayed on different locations of a pyramid-shaped graph. Six images were selected for each participant.

In the first phase, images were displayed in a pseudo-random order. The next phase had the order of images determined by the location on the pyramid graph. The final phase was identical to the first phase. While watching these images, the participants were asked to perform various behavioral tasks that were unrelated to the positioning of the images on the pyramid graph. These tasks included determining whether the image showed a male or female or whether a given image was mirrored compared to the previous phase.

In their analyses, Fried and his colleagues found the hippocampal-entorhinal neurons gradually began to modify and closely align their activity to the sequencing of images on the pyramid graphs. These patterns were formed naturally and without direct instruction to the participants, according to Fried. Additionally, the neuronal patterns reflected the probability of upcoming stimuli and retained the encoded patterns even after the task was completed.

Lead author of the study was Pawel Tacikowski with co-authors Guldamla Kalendar and Davide Ciliberti.

"This study shows us for the first time how the brain uses analogous mechanisms to represent what are seemingly very different types of information: space and time," Fried said. "We have demonstrated at the neuronal level how these representations of object trajectories in time are incorporated by the human hippocampal-entorhinal system."
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How do rare genetic variants affect health? AI provides more accurate predictions | ScienceDaily
Whether we are predisposed to particular diseases depends to a large extent on the countless variants in our genome. However, particularly in the case of genetic variants that only rarely occur in the population, the influence on the presentation of certain pathological traits has so far been difficult to determine. Researchers from the German Cancer Research Center (DKFZ), the European Molecular Biology Laboratory (EMBL) and the Technical University of Munich have introduced an algorithm based on deep learning that can predict the effects of rare genetic variants. The method allows persons with high risk of disease to be distinguished more precisely and facilitates the identification of genes that are involved in the development of diseases.


						
Every person's genome differs from that of their fellow human beings in millions of individual building blocks. These differences in the genome are known as variants. Many of these variants are associated with particular biological traits and diseases. Such correlations are usually determined using so-called genome-wide association studies.

But the influence of rare variants, which occur with a frequency of only 0.1% or less in the population, is often statistically overlooked in association studies. "Rare variants in particular often have a significantly greater influence on the presentation of a biological trait or a disease," says Brian Clarke, one of the first authors of the present study. "They can therefore help to identify those genes that play a role in the development of a disease and that can then point us in the direction of new therapeutic approaches," adds co-first author Eva Holtkamp.

In order to better predict the effects of rare variants, teams led by Oliver Stegle and Brian Clarke at the DKFZ and EMBL and Julien Gagneur at the Technical University of Munich have now developed a risk assessment tool based on machine learning. "DeepRVAT" (rare variant association testing), as the researchers named the method, is the first to use artificial intelligence (AI) in genomic association studies to decipher rare genetic variants.

The model was initially trained on the sequence data (exome sequences) of 161,000 individuals from the UK Biobank. In addition, the researchers fed in information on genetically influenced biological traits of the individual persons as well as on the genes involved in the traits. The sequences used for training comprised around 13 million variants. For each of these, detailed "annotations" are available, providing quantitative information on the possible effects that the respective variant can have on cellular processes or on the protein structure. These annotations were also a central component of the training.

After training, DeepRVAT is able to predict for each individual which genes are impaired in their function by rare variants. To do this, the algorithm uses individual variants and their annotations to calculate a numerical value that describes the extent to which a gene is impaired and its potential impact on health.

The researchers validated DeepRVAT on genome data from the UK Biobank. For 34 tested traits, i.e., disease-relevant blood test results, the testing method found 352 associations with genes involved, far outperforming all previously existing models. The results obtained with DeepRVAT proved to be very robust and better replicable in independent data than the results of alternative approaches.




Another important application of DeepRVAT is the evaluation of genetic predisposition to certain diseases. The researchers combined DeepRVAT with polygenic risk scoring based on more common genetic variants. This significantly improved the accuracy of the predictions, especially for high-risk variants. In addition, it turned out that DeepRVAT recognized genetic correlations for numerous diseases -- including various cardiovascular diseases, types of cancer, metabolic and neurological diseases -- that had not been found with existing tests.

"DeepRVAT has the potential to significantly advance personalized medicine. Our method functions regardless of the type of trait and can be flexibly combined with other testing methods," says physicist and data scientist Oliver Stegle. His team now wants to further test the risk assessment tool in large-scale trials as quickly as possible and bring it into application. The scientists are already in contact with the organizers of INFORM, for example. The aim of this study is to use genomic data to identify individually tailored treatments for children with cancer who suffer a relapse. DeepRVAT could help to uncover the genetic basis of certain childhood cancers.

"I find the potential impact of DeepRVAT on rare disease applications exciting. One of the major challenges in rare disease research is the lack of large-scale, systematic data. Leveraging the power of AI and the half a million exomes in the UK Biobank, we have objectively identified which genetic variants most significantly impair gene function," says Julien Gagneur from the Technical University of Munich.

The next step is to integrate DeepRVAT into the infrastructure of the German Human Genome Phenome Archive (GHGA) in order to facilitate applications in diagnostics and basic research. Another advantage of DeepRVAT is that the method requires significantly less computing power than comparable models. DeepRVAT is available as a user-friendly software package that can either be used with the pre-trained risk assessment models or trained with researchers' own data sets for specialized purposes.
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Higher doses of buprenorphine may improve treatment outcomes for people with opioid use disorder | ScienceDaily
Adults with opioid use disorder who receive a higher daily dose of the opioid addiction treatment medication buprenorphine may have a lower risk of subsequent emergency department visits or use of inpatient services related to behavioral health (such as for mental health and substance use disorders) than adults receiving the recommended dose, according to an analysis funded by the National Institutes of Health (NIH). These findings suggest that higher buprenorphine doses could be more effective in managing opioid use disorder, which may be particularly relevant for improving treatment for those who use fentanyl, a major driver of the overdose crisis.


						
Researchers reviewed insurance claims data from over 35,000 people who were diagnosed with opioid use disorder and began buprenorphine treatment between 2016 and 2021. They found that among all people who started treatment with buprenorphine, 12.5% experienced an emergency department or inpatient visit related to behavioral health within the study period. After adjusting for patient demographics and medical history available in the data, researchers then analyzed how long it took for people receiving different doses of buprenorphine to use emergency care or have an inpatient stay after starting treatment.

The recommended target dose for buprenorphine in the U.S. Food and Drug Administration (FDA)'s approved labeling is 16 mg per day. Researchers found that those taking higher daily doses of buprenorphine (>16 to 24 mg) took 20% longer to have a subsequent emergency department or inpatient health care visit related to behavioral health within the first year after receiving treatment, compared to those receiving >8 to 16 mg a day. Those taking daily doses of more than 24 mg of buprenorphine went 50% longer before having a subsequent emergency or inpatient health care visit related to behavioral health within the first year after receiving treatment, compared to those receiving >8 to 16 mg a day.

"As the overdose crisis evolves, particularly with the rise of fentanyl, it is crucial to investigate how to best adapt and deliver the life-saving and evidence-based treatments for opioid use disorder that we have available," said Nora D. Volkow, M.D., director of NIH's National Institute on Drug Abuse (NIDA). "The findings add to the growing evidence that higher doses of buprenorphine may have meaningful health impacts for people with opioid use disorder."

In 2022, of the nearly 108,000 overdose deaths reported in the U.S., almost 70% were primarily due to fentanyl, a synthetic opioid that is approximately 50 times stronger than heroin. The ubiquity of fentanyl in the drug supply and associated overdose deaths have raised questions about whether existing dosing guidelines for buprenorphine should be modified to better address the unique challenges posed by such a potent opioid. Higher doses of buprenorphine may be necessary to effectively manage the more severe withdrawal symptoms, cravings, and tolerance associated with fentanyl use.

"Preventing or delaying the need for high-intensity, urgent health care among people with opioid use disorder has tremendous benefits on health and recovery," said Bradley D. Stein, M.D., Ph.D., a study co-author and director of the RAND-USC Schaeffer Opioid Policy Tools and Information Center. "As we continue to gather data across studies, findings suggest that higher doses of buprenorphine may have the ability to significantly improve treatment in the era of fentanyl, as both fatal and nonfatal overdoses remain unacceptably high."

The authors also note that addressing barriers to accessing higher doses, such as state laws and insurance policies, will be important in ensuring that all patients receive effective care. In addition, revisiting guidelines that serve as barriers to higher doses could be beneficial, as these may limit access to potentially life-saving treatment for patients at high risk of relapse or overdose.

Notably, the data used in the study were pulled from a single commercial insurance company, which does not include uninsured people and those with Medicaid or fee-for-service Medicare coverage, and the sample of people included in the analysis was 75% non-Hispanic white. Further research is needed to explore the effects of higher buprenorphine doses in more diverse populations, including those with different insurance statuses or in different clinical settings. In addition, the authors note that future research should also investigate additional outcomes such as the long-term effects of high-dose buprenorphine on opioid use disorder treatment retention and overall health outcomes using similar data.

These findings build upon accumulating evidence of the safety and efficacy of higher doses of buprenorphine. Studies have shown that more than 16 mg of buprenorphine is safe and well tolerated in people with opioid use disorder in emergency department and outpatient treatment settings, and that higher buprenorphine doses are associated with improved retention in treatment for opioid use disorder.

This study was funded by the NIH's NIDA and published in JAMA Network Open. The data analyzed in the study came from a large insurer's database of commercial claims, including those for Medicare Advantage.
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Better together: Gut microbiome communities' resilience to drugs | ScienceDaily
Many human medications can directly inhibit the growth and alter the function of the bacteria that constitute our gut microbiome. EMBL Heidelberg researchers have now discovered that this effect is reduced when bacteria form communities.


						
In a first-of-its-kind study, researchers from EMBL Heidelberg's Typas, Bork, Zimmermann, and Savitski groups, and many EMBL alumni, including Kiran Patil (MRC Toxicology Unit Cambridge, UK), Sarela Garcia-Santamarina (ITQB, Portugal), Andre Mateus (Umea University, Sweden), as well as Lisa Maier and Ana Rita Brochado (University Tubingen, Germany), compared a large number of drug-microbiome interactions between bacteria grown in isolation and those part of a complex microbial community. Their findings were recently published in the journal Cell.

For their study, the team investigated how 30 different drugs (including those targeting infectious or noninfectious diseases) affect 32 different bacterial species. These 32 species were chosen as representative of the human gut microbiome based on data available across five continents.

They found that when together, certain drug-resistant bacteria display communal behaviours that protect other bacteria that are sensitive to drugs. This 'cross-protection' behaviour allows such sensitive bacteria to grow normally when in a community in the presence of drugs that would have killed them if they were isolated.

"We were not expecting so much resilience," said Sarela Garcia-Santamarina, a former postdoc in the Typas group and co-first author of the study, currently a group leader in the Instituto de Tecnologia Quimica e Biologica (ITQB), Universidade Nova de Lisboa, Portugal. "It was very surprising to see that in up to half of the cases where a bacterial species was affected by the drug when grown alone, it remained unaffected in the community."

The researchers then dug deeper into the molecular mechanisms that underlie this cross-protection. "The bacteria help each other by taking up or breaking down the drugs," explained Michael Kuhn, Research Staff Scientist in the Bork Group and a co-first author of the study. "These strategies are called bioaccumulation and biotransformation respectively."

"These findings show that gut bacteria have a larger potential to transform and accumulate medicinal drugs than previously thought," said Michael Zimmermann, Group Leader at EMBL Heidelberg and one of the study collaborators.




However, there is also a limit to this community strength. The researchers saw that high drug concentrations cause microbiome communities to collapse and the cross-protection strategies to be replaced by 'cross-sensitisation'. In cross-sensitisation, bacteria which would normally be resistant to certain drugs become sensitive to them when in a community -- the opposite of what the authors saw happening at lower drug concentrations.

"This means that the community composition stays robust at low drug concentrations, as individual community members can protect sensitive species," said Nassos Typas, an EMBL group leader and senior author of the study. "But, when the drug concentration increases, the situation reverses. Not only do more species become sensitive to the drug and the capacity for cross-protection drops, but also negative interactions emerge, which sensitise further community members. We are interested in understanding the nature of these cross-sensitisation mechanisms in the future."

Just like the bacteria they studied, the researchers also took a community strategy for this study, combining their scientific strengths. The Typas Group are experts in high-throughput experimental microbiome and microbiology approaches, while the Bork Group contributed with their expertise in bioinformatics, the Zimmermann Group did metabolomics studies, and the Savitski Group did the proteomics experiments. Among external collaborators, EMBL alumnus Kiran Patil's group at Medical Research Council Toxicology Unit, University of Cambridge, United Kingdom, provided expertise in gut bacterial interactions and microbial ecology.

As a forward-looking experiment, authors also used this new knowledge of cross-protection interactions to assemble synthetic communities that could keep their composition intact upon drug treatment.

"This study is a stepping stone towards understanding how medications affect our gut microbiome. In the future, we might be able to use this knowledge to tailor prescriptions to reduce drug side effects," said Peer Bork, Group Leader and Director at EMBL Heidelberg. "Towards this goal, we are also studying how interspecies interactions are shaped by nutrients so that we can create even better models for understanding the interactions between bacteria, drugs, and the human host," added Patil.
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Psychedelics excite cells in hippocampus to reduce anxiety | ScienceDaily
A classic psychedelic, similar to LSD, psilocybin and mescalin, was found to activate a cell type in the brain that silences other neighboring neurons, a result that provides insight into how such drugs reduce anxiety, according to a new study.


						
The findings show the psychedelic DOI (2,5-dimethoxy-4-iodoamphetamine) lessened anxiety in mice and rats while activating the ventral hippocampus and so-called fast-spiking interneurons there.

"It hasn't been known what brain areas and cell types are involved when psychedelics suppress anxiety," said Alex Kwan, associate professor of biomedical engineering at Cornell University and senior author of the study, which published today in the journal Neuron. "The idea is that if we know the neurobiology involved, we can design some better drug that would target these pathways."

"The work provides an understanding of the cellular trigger for the psychedelic-induced relief of anxiety," said Vidita Vaidya, senior professor of biological sciences at the Tata Institute of Fundamental Research in Mumbai, and the paper's corresponding author.

The pathway in the ventral hippocampus -- a brain structure involved in social memory, emotion and affect -- does not appear to cause the hallucinations that are a hallmark of DOI, suggesting that some of the therapeutic effects of psychedelics -- including reducing PTSD, depression and anxiety -- may be isolated within discrete brain circuits, Vaidya said.

"That opens up the possibility to design psychedelic inspired drugs that target anxiety without evoking potent hallucinations," she added.

The study builds on earlier research that identified abnormal hyperactivity in the ventral hippocampus when an animal is anxious, particularly neurons that communicate with the amygdala, the major processing center for emotions.

"There's a hint that in the anxiety state, these cells are active, and maybe the drug works by then silencing some of these," Kwan said.
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Specially designed video games may benefit mental health of children and teenagers | ScienceDaily
In a review of previous studies, a Johns Hopkins Children's Center team concludes that some video games created as mental health interventions can be helpful -- if modest -- tools in improving the mental well-being of children and teens with anxiety, depression and attention-deficit/hyperactivity disorder (ADHD).


						
A report on the review of studies from peer-reviewed journals between 2011 and March 20, 2024, was published Sept. 23, 2024, in JAMA Pediatrics.

An estimated 20% of children and teenagers between the ages of three and 17 in the U.S. have a mental, emotional, developmental or behavioral disorder. Suicidal behaviors among high school students also increased by more than 40% in the 10 years prior to 2019, according to a report by the Agency for Healthcare Research and Quality. Other studies provide evidence that the COVID-19 pandemic's disruptions worsened these trends, and while research suggests parents and other care givers are seeking out mental health care for children, wait times for appointments have increased.

"We found literature that suggests that even doubling the number of pediatric mental health providers still wouldn't meet the need," says Barry Bryant, M.D., a resident in the Department of Psychiatry and Behavioral Sciences in the Johns Hopkins University School of Medicine and first author of the new study.

In a bid to determine if so-called "gamified digital mental health interventions," or video games designed to treat mental health conditions, benefited those with anxiety, depression and ADHD, the research team analyzed their use in randomized clinical trials for children and adolescents.

Bryant and child and adolescent psychologist Joseph McGuire, Ph.D., identified 27 such trials from the U.S. and around the world. The studies overall included 2,911 participants with about half being boys and half being girls, between the ages of six and 17 years old.

The digital mental health interventions varied in content, but were all created with the intent of treating ADHD, depression and anxiety. For example, for ADHD, some of the games involved racing or splitting attention, which required the user to pay attention to more than one activity to be successful in gameplay. For depression and anxiety, some of the interventions taught psychotherapy-oriented concepts in a game format. All games were conducted on technology platforms, such as computers, tablets, video game consoles and smartphones. The video games are available to users in a variety of ways -- some are available online, while others required access through specific research teams involved in the studies.




Outcome measurements varied depending on the study. However, the Johns Hopkins research team was able to standardize effect sizes using a random-effects model so that a positive result indicated when interventions performed better than control conditions. Hedges g, a statistic used to measure effect size, was used to quantify treatment effects overall in the studies reviewed.

The research team's analysis found that video games designed for patients with ADHD and depression provided a modest reduction (both with an effect size of .28) in symptoms related to ADHD and depression, such as improved ability to sustain attention and decreased sadness, based on participant and family feedback from the studies. (An effect size of .28 is consistent with a smaller effect size, where as in-person interventions often produce moderate -- .50 -- to large -- .80 -- effects.) By contrast, video games designed for anxiety did not show meaningful benefits (effect size of .07) for reducing anxiety symptoms for participants, based on participant and family feedback.

Researchers also examined factors that led to improved benefit from digital mental health interventions. Specific factors related to video game delivery (i.e., interventions on computers and those with preset time limits) and participants (i.e., studies that involved more boys) were found to positively influence therapeutic effects. Researchers say these findings suggest potential ways to improve upon the current modest symptom benefit.

"While the benefits are still modest, our research shows that we have some novel tools to help improve children's mental health -- particularly for ADHD and depression -- that can be relatively accessible to families," says Joseph McGuire, Ph.D., an author of the study and an associate professor of psychiatry and behavioral sciences in the school of medicine. "So if you are a pediatrician and you're having trouble getting your pediatric patient into individual mental health care, there could be some gamified mental health interventions that could be nice first steps for children while waiting to start individual therapy."

The team cautioned that their review did not indicate why certain video game interventions performed better than others. They also note that some of the trials included in the study used parent- or child-reported outcome measures, rather than standardized clinician ratings, and the studies did not uniformly examine the same factors or characteristics, such as participants' engagement and social activities, which could have influenced the effects of the treatment. They also found that some of the video games included in the studies are not easily accessible, since they are not available online or are behind pay walls.

The researchers also noted that while video game addiction and the amount of screen time can be concerns, those children who played the games studied in a structured, time-limited format tended to do best. "If a child has a video game problem, they are often playing it for several hours a day as opposed to a gamified digital mental health intervention that might be 20-45 minutes, three times a week," Bryant says.




"I think having many tools in the toolbox can be helpful to confront the increasing demand for child mental health care," McGuire says.

Morgan Sisk from University of Alabama at Birmingham was also a study author.

The study was funded by generous donors and Johns Hopkins Medicine.

The authors affiliated with The Johns Hopkins University did not declare any conflicts of interest under Johns Hopkins University policies.
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Placebo pain relief and positive treatment expectations are not caused by dopamine, researchers find | ScienceDaily
New findings argue against a direct causal role for dopamine during the experience of a treatment effect in the establishment of positive treatment expectations and placebo analgesia in healthy volunteers, according to a study published September 24 in the open-access journal PLOS Biology by Ulrike Bingel from University Hospital Essen, Germany, and colleagues.


						
Dopamine-based reward and learning mechanisms have been suggested to contribute to placebo effects. However, the exact role of the brain messenger molecule dopamine in their generation and maintenance is still unclear. To fill this knowledge gap, Bingel and colleagues examined the causal role of dopamine in expecting positive treatment effects, as well as the magnitude and duration of their effects on pain. To this end, they used an established placebo pain relief paradigm in combination with two opposing medications to change dopamine levels in the brain, i.e., the dopamine antagonist sulpiride, the dopamine precursor L-dopa, and an inactive pill with no medication as control, which were applied in an experimental, double-blind, randomized, placebo-controlled trial involving 168 healthy volunteers.

The study medication successfully altered dopaminergic tone during the conditioning procedure. Contrary to the hypothesis, the medication did not modulate the formation of positive treatment expectation and placebo analgesia tested one day later. Placebo analgesia was no longer detectable on day eight after conditioning. Overall, the data provided strong evidence against a direct dopaminergic influence on the generation and maintenance of placebo effects.

The results suggest that, while dopamine is evidently not necessary for establishing placebo analgesia, certain dopamine-dependent dimensions of reward processing which are more linked to active agency and motivational aspects may still interact with the pain experience. In addition, the results contribute to a more nuanced understanding of the neurobiology underpinning placebo analgesia, which aids the characterization of the intricate interplay between cognition, neurochemistry, and treatment outcome.

According to the authors, further exploration of the neurochemical mechanisms underlying placebo analgesia remains paramount in the quest to exploit these effects for optimal treatment outcomes. In particular, future efforts to advance the understanding of dopaminergic mechanisms for modulating treatment response in pain must consider the undoubtedly complex involvement of dopaminergic neurotransmission in pain and its modulation.

The authors add, "Our research is driven by the motivation to target the underlying mechanisms of placebo effects to make active medical treatments more effective. The results of our study help to redirect the search for novel treatment targets to achieve this goal."
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New cancer diagnoses did not rebound as expected following pandemic | ScienceDaily
Cancer incidence trends in 2021 largely returned to what they were before the COVID-19 pandemic, according to a study by researchers at the National Institutes of Health (NIH). However, there was little evidence of a rebound in incidence that would account for the decline in diagnoses in 2020, when screening and other medical care was disrupted. One exception was breast cancer, where the researchers did see an uptick in diagnoses of advanced-stage disease in 2021. The study appears Sept. 24, 2024, in the Journal of the National Cancer Institute.


						
A previous study showed that new cancer diagnoses fell abruptly in early 2020, as did the volume of pathology reports, suggesting that many cancers were not being diagnosed in a timely manner. To determine whether these missed diagnoses were caught in 2021, possibly as more advanced cancers, researchers from NIH's National Cancer Institute (NCI) compared observed cancer incidence rates for 2021 with those expected from pre-pandemic trends using data from NCI's Surveillance, Epidemiology, and End Results Program. 

A full recovery in cancer incidence should appear as an increase over pre-pandemic levels (also known as a rebound) to account for the missed diagnoses. The researchers looked at cancer overall, as well as five major cancer types that vary in how they are typically detected: through screening (female breast and prostate cancer), due to symptoms (lung and bronchus and pancreatic cancer), or incidentally during other medical procedures (thyroid cancer).

Cancer incidence rates overall and for most specific cancers approached pre-pandemic levels, with no significant rebound to account for the 2020 decline. However, in addition to an uptick in new diagnoses of advanced breast cancer in 2021, the data also provided some evidence of an increase in diagnoses of advanced pancreatic cancer. Also, new diagnoses of thyroid cancers in 2021 were still below pre-pandemic levels.

The researchers concluded that 2021 was a transition year that was still affected by new variants and new waves of COVID-19 cases, which continued to impact medical care. They said the findings highlight the need for ongoing monitoring to understand the long-term impacts of the pandemic on cancer diagnoses and outcomes.
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AI chatbots rival doctors in accuracy for back pain advice, study finds | ScienceDaily
A new study reveals that artificial intelligence chatbots, such as ChatGPT, may be almost as effective as consulting a doctor for advice on low back pain.


						
Conducted by an international team, the research sheds light on the potential of AI in addressing one of the world's leading causes of disability.

Associate Professor Bruno Tirotti Saragiotto, research co-author and Head of Physiotherapy at The University of Technology Sydney (UTS), said the study intended to evaluate how effectively AI chatbots like ChatGPT answer common questions posed by individuals experiencing low back pain.

The study, "Assessing the performance of AI chatbots in answering patients' common questions about low back pain," was recently published in the journal Annals of the Rheumatic Diseases.

Low back pain affects millions globally, often prompting sufferers to seek information online.

As AI-powered chatbots become increasingly common in offering health recommendations, understanding the accuracy of their recommendations is important.

"The findings show that AI chatbots can offer advice with accuracy levels comparable to those reported by healthcare professionals in Australia," said Associate Professor Saragiotto.




The research found that AI chatbots excelled in answering questions related to suggested treatment and self-management, while risk factors had the most inaccuracies.

Questions such as "What complementary therapies like massage or acupuncture could alleviate lower back pain?" received accurate recommendations. The study also noted that AI chatbots consistently recommended exercise for preventing and managing low back pain, which is considered an accurate recommendation.

However, the study also showed that AI chatbots provided inaccurate recommendations to other commonly asked questions. For example, while poor posture does not cause low back pain, AI chatbots said that it does 88% of the time.

Another key observation was the ability of AI chatbots to recognise situations requiring medical referrals. In cases where professional care should be recommended, the AI systems advised users to consult a healthcare provider in 70-100% of instances.

"Our research indicates that AI chatbots have the potential to be a valuable resource for those seeking initial guidance on managing low back pain," said Dr Giovanni Ferreira, Research Fellow at theUniversity of Sydney Institute for Musculoskeletal Health, and one of the authors of the study.

"It's important to note that these tools should complement, not replace, professional medical advice." said Dr Ferreira.




Despite these encouraging results, researchers identified limitations in the AI chatbots' performance. Notably, responses were often complex, with a readability level suitable for individuals with a 10th to 12th-grade or university-level education.

"While the accuracy of the AI-generated advice was impressive, we must consider the accessibility of this information," said Associate Professor Saragiotto.

"Ensuring that health guidance is understandable to a broad audience remains an important challenge in the development of AI health tools."

The research comes at a time of increasing reliance on digital health information, with many patients turning to online resources before or instead of consulting a healthcare professional.

Associate Professor Saragiotto stressed the importance of recognising both the capabilities and limitations of AI resources in managing common health concerns like low back pain.

"As AI technology continues to evolve, further research will be necessary to refine these tools and ensure they can provide accurate, accessible, and safe health information to the public," he said.
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Common brain network detected among veterans with traumatic brain injury could protect against PTSD | ScienceDaily
A new study led by researchers at Brigham and Women's Hospital, a founding member of the Mass General Brigham healthcare system, suggests that using neurostimulation therapies on a specific brain network could treat post traumatic stress disorder (PTSD) in veterans. By evaluating 193 participants in the Vietnam Head Injury Study with penetrating traumatic brain injury, the team found those with damage connected to their amygdala, the fear center of the brain, were less likely to develop PTSD. Their results are published in Nature Neuroscience.


						
"This is a very real brain disease, and we can localize it to certain brain circuits," said corresponding author Shan Siddiqi, MD, a psychiatrist in the Brigham's Center for Brain Circuit Therapeutics and an assistant professor of Psychiatry at Harvard Medical School. "Unfortunately, people sometimes assume PTSD has to do with how mentally strong or weak a person is, but it has nothing to do with moral character."

Siddiqi collaborated with other researchers from the Brigham's Center for Brain Circuit Therapeutics, as well as investigators from the Feinberg School of Medicine at Northwestern University, Brown University Alpert School of Medicine, and Duke University School of Medicine. He said previous studies have shown people with damage to the amygdala are less likely to get PTSD, but the team wanted to find a therapeutic target for the disease.

"The amygdala is deep in the brain, making it hard to hit precisely with a stimulation modality without doing surgery," Siddiqi said.

Researchers in the Center for Brain Circuit Therapeutics have previously uncovered networks to successfully treat depression and addiction using transcranial magnetic stimulation (TMS). Michael Fox, MD, PhD, a co-author on the Nature Neuroscience paper and director of the Center for Brain Circuit Therapeutics, said they hoped to build on their success by identifying targets for conditions such as PTSD.

"One of the big gaps for developing a brain stimulation treatment for PTSD is identifying the correct therapeutic target," Fox said.

Fox said previous trials have tried to use the same circuit his team derived for depression, but this target has failed in trials for PTSD.




"Rather than continue with a trial-and-error approach of testing different targets, we turned to brain lesions to map out the circuit," he said.

The team examined 193 patients with penetrating traumatic brain injuries from the Vietnam Head Injury Study led by co-author, Jordan Grafman, PhD, at Northwestern. They looked at whether those veterans developed PTSD 20 years after the war in Vietnam.

"Some of these veterans who got shrapnel in their head went on to develop PTSD, but many of them did not," Fox said. "The patients actually developed PTSD less than other veterans who did not get damage to their brain."

Fox said the data Grafman gathered was key for this study because he had mapped the exact location of damage in each patient and what the neurological effects of the damage were.

Researchers then hypothesized that a circuit must exist that, when damaged, protects against PTSD. They used their wiring diagram, the human connectome, to map where brain damage had occurred and where each lesion connected. From there, they compared the data to 180 veterans who did not have brain damage, some of whom have PTSD and some whom do not. They found connectivity within the circuit correlated with whether they had PTSD or not. Finally, the team looked at whether this circuit would be a good target for treatment by examining previous trials using TMS for PTSD.

"The trials where stimulation was hitting the circuit we identified tended to be the trials that had good outcomes in patients," Fox said. "We also asked whether or not our results could inform how to stimulate the targets, leading to what we believe is a therapeutic target for treatment using TMS."

During the study, a patient with severe PTSD requested TMS at Acacia Mental Health in California, and Siddiqi was consulted to help plan the treatment. After a careful informed consent process, clinicians at Acacia used the circuit found in the study to treat the patient, ultimately improving his symptoms.




Fox said while it's only one patient, the case provides an illustration for how the results of the study might translate into a clinical setting. Before it can be accessible to a larger population, they will have to conduct a randomized controlled trial targeting the circuit to gain FDA approval.

Siddiqi said one limitation to the study is they don't yet know how the treatment results could change if a person is in a state of PTSD-induced fear at the time of treatment compared to relaxation. Fox added the study included only veterans, so they are unsure if PTSD in non-veterans would map onto the same circuit.

"While more work remains to be done, we've taken an important step here to identify a therapeutic target for a condition in patients who desperately need better treatments," Fox said.
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Outbreak detection under-resourced in Asia, study finds | ScienceDaily
A landmark study led by Duke-NUS Medical School revealed that despite the recent pandemic, outbreak detection efforts remain under-resourced in South and Southeast Asia, with only about half the countries reviewed having integrated pathogen genomic surveillance initiatives in their national plans. Published in Nature Microbiology today, the study also identifies key priorities to enhance the preparedness of the region against future pandemics.


						
The study, conducted over 12 months between 2022 and 2023, analyses responses on genomic sequencing capacity for pathogen detection from 13 out of 19 countries that make up South and Southeast Asia.

The COVID-19 pandemic underscored the importance of genomic surveillance, which was vital in identifying SARS-CoV-2, monitoring its variants and designing COVID-19 vaccines. Initially focused on tracking SARS-CoV-2, these investments are now being used to address other disease priorities including drug-resistant tuberculosis, food-borne bacterial infections, dengue or to track the avian influenza A (H5N1) current outbreak.

While all 13 countries have national capacity for genomic sequencing, only 7 of the 13 assessed countries have integrated pathogen genomic sequencing into their national strategic plans for infectious disease surveillance. Additionally, only 6 countries have established guidelines for using pathogen genomics for infectious disease surveillance. The absence of national guidelines for pathogen genomic surveillance complicates implementation and resource allocation. Closing these gaps is crucial for improving the effectiveness and sustainability of infectious disease surveillance and response systems.

Assistant Professor Ruklanthi de Alwis, Deputy Director of Duke-NUS' Centre for Outbreak Preparedness, said:

"Although it is encouraging to see some capacity for pathogen genomics sequencing, including in lower-resourced countries in our region, there is still room for strengthening it. It is vital that pathogen sequencing is used to maximise public health impact through infectious disease surveillance, response and control. Assessing the current state and needs was a crucial first step."

The paper also identified five specific challenges faced by the region in adopting genomics sequencing for infectious disease surveillance:
    	Funding: Countries reported a reliance on external funders for pathogen sequencing. Across the 13 countries surveyed, 57 per cent of financial and other resources come from external donors, followed by the public sector (32 per cent) and academic institutions (6 per cent).
    	Trained manpower: Limited availability of trained laboratory staff and staff trained in bioinformatics for genomic sequencing processing and results' analysis.
    	Cost: The cost of genomic sequencing-related equipment is prohibitively high and many resource-limited countries in Asia report paying higher prices for genomic sequencing compared with higher-income nations.
    	Supply chain: The supply chain for genomic sequencing equipment and reagents is sluggish, with new orders averaging two months to reach laboratories.
    	Turnaround time: Delays of several weeks between sample collection and the availability of genomic data hinder the timely use of this information to guide public health actions.

Dr Thimothy John Dizon from the Research Institute for Tropical Medicine in the Philippines said:




"The COVID-19 pandemic has served as a critical wake-up call for health systems worldwide, highlighting the immense value of genomics in combating pathogens and shaping public health responses. The intricate nature of genomics demands a transformation in our surveillance practices and has significantly bolstered collaboration among the Philippines' public health laboratories, surveillance units and academic institutions. To maximise these advancements, it is essential to strengthen and sustain investments by fostering broader collaboration and partnerships both within the region and on a global scale."

Dr Khoo Yoong Khean, Scientific Officer from Duke-NUS' Centre for Outbreak Preparedness, added:

"Pathogen genomics is an innovation with significant public health impact, and our entire region would benefit from guidance on effectively planning and budgeting for genomics. Asia faces a high risk of emerging infectious disease outbreaks due to factors such as dense populations, high mobility rates, poor water and sanitation conditions, frequent human-animal interactions, climate stress, and a rapidly changing environment. Strengthening early detection through infectious disease surveillance is crucial for regional outbreak preparedness."

Methodology of the study

This study was conducted in collaboration with partners from Bangladesh, Brunei Darussalam, Cambodia, Indonesia, Lao PDR, Malaysia, Myanmar, Nepal, Pakistan, Philippines, Sri Lanka, Thailand and Vietnam. Participation was voluntary and the study included data from all 13 countries.

Key partners in each of the participating countries were identified to take part in an in-depth survey, resulting in a total of 42 major local institutions contributing data. These organisations hailed from diverse sectors, including government entities, academic institutions, public laboratories, and non-governmental organisations.




Based on survey responses, 25 summary indicators were then chosen and calculated to evaluate the regional status of pathogen genomic surveillance. These indicators cover areas such as partnerships, financing, policies and guidelines, supply chain, laboratory infrastructure, bioinformatics, quality assurance, and data sharing and impact.

The study was published under the Asia Pathogen Genomics Initiative (Asia PGI), a regional consortium hosted by Duke-NUS that is dedicated to advancing pathogen genomics. The consortium has established a specialised training academy at Duke-NUS, enabling countries to collaborate through tailored programmes that address priority health threats in Asia. Key partners in this work include the Bioinformatics Institute at Singapore's Agency for Science Technology and Research.

In collaboration with the US Centres for Disease Control and Prevention (US CDC), Asia PGI is also organising a joint workshop later this year on national planning and implementation of pathogen genomics for infectious disease surveillance.

Professor Linfa Wang, Executive Director, Programme for Research in Epidemic Preparedness and REsponse (PREPARE), added:

"While genomics is essential for surveillance, countries also need new tools in their outbreak response toolkit. PREPARE and Asia PGI will continue working with regional partners to enhance resilience to future epidemics and pandemics, and in the longer term, leveraging genomics capacity to rapidly develop new diagnostics and vaccines will be a crucial area of support for our efforts."
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Lengthened consonants mark the beginning of words | ScienceDaily
Speech consists of a continuous stream of acoustic signals, yet humans can segment words from each other with astonishing precision and speed. To find out how this is possible, a team of linguists has analysed durations of consonants at different positions in words and utterances across a diverse sample of languages. They have found that word-initial consonants are, on average, around 13 milliseconds longer than their non-initial counterparts. The diversity of languages for which this effect was found suggests that this might be a species-wide pattern -- and one of several key factors for speech perception to distinguish the beginning of words within the stream of speech.


						
Distinguishing between words is one of the most difficult tasks in decoding spoken language. Yet humans do it effortlessly -- even when languages do not seem to clearly mark where one word ends and the next begins. The acoustic cues that aid this process are poorly understood and understudied for the vast majority of the world's languages. Now, for the first time, comparative linguists have observed a pattern of acoustic effects that may serve as a distinct marker across diverse languages: the systematic lengthening of consonants at the beginning of words.

Researchers from the Max Planck Institute for Evolutionary Anthropology, the CNRS Laboratoire Structure et Dynamique des Langues (SeDyL), the Humboldt Universitat zu Berlin and the Leibniz-Centre General Linguistics (ZAS) used data from the novel DoReCo corpus, because it combines two features: Firstly, it covers an unprecedented amount of linguistic and cultural diversity of human speech, containing samples from 51 populations from all inhabited continents. Secondly, it provides precise timing information for each one of the more than one million speech sounds in the corpus. "The world-wide coverage of DoReCo is crucial for uncovering species-wide patterns in human speech given the immense cross-linguistic diversity of languages," says senior author Frank Seifart, researcher at CNRS in Paris and HU Berlin and co-editor of DoReCo.

Word-initial consonant lengthening -- a potential universal?

"At the outset, we expected to find evidence contradicting the hypothesis that word-initial lengthening is a universal linguistic trait. We were quite surprised when we saw the results of our analysis," says first author Frederic Blum, a doctoral student at the Max Planck Institute for Evolutionary Anthropology, who initiated and led the study. "The results suggest that this phenomenon is indeed common to most of the world's languages." Strong evidence of lengthening was found in 43 of the 51 languages in the sample. The results were inconclusive for the remaining eight languages.

The authors conclude that lengthening may be one of several factors that help listeners identify word boundaries and thus segment speech into distinct words -- along with other factors, such as articulatory strengthening, which has not been comparatively studied in detail so far. In the current study, some languages additionally showed evidence of a shortening effect following pauses at the beginning utterance. This is consistent with the authors' conclusion as there is no need for additional cues for word boundaries in the presence of pauses.

This study advances our understanding of acoustic processes common to all spoken languages. By focusing on non-WEIRD (Western, European, Industrialized, Rich, and Democratic) languages, the researchers hope to broaden our knowledge of cognitive processes related to speech that transcend individual populations.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240924123006.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Graphene spike mat and fridge magnet technology to fight against antibiotic resistance | ScienceDaily
With strong bactericidal properties, graphene has the potential to become a game changer in the fight against antibiotic-resistant bacteria. So far there have been no efficient ways to control these properties -- and thus no way to make use of graphene's potential in healthcare. Now researchers at Chalmers University of Technology, in Sweden, have solved the problem by using the same technology found in an ordinary fridge magnet. The result of which, is an ultra-thin acupuncture-like surface that can act as a coating on catheters and implants -- killing 99.9 percent of all bacteria on a surface.


						
Healthcare-associated infections are a widespread problem around the world, causing great suffering, high healthcare costs and a heightened risk of increased antibiotic resistance. Most infections occur in connection with the use of various medical technology products such as catheters, hip prostheses, knee prostheses and dental implants, where bacteria are able to enter the body via a foreign surface. At Chalmers University of Technology, researchers have been exploring how graphene, an atomically thin two-dimensional graphite material, can contribute to the fight against antibiotic resistance and infections in healthcare. The research team has previously been able to show how vertically standing graphene flakes prevent bacteria from attaching to the substrate. Instead, the bacteria are cut to pieces on the razor-sharp flakes and die.

"We are developing a graphene-based, ultra-thin, antibacterial material that can be applied to any surface, including biomedical devices, surgical surfaces and implants to exclude bacteria. "Since graphene prevents bacteria from physically attaching to a surface, it has the added advantage that you do not risk increasing antibiotic resistance, unlike with other chemical alternatives, such as antibiotics," says Ivan Mijakovic, Professor of Systems Biology at Chalmers University of Technology and one of the authors of the recently published study.

Kills 99.99% of bacteria on a surface 

However, the researchers have been facing a challenge. Although its bactericidal properties can be demonstrated in the laboratory, the researchers have not yet managed to control the orientation direction of the graphene flakes- and subsequently not been able to apply the material on surfaces used on medical devices used in healthcare. So far, the bactericidal properties of graphene have only been able to be controlled in one specific direction: the flow direction of the manufacturing process. But now the Chalmers researchers have had a promising breakthrough for a practical application in healthcare -- and beyond.

"We have managed to find a way to control the effects of graphene practically in several different directions and with a very high level of uniformity of the orientation. This new orientation method makes it possible to integrate graphene nanoplates into medical plastic surfaces and get an antibacterial surface that kills 99.9% of the bacteria that try to attach. This paves the way for significantly greater flexibility when you want to manufacture bacteria-killing medical devices using graphene," says Roland Kadar, Professor of Rheology at Chalmers University of technology.

Unpreceded efficiency by controlling magnetic fields

By arranging earth magnets in a circular pattern making the magnetic field inside the array arrange in a straight direction, the researchers were able to induce a uniform orientation of the graphene and reach a very high bactericidal effect on surfaces of any shape.




The method, published in Advanced Functional Materials, is called "Halbach array" and means that the magnetic field inside the magnet array is strengthened and uniform while it is weakened on the other side, enabling a strong unidirectional orientation of graphene. The technology is similar to what you would find in a refrigerator magnet.

"This is the first time the Halbach array method has been used to orient graphene in a polymer nanocomposite. Now that we have seen the results, of course we want these graphene plates to get introduced in the healthcare sector so that we can reduce the number of healthcare-related infections, reduce suffering for patients and counteract antibiotic resistance," says Viney Ghai, researcher in Rheology and Processing of Soft Matter at Chalmers University of Technology.

The new orientation technology shows significant potential in other areas, for example in batteries, supercapacitors, sensors and durable water-resistant packaging materials.

"Given its broad impact across these areas, this method truly opens up new horizons in material alignment, providing a powerful tool for the successful design and customisation of nanostructures that biomimic the intricate architectures found in natural systems," says Roland Kadar.
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A risky business: Why do some Parkinson's disease treatments affect decision making? | ScienceDaily
Parkinson's disease (PD), also known simply as Parkinson's, is a disorder of the nervous system that affects millions of people worldwide. The nerve cell damage associated with Parkinson's can cause tremors, slowed movements, problems with balance, and many other symptoms which worsen gradually over time. Although there is no cure, there are medications available that can treat PD symptoms. Some of these medications, however, have previously unexplained side effects -- including impaired decision-making that leads to potentially harmful behaviors such as pathological gambling, binge eating and compulsive shopping.


						
Now, in a study published online on 14 August 2024 in the International Journal of Molecular Sciences, researchers at Fujita Health University in Japan, led by Assistant Professor Hisayoshi Kubota from the Division of Behavioral Neuropharmacology, International Center for Brain Science (ICBS), Fujita Health University, have investigated the mechanism by which a drug called pramipexole or PPX impairs the decision-making process in mice with Parkinson's disease. The research was co-authored by Professor Taku Nagai from the Division of Behavioral Neuropharmacology, International Center for Brain Science (ICBS), and Professor Hirohisa Watanabe from the Department of Neurology, School of Medicine, both at Fujita Health University.

To take a closer look at the findings of this study, we first need to understand how PPX works to alleviate PD symptoms. PD mainly results from a loss of nerve cells or neurons that produce a compound called dopamine. Some neurons are dependent on dopamine for their regular functioning -- they have structures called 'dopamine receptors' which can be thought of as locks which can then be activated using dopamine as the 'key'. Drugs like PPX can imitate the function of dopamine and bind to these receptors instead, especially in patients with PD who lack dopamine-producing neurons.

To study the effects of PPX on PD, the researchers injected the brains of mice with a toxin called 6-hydroxydopamine (or 6-OHDA). 6-OHDA damages neurons in a very similar manner to that observed in the brains of patients with PD. The mice were treated with PPX and then subjected to a touchscreen-based 'gambling task' to test their decision-making skills. Interestingly, these mice picked the high-risk/high-reward option much more often -- they opted for a disadvantageous outcome where they received a large reward (of strawberry milkshake), which also comes with an increased risk of a large punishment by exposure to flashing lights.

But which part of the brain is responsible for this behavior? Investigating the brains of mice treated with PPX revealed that a region deep inside the brain called the external globus pallidus (GPe) was hyperactivated, or showed a much higher level of neuron activity. The researchers then chemically inhibited the neurons in the GPe, which actually reduced disadvantageous risk-taking activity in the mice. This proved that hyperactivation of the GPe was indeed responsible for poor decision-making in the mice treated with PPX.

This study has huge implications for treating patients with Parkinson's disease. "Our findings could lead to the development of new medications or interventions that specifically target the external globus pallidus," explains Dr. Kubota. 'This would help to prevent or reduce decision-making impairments in Parkinson's disease patients.'

Besides helping medical professionals develop better treatments for Parkinson's disease, these findings can also help improve awareness among affected patients, their families, as well as the general public. Dr. Kubota, explains that "Investigating how Parkinson's disease medications affect decision-making will help the public to better understand the complexity of the disease and its treatment." He also says "This will benefit patients, their families and carers, and motivate them to consider early care and preventive strategies."

These findings shed new light on the complex processes in the brain that aid our everyday decision-making skills, and promise to improve quality of life for patients affected by Parkinson's disease. Maybe we can take away some important lessons from this study as well, and think twice before we indulge in poor decision-making in our daily lives!
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Spinning artificial spider silk into next-generation medical materials | ScienceDaily
It's almost time to dust off the Halloween decorations and adorn the house with all manner of spooky things, including the classic polyester spider webs. Scientists reporting in ACS Nano have made their own version of fake spider silk, but this one consists of proteins and heals wounds instead of haunting hallways. The artificial silk is strong enough to be woven into bandages that helped treat joint injuries and skin lesions in mice.


						
Spider silk is one of the strongest materials on Earth, technically stronger than steel for a material of its size. However, it's tough to obtain -- spiders are too territorial (and cannibalistic!) to breed them like silkworms, leading scientists to turn to artificial options. Teaching microbes to produce the spider silk proteins through genetic engineering is one such option, but this has proved challenging because the proteins tend to stick together, reducing the silk's yield. So, Bingbing Gao and colleagues wanted to modify the natural protein sequence to design an easily spinnable, yet still stable, spider silk using microbes.

The team first used these microbes to produce the silk proteins, adding extra peptides as well. The new peptides, following a pattern found in the protein sequence of amyloid polypeptides, helped the artificial silk proteins form an orderly structure when folded and prevented them from sticking together in solution, increasing their yield. Then, using an array of tiny, hollow needles attached to the nozzle of a 3D printer, the researchers drew the protein solution into thin strands in the air and spun them together into a thicker fiber. This setup acted like a giant artificial spider spinning its web.

They then wove their artificial silk fibers into prototype wound dressings that they applied on mice with osteoarthritis (a degenerative joint disease) and chronic wounds caused by diabetes. Drug treatments were easily added to the dressings, and the team found these modified dressings boosted wound healing better than traditional bandages. Compared with a control group with neutral dressings, mice with osteoarthritis showed decreased swelling and repaired tissue structure after 2 weeks of treatment, while diabetic mice with skin lesions treated with a similar dressing showed significant wound healing after 16 days of treatment. The new silken bandages are biocompatible and biodegradable, and the researchers say that they show promise for future applications in medicine.

The authors acknowledge funding from the National Key R & D Program of China, the National Natural Science Foundation of China, the Postgraduate Research & Practice Innovation Program of Jiangsu Province, the Nanjing Tech University Teaching Reform Project, the Discipline Fund of Nanjing Tech University School of Pharmaceutical Sciences, and the Cultivation Program for The Excellent Doctoral Dissertation of Nanjing Tech University.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240924122944.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



The curious immune cells caught between worlds | ScienceDaily
Our immune system spans two worlds -- innate and adaptive. Innate immune cells are like troops at the gate ready to hold off invaders and raise the body's alarms. Adaptive immune cells are specialists that take longer to respond but can fight off foes in a more targeted manner. Curiously, there are also immune cells that exist between worlds. Important among these cellular combatants are innate-like T cells. Their hybrid-like nature makes them promising candidates for developing new kinds of immunotherapies against diseases such as cancer.


						
The problem is that scientists still don't know much about how this unique type of T cell functions and develops in humans. Cold Spring Harbor Laboratory (CSHL) Assistant Professor Hannah Meyer and her collaborator at the University of Colorado Anschutz, Professor Laurent Gapin, set out to determine just that.

"Studying the development of the immune system is as important as investigating its role in disease," says Salome Carcy, a former graduate student in the Meyer lab who co-led this study. "We need to understand immune cells' origin to gain insights into their functional potential in pathological contexts. One of the key motivations of our work was to investigate how much our knowledge built on mouse models applies to human physiology."

The team discovered that innate-like T cells mature differently in humans than in mice, and that age plays a critical role here. They found that early in life, most innate-like T cells in the human thymus aren't able to use all of their immune abilities. It's as if they have one hand tied behind their back. In adults' bloodstreams, however, it's a different story. There, innate-like T cells are on standby, ready to fight as soon as they receive their 'go' signal. This pattern is observed in both mice and humans.

According to Meyer, these distinctions should make for key considerations when it comes to developing and testing immunotherapeutics, especially since much preclinical trial research is conducted in mouse models. "We need to take these differences into account," Meyer says. "We'd be interested to look at these differences to see how they change over time and if these cells are more powerful at different ages. And is this something we can therapeutically exploit?"

For now, Meyer and her team continue to dissect the complicated lives of immune system agents such as innate-like T cells. Their work may one day allow researchers to harness the power of both the innate and adaptive immune systems into a new, more formidable kind of immunotherapy.
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Study identifies link between prediabetes during adolescence and young adulthood with the likelihood of adverse pregnancy outcomes | ScienceDaily
Mount Sinai researchers have published a study that shows a link between prediabetes among young people and adverse pregnancy outcomes later in life. The findings, published in JAMA Network Open on September 24, could alter how doctors routinely screen or counsel youth on blood glucose levels, and subsequently, minimize potential maternal and neonatal risks.


						
Prediabetes is a serious health condition that occurs when blood sugar levels are higher than normal but not high enough to be diagnosed as type 2 diabetes, or persistently high blood sugar levels. Prediabetes can increase risks for heart disease and stroke, and disproportionally burdens Hispanic, Black, and low-income individuals. The prediabetes rate among youth in the United States has doubled in the last decade to nearly one in three aged 12 to 19 years, according to JAMA Pediatrics.

In their new study, Mount Sinai researchers examined the significance of prediabetes prior to conception among adolescents and young adults, a group that is most at risk of unplanned pregnancy and least likely to benefit from preconception health counseling.

The retrospective cohort study of more than 14,000 people between ages 10 and 24 years was generated by linking New York City birth registry, hospital discharge, and A1C Registry data between 2009 and 2017. The study included individuals who had no history of diabetes and at least one hemoglobin A1c (HbA1c) test prior to first birth. The researchers found that preconception prediabetes was associated with more than twice the likelihood of gestational diabetes at future first birth. The experts discovered that prediabetes during youth and adolescence could result in an 18 percent increased risk of hypertensive disorders during pregnancy, such as gestational hypertension and preeclampsia, or preterm delivery.

The study also assessed what level of hemoglobin A1c, a measure of a person's average blood sugar level over the prior three months, was most predictive of gestational diabetes at first birth among adolescents and young adults. The optimal threshold was slightly lower for young people than that used for adults (5.6 percent vs. 5.7 percent). Overall, the study results support the need to establish clear clinical guidance on how to screen and counsel young people who currently have elevated blood glucose levels without other risk factors, the researchers said.

"The lack of uniform preconception prediabetes treatment guidelines for adolescents may represent a missed opportunity to avert pregnancy-related complications," said corresponding author Katharine McCarthy, PhD, MPH, Assistant Professor of Population Health Science and Policy, and Obstetrics, Gynecology and Reproductive Science at the Icahn School of Medicine at Mount Sinai. "Our results support expanded preconception hemoglobin A1c screening as a mechanism to intervene on excess cardiometabolic risk earlier in the life course."

The experts will next investigate potential school policies and interventions that could reduce risks for heart and metabolism-related conditions in adolescence and may benefit pregnancy and health outcomes across the lifespan.

Researchers from the Columbia University Mailman School of Public Health, the NYC Department of Health and Mental Hygiene, and the Department of Maternal and Fetal Medicine at Stamford Hospital contributed to this study. The research was supported by grants (R01DK134725, R21DK122266 and UL1TR004419) from the National Institutes of Health.
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Climate science: How a believer becomes a skeptic | ScienceDaily
A study of mostly climate science believers shows just how easily information -- and misinformation -- can blur people's sense of the truth. All it takes is repetition.


						
In recent research published in the journal PLOS ONE, USC and Australian researchers explored the powerful effect of repetition on people's beliefs.

In two rounds studies, they found that even the strongest believers in climate science -- those categorized as "alarmed" believers -- felt that the skeptical and pro-climate beliefs seemed more true when they encountered them a second time.

"It could take as little as a single repetition to make someone feel as though a claim were true," said Norbert Schwarz, a study co-author and provost professor of psychology at USC Dornsife College of Letters, Arts and Sciences and USC Marshall School of Business. "It's certainly concerning, especially when you consider how many people are exposed to both truthful and false claims and either spread them or are persuaded by them to make decisions that might affect the planet.."

Truthiness

According to psychology research, people are more likely to feel statements are true if those statements reflect their own beliefs.

However, their perceptions can be changed if they encounter repeated statements. The more they are exposed to those statements, the more valid the statements seem. Psychologists refer to this as "truthiness" -- or, more formally -- the "illusory truth effect."

The team of researchers wondered how people who said they firmly believe in climate science would respond when they encountered climate-skeptical statements.




The researchers worked with 52 participants in the first round of study and 120 in the second. Almost all of the participants -- except for 10% -- believed in and endorsed climate science -- evidence that humans are mainly responsible for climate change.

In both studies, the participants were asked to rate the truth of a series of statements that were climate-skeptical, supportive of climate-science, or weather-related filler statements. Fifteen minutes later, they reviewed another round of claims -- half of which turned out to repeat the earlier statements. The participants then rated these claims on a six-point scale ranging from "definitely true" to "definitely false."

In the second round, the participants also were asked to determine if the claim seemed scientific or climate-skeptic.

Most of the participants (90%) supported climate science. They ranged from "concerned" people, who believe climate change is a problem, but take little action, to "alarmed" people who report the highest level of concern about climate change. Less than 10% assumed that climate change is not an important problem.

Independent of the strength of their convictions, the climate science believers considered all of the claims, including those that opposed their own beliefs in climate science, more valid when they were repeated. This was true even among the so-called "alarmed" participants, who were strongest climate science believers.

"People find claims of climate skeptics more credible when they have been repeated just once," said the study's lead author, Mary Jiang, of The Australian National University. "Surprisingly, this increase in belief as a result of repetition occurs even when people identify as a strong endorser of climate science."

Schwarz noted that the study indicates that there is a benefit to amplifying messages if they are truthful and reinforce action such as healthy behaviors. But repetition can also be harmful if the messages repeat falsehoods.

"In short, this study emphasizes what we have learned over the years, and that is: We should not repeat false information. Instead, we must repeat what is true so that it becomes familiar and more likely to be believed," Schwarz said.
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The heart of the question: Who can get Medicare-covered weight loss medicine? | ScienceDaily
Millions of older Americans with obesity could potentially get Medicare's help with the hefty price of a weight-loss medication in order to reduce their high risk of heart problems.


						
But exactly what level of cardiovascular risk should make someone eligible for such coverage, how many people could become eligible, and what could it cost the nation?

A new study dives into these questions. It finds a wide range of answers that differ by millions of people and billions of dollars, depending on how private insurance plans that contract with Medicare are potentially allowed to proceed.

As many as 3.6 million people are most likely to qualify. This assumes plans only allow people with obesity who have already had a heart attack or stroke, or gotten diagnosed with coronary artery disease or angina, to get coverage for semaglutide injections, the study suggests.

That number doesn't include the 7 million who may already qualify because they have diabetes plus obesity.

The study was led by Alexander Chaitoff, M.D., M.P.H., a VA Ann Arbor Healthcare System and University of Michigan Medical School researcher, and published in the Annals of Internal Medicine.

But what about older people with obesity who don't have diabetes and haven't yet had a major cardiovascular diagnosis, but have elevated odds of a heart attack or stroke in the next 10 years?




If prescription drug coverage plans allow those with the highest cardiovascular risk scores to get full or partial coverage of the cost of semaglutide, another 5.1 million Americans could qualify the study finds. And if plans allow people with intermediate risk to qualify for coverage, another 6.5 million people could be eligible.

Medicare coverage of semaglutide -- but for whom?

Chaitoff and his former colleagues at Harvard University launched the study after the announcement this spring that Medicare would allow coverage of semaglutide for enrollees in drug plans if they had established cardiovascular disease. The drug is sold as Wegovy when used for weight loss, and Ozempic when used for diabetes.

Without a specific definition from Medicare of what constitutes "established cardiovascular disease," Chaitoff said, "it's unclear of exactly who will quality now, who may qualify in the future, and if certain high-risk people will be left out."

Medicare plans may be more likely to go with the short list of diagnoses that people had to have in order to qualify for the clinical trial that led to semaglutide's approval for cardiovascular disease and obesity.

But they could potentially take more of a preventive approach -- like they do with many medications that reduce the risk that someone will have a heart attack or a stroke.




Chaitoff, who provides primary care to veterans at VAAAHS, notes that Medicare Part D and Medicare Advantage plans could opt to set conditions to determine which high-risk patients could qualify for treatment with semaglutide. They could also tell them to share more of the cost.

He notes that veterans with obesity and at least one obesity-related condition can qualify for Wegovy coverage from the Veterans Health Administration if they participate in the MOVE weight management program over months or years.

But for everyone else over age 65, it's up to the plan that they've chosen during Medicare Open Enrollment to provide their prescription drug coverage.

"If those plans focus on coverage for people with the same conditions as in the clinical trial, 1 in 7 Medicare participants with obesity would now have access, which is an important expansion," said Chaitoff. "However, the other 6 of the 7 would not, and most of them also have an elevated cardiovascular risk based on their overall health status."

Risk scoring for future cardiovascular disease

The researchers used data from the National Health and Nutrition Examination Survey, conducted in samples of the United States public every year. This allowed them to calculate cardiovascular risk scores for every Medicare-enrolled person with a body mass index of 27 kg/m2 and above who didn't already have a history of heart attack, stroke, coronary artery disease or angina.

The scoring tool is called the ASCVD, and incorporates many factors to help guide clinicians who are trying to decide what preventive treatments a person might need. Those who score 20% or above are considered high risk for heart disease or stroke, while those who score 7.5% to just under 20% are considered intermediate risk.

Chaitoff notes that people who score above 20% should get immediate treatment to reduce their risk -- which typically includes drugs to reduce blood pressure, cholesterol, and even potentially pre-diabetic elevated blood sugar levels, as well as help with quitting tobacco, increasing physical activity, improving diet and losing weight as necessary.

In fact, he says, this is the same approach used in those who have survived a heart attack or stroke, or gotten a diagnosis of CAD or angina.

But those with scores between 7.5% and 20% also should get help reducing the risk factors that affect their score, which often includes medication.

"In practice, the way we treat both groups of people with elevated risk scores is not dissimilar -- we're making medical management decisions and lifestyle recommendations to prevent a future incident," Chaitoff explained. "Weight loss is listed in clinical guidelines as recommended for both groups, because of the general link between obesity and cardiovascular risk. But the only way Medicare will allow coverage of weight loss medication may have nothing to do with risk, only past diagnosis."

Coverage of medications that have been shown to lead to sustained weight loss -- as multiple medications including semaglutide have been -- would enable more people with obesity and elevated cardiovascular risk to achieve the goals set out in clinical guidelines, he added.

"Ultimately we need to ask ourselves, what level of evidence are we requiring for coverage of certain drugs, compared with the level of evidence that we require for coverage of other treatments," Chaitoff said. "With all that we know about obesity's impact on cardiovascular risk, it may be best to accept that a surrogate outcome of sustained reduction in weight is reasonable enough evidence for coverage. We do that for other conditions, but not obesity, and the questions are, why and is it appropriate."

Potential costs to Medicare

Semaglutide costs for Medicare plans will likely be the target of negotiations between the Centers for Medicare and Medicaid Services and the manufacturer of FDA-approved versions of the drug. But the price that is reached in those negotiations will only take effect the following year.

In the meantime, if only those with a history of heart attack or stroke are allowed to get it under the non-diabetes approval, and only 30% of them start the drug and stay on it for a year, the cost to Medicare could top $10 billion at current prices, the researchers estimate.
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Low gravity in space travel found to weaken and disrupt normal rhythm in heart muscle cells | ScienceDaily
Johns Hopkins Medicine scientists who arranged for 48 human bioengineered heart tissue samples to spend 30 days at the International Space Station report evidence that the low gravity conditions in space weakened the tissues and disrupted their normal rhythmic beats when compared to earth-bound samples from the same source.


						
The scientists said the heart tissues "really don't fare well in space," and over time, the tissues aboard the space station beat about half as strong as tissues from the same source kept on Earth.

The findings, they say, expand scientists' knowledge of low gravity's potential effects on astronauts' survival and health during long space missions, and they may serve as models for studying heart muscle aging and therapeutics on Earth.

A report of the scientists' analysis of the tissues will be published during the week of Sept. 23 in the Proceedings of the National Academy of Sciences.

Previous studies showed that some astronauts return to Earth from outer space with age-related conditions, including reduced heart muscle function and arrythmias (irregular heartbeats), and that some, but not all, effects dissipate over time after their return.

But scientists have sought ways to study such effects at a cellular and molecular level in a bid to find ways to keep astronauts safe during long spaceflights, says Deok-Ho Kim, Ph.D., a professor of biomedical engineering and medicine at the Johns Hopkins University School of Medicine. Kim led the project to send heart tissue to the space station.

To create the cardiac payload, scientist Jonathan Tsui, Ph.D., coaxed human induced pluripotent stem cells (iPSCs) to develop into heart muscle cells (cardiomyocytes). Tsui, who was a Ph.D. student in Kim's lab at the University of Washington, accompanied Kim as a postdoctoral fellow when Kim moved to The Johns Hopkins University in 2019. They continued the space biology research at Johns Hopkins.




Tsui then placed the tissues in a bioengineered, miniaturized tissue chip that strings the tissues between two posts to collect data about how the tissues beat (contract). The cells' 3D housing was designed to mimic the environment of an adult human heart in a chamber half the size of a cell phone.

To get the tissues aboard the SpaceX CRS-20 mission, which launched in March 2020 bound for the space station, Tsui says he had to hand carry the tissue chambers on a plane to Florida, and continue caring for the tissues for a month at the Kennedy Space Center. Tsui is now a scientist at Tenaya Therapeutics, a company focused on heart disease prevention and treatment.

Once the tissues were on the space station, the scientists received real-time data for 10 seconds every 30 minutes about the cells' strength of contraction, known as twitch forces, and on any irregular beating patterns. Astronaut Jessica Meir, Ph.D., M.S., changed the liquid nutrients surrounding the tissues once each week and preserved tissues at specific intervals for later gene readout and imaging analyses.

The research team kept a set of cardiac tissues developed the same way on Earth, housed in the same type of chamber, for comparison with the tissues in space.

When the tissue chambers returned to Earth, Tsui continued to maintain and collect data from the tissues.

"An incredible amount of cutting-edge technology in the areas of stem cell and tissue engineering, biosensors and bioelectronics, and microfabrication went into ensuring the viability of these tissues in space," says Kim, whose team developed the tissue chip for this project and subsequent ones.




Devin Mair, Ph.D., a former Ph.D. student in Kim's lab and now a postdoctoral fellow at Johns Hopkins, then analyzed the tissues' ability to contract.

In addition to losing strength, the heart muscle tissues in space developed irregular beating (arrythmias) -- disruptions that can cause a human heart to fail. Normally, the time between one beat of cardiac tissue and the next is about a second. This measure, in the tissues aboard the space station, grew to be nearly five times longer than those on Earth, although the time between beats returned nearly to normal when the tissues returned to Earth.

The scientists also found, in the tissues that went to space, that sarcomeres -- the protein bundles in muscle cells that help them contract -- became shorter and more disordered, a hallmark of human heart disease.

In addition, energy-producing mitochondria in the space-bound cells grew larger, rounder and lost the characteristic folds that help the cells use and produce energy.

Finally, Mair, Eun Hyun Ahn, Ph.D. -- an assistant research professor of biomedical engineering -- and Zhipeng Dong, a Johns Hopkins Ph.D. student, studied the gene readout in the tissues housed in space and on Earth. The tissues at the space station showed increased gene production involved in inflammation and oxidative damage, also hallmarks of heart disease.

"Many of these markers of oxidative damage and inflammation are consistently demonstrated in post flight checks of astronauts," says Mair.

Kim's lab sent a second batch of 3D engineered heart tissues to the space station in 2023 to screen for drugs that may protect the cells from the effects of low gravity. This study is on-going, and according to the scientists, these same drugs may help people maintain heart function as they get older.

The scientists are continuing to improve their "tissue on a chip" system and are studying effects of radiation on heart tissues at the NASA Space Radiation Laboratory. The space station is in low Earth orbit, where the planet's magnetic field shields occupants from most of the effects of space radiation.

Kim is a co-founder, scientific advisory board member and equity holder of Curi Bio, which develops bioengineered tissue platforms for drug development. Ahn is Kim's spouse and serves as a co-investigator or principal investigator of NIH grants: UG3EB028094, UH3TR003519 and R21CA220111.

Funding for the research was provided by the National Institutes of Health (UG3EB028094, UH3TR003519, UH3TR003271, R01HL164936, R01HL156947, R21CA220111).
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Paving the way for new treatments | ScienceDaily
A University of Missouri researcher has created a computer program that can unravel the mysteries of how proteins work together -- giving scientists valuable insights to better prevent, diagnose and treat cancer and other diseases.


						
Jianlin "Jack" Cheng from Mizzou's College of Engineering and his student, Nabin Giri, have developed a tool called Cryo2Struct that uses artificial intelligence (AI) to build the three-dimensional atomic structure of large protein complexes, work recently published in Nature Communications. The model uses data from pictures of frozen molecules captured by powerful microscopes, or cryo-electron microscopy (cryo-EM) images.

"Cryo-EM right now is a revolutionary, key technology for determining large protein structures and assemblies in cells," said Cheng, a Curators' Distinguished Professor of Electrical Engineering and Computer Science. "But building protein structures from Cryo-EM data is labor intensive and requires a lot of human intervention, making it time-consuming and hard to reproduce. Our technique is fully automated and generates more accurate structures than existing methods."

Predicting proteins

To understand the significance of the work you have to know a bit about proteins and the decades-old struggle to understand them.

Proteins are the building blocks of life. They start as strings of amino acids that fold into three-dimensional shapes. Those shapes determine how a protein will function.

For more than 50 years, that folding process baffled researchers.




Cheng was among the first to apply deep learning, a type of AI, to the problem. In 2012, he demonstrated an AI-based model that proved deep learning could predict protein structures. The work paved the way for groundbreaking advancements, including Google's AlphaFold, now considered the most accurate tool in the world for predicting protein structures.

But predicting a single protein structure is only half of the problem. In the real world, proteins work together as molecular machines that carry out complicated biological functions. Understanding protein interactions is critical because they determine how diseases develop and help scientists figure out how best to treat them.

Cracking the code

Cheng's Cryo2Struct operates a little like a detective cracking a case without any clues.

The system analyzes cryo-EM images and identifies the individual atoms and their positions within a protein complex, even when there's no prior knowledge of the structure. The system can then assemble these atoms into a complete 3D model of protein complexes, providing insights into how proteins function.

"Our technology enables scientists to determine and build a structure from cryo-EM data," Cheng said. "Once you have that structure and understand its functions, you can design drugs to counter any faulty functions of a protein complex to make it function properly."

In a related paper published in Chemistry Communications, Cheng and his student, Alex Morehead, explored a different AI method called diffusion model, modeling how molecular structures evolve from random noise into well-defined shapes. Those methods can help scientists generate and optimize small molecules, including drugs, and determine how and where those drugs bind to proteins.




"For instance, I have a drug, and I want to make it work better for some patients," Cheng said. "Now I can use AI to change it and optimize it."

Mizzou's interdisciplinary resources helped make the breakthrough possible. Cheng is a researcher at NextGen Precision Health, where he has access to Cryo-EM and high-resolution electron microscopy.

"The opportunities at Mizzou to collaborate with other researchers and utilize state-of-the-art equipment are unparalleled," he said. "At NextGen, we're all working to advance highly individualized health care, and technologies like Cryo2Struct will help make that possible."
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Dream discovery: Melatonin's key role in REM sleep revealed | ScienceDaily
A significant breakthrough in the understanding of sleep mechanism opens new promise for treating sleep disorders and associated neuropsychiatric conditions: Scientists have pinpointed the melatonin receptor MT1 as a crucial regulator of REM (Rapid Eye Movement) sleep.


						
REM sleep is crucial for dreaming, memory consolidation, and emotional regulation. In the brain, the melatonin MT1 receptor affects a type ofneuron that synthesizes the neurotransmitter and hormone noradrenaline, found in an area known as the Locus Coeruleus, or "blue spot" in Latin. During REM sleep, these neurons quiet down and stop their activity. Serious conditions such as Parkinson's disease and Lewy body dementia -- which currently lack effective treatments -- are linked to disruptions in REM sleep.

"This discovery not only advances our understanding of sleep mechanisms but also holds significant clinical potential," said Gabriella Gobbi, principal investigator of a new study published in the Journal of Neuroscience. She is a Professor of Psychiatry at McGill University, clinician-scientist at the Research Institute of the McGill University Health Centre, and Canada Research Chair in Therapeutics for Mental Health.

The science of snoozing

Human sleep unfolds in a precise sequence of non-REM and REM stages, each serving distinct physiological functions. REM sleep plays a pivotal role in memory consolidation and emotional regulation. Non-REM sleep supports physical recovery and repair processes. Disruptions in this cycle can impair cognitive function and increase vulnerability to neuropsychiatric diseases.

Until now, the specific receptor triggering REM sleep had eluded scientists. The new study has identified the melatonin MT1 receptor as an important regulator of this sleep stage. Using a novel drug targeting MT1 receptors, researchers successfully enhanced REM sleep duration in experimental animals, while simultaneously reducing neuronal activity.

"Currently, there are no drugs specifically targeting REM sleep. Most hypnotic drugs on the market, while extending total sleep duration, tend to adversely affect REM sleep," said Dr. Stefano Comai, co-senior author of the study and Professor at the University of Padua and Adjunct Professor at McGill University.

Further research into the neurobiology and pharmacology of REM sleep is crucial for developing targeted treatments that could improve the quality of life for patients affected by these debilitating diseases, according to the researchers. As scientists continue to explore the complexities of sleep regulation, the hope for effective interventions in neurological disorders grow increasingly promising.
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Research quantifying 'nociception' could help improve management of surgical pain | ScienceDaily
The degree to which a surgical patient's subconscious processing of pain, or "nociception," is properly managed by their anesthesiologist will directly affect the degree of post-operative drug side effects they'll experience and the need for further pain management they'll require. But pain is a subjective feeling to measure, even when patients are awake, much less when they are unconscious. In a new study, MIT and Massachusetts General Hospital (MGH) researchers describe a set of statistical models that objectively quantified nociception during surgery. Ultimately, they hope to help anesthesiologists optimize drug dose and minimize post-operative pain and side effects.


						
The new models integrate data meticulously logged over 18,582 minutes of 101 abdominal surgeries in men and women at MGH. Led by former MIT graduate student Sandya Subramanian, now an assistant professor at UC Berkeley and UC San Francisco, the researchers collected and analyzed data from five physiological sensors as patients experienced a total of 49,878 distinct "nociceptive stimuli" (such as incisions or cautery). Moreover, the team recorded what drugs were administered, and how much and when, to factor in their effects on nociception or cardiovascular measures. They then used all the data to develop a set of statistical models that performed well in retrospectively indicating the body's response to nociceptive stimuli.

The team's goal is to furnish such accurate, objective, and physiologically principled information in real-time to anesthesiologists who currently have to rely heavily on intuition and past experience in deciding how to administer pain-control drugs during surgery. If anesthesiologists give too much, patients can experience side effects ranging from nausea to delirium. If they give too little, patients may feel excessive pain after they awaken.

"Sandya's work has helped us establish a principled way to understand and measure nociception (unconscious pain) during general anesthesia," said study senior author Emery N. Brown, Edward Hood Taplin Professor of Medical Engineering and Computational Neuroscience in The Picower Institute for Learning and Memory, the Institute for Medical Engineering and Science, and the Department of Brain and Cognitive Sciences at MIT. Brown is also an anesthesiologist at MGH and a Professor at Harvard Medical School. "Our next objective is to make the insights that we have gained from Sandya's studies reliable and practical for anesthesiologists to use during surgery."

Surgery and statistics

The research, published in The Proceedings of the National Academy of Sciences, began as Subramanian's doctoral thesis project in Brown's lab in 2017. The best prior attempts to objectively model nociception have either relied solely on the electrocardiogram (ECG, an indirect indicator of heart-rate variability) or other systems that may incorporate more than one measurement, but were either based on lab experiments using pain stimuli that do not compare in intensity to surgical pain or were validated by statistically aggregating just a few time points across multiple patients' surgeries, Subramanian said.

"There's no other place to study surgical pain except for the operating room," Subramanian said. "We wanted to not only develop the algorithms using data from surgery, but also actually validate it in the context in which we want someone to use it. If we are asking them to track moment-to-moment nociception during an individual surgery, we need to validate it in that same way."

So she and Brown worked to advance the state of the art by collecting multi-sensor data during the whole course of actual surgeries and by accounting for the confounding effects of the drugs administered. In that way, they hoped to develop a model that could make accurate predictions that remained valid for the same patient all the way through their operation.




Part of the improvements the team achieved arose from tracking patterns of heart rate and also skin conductance. Changes in both of these physiological factors can be indications of the body's primal "fight or flight" response to nociception or pain, but some drugs used during surgery directly affect cardiovascular state, while skin conductance (or "EDA," electrodermal activity) remains unaffected. The study measures not only ECG but also backs it up with PPG, an optical measure of heart rate (like the oxygen sensor on a smartwatch), because ECG signals can sometimes be made noisy by all the electrical equipment buzzing away in the operating room. Similarly, Subramanian backstopped EDA measures with measures of skin temperature to ensure that changes in skin conductance from sweat were because of nociception and not simply the patient being too warm. The study also tracked respiration.

Then the authors performed statistical analyses to develop physiologically relevant indices from each of the cardiovascular and skin conductance signals. And once each index was established, further statistical analysis enabled tracking the indices together to produce models that could make accurate, principled predictions of when nociception was occurring and the body's response.

Nailing nociception

In four versions of the model, Subramanian "supervised" them by feeding them information on when actual nociceptive stimuli occurred so that they could then learn the association between the physiological measurements and the incidence of pain-inducing events. In some of these trained versions she left out drug information and in some versions she used different statistical approaches (either "linear regression" or "random forest"). In a fifth version of the model, based on a "state space" approach, she left it unsupervised, meaning it had to learn to infer moments of nociception purely from the physiological indices. She compared all five versions of her model to one of the current industry standards, an ECG-tracking model called ANI.

Each model's output can be visualized as a graph plotting the predicted degree of nociception over time. ANI performs just above chance but is implemented in real time. The unsupervised model performed better than ANI, though not quite as well as the supervised models. The best performing of those was one that incorporated drug information and used a "random forest" approach. Still, the authors note, the fact that the unsupervised model performed significantly better than chance suggests that there is indeed an objectively detectable signature of the body's nociceptive state even when looking across different patients.

"A state space framework using multisensory physiological observations is effective in uncovering this implicit nociceptive state with a consistent definition across multiple subjects," wrote Subramanian, Brown and their co-authors. "This is an important step toward defining a metric to track nociception without including nociceptive 'ground truth' information, most practical for scalability and implementation in clinical settings."

Indeed the next steps for the research are to increase the data sampling and to further refine the models so that they can eventually be put into practice in the operating room. That will require enabling them to predict nociception in real-time, rather than in post-hoc analysis. When that advance is made, that will enable anesthesiologists or intensivists to inform their pain drug dosing judgements. Further into the future, the model could inform closed-loop systems that automatically dose drugs under the anesthesiologist's supervision.




"Our study in an important first step toward developing objective markers to track surgical nociception," the authors concluded. "These markers will enable objective assessment of nociception in other complex clinical settings, such as the ICU, as well as catalyze future development of closed-loop control systems for nociception."

In addition to Subramanian and Brown, the paper's other authors are Bryan Tseng, Marcela del Carmen, Annekathryn Goodman, Douglas Dahl and Riccardo Barbieri.

Funding from The JPB Foundation, The Picower Institute for Learning and Memory, George J. Elbaum (MIT '59, SM '63, PhD '67), Mimi Jensen, Diane B. Greene (MIT, SM '78), Mendel Rosenblum, Bill Swanson, Cathy and Lou Paglia, annual donors to the Anesthesia Initiative Fund, the National Science Foundation and an MIT Office of Graduate Education Collabmore-Rogers Fellowshipsupported the research.
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New approach to defibrillation may improve cardiac arrest outcomes | ScienceDaily
Joshua Lupton, M.D., has no memory of his own cardiac arrest in 2016. He only knows that first responders resuscitated his heart with a shock from a defibrillator, ultimately leading to his complete recovery and putting him among fewer than one in 10 people nationwide who survive cardiac arrest outside of a hospital.


						
He attributes his survival to the rapid defibrillation he received from first responders -- but not everybody is so fortunate.

Now, as lead author on a new observational study published in the journal JAMA Network Open, he and co-authors from Oregon Health & Science University say the study suggests the position in which responders initially place the two defibrillator pads on the body may make a significant difference in returning spontaneous blood circulation after shock from a defibrillator.

"The less time that you're in cardiac arrest, the better," said Lupton, assistant professor of emergency medicine in the OHSU School of Medicine. "The longer your brain has low blood flow, the lower your chances of having a good outcome."

Researchers used data from the Portland Cardiac Arrest Epidemiologic Registry, which comprehensively recorded the placement position of defibrillation pads from July 1, 2019, through June 30, 2023. For purposes of the study, researchers reviewed 255 cases treated by Tualatin Valley Fire & Rescue, where the two pads were placed either at the front and side or front and back.

They found placing the pads in front and back had 2.64-fold greater odds of returning spontaneous blood circulation, compared with placing the pads on the person's front and side.

The current common knowledge among health care professionals is that pad placement -- whether front and side, or front and back -- is equally beneficial in cardiac arrest. The researchers cautioned that their new study is only observational and not a definitive clinical trial. Yet, given the crucial importance of reviving the heartbeat as quickly as possible, the results do suggest a benefit from placing the pads on the front and back rather than the front and side.




"The key is, you want energy that goes from one pad to the other through the heart," said senior author Mohamud Daya, M.D., professor of emergency medicine in the OHSU School of Medicine.

Placing the pads in the front and back may effectively "sandwich" the heart, raising the possibility that the electrical current will be delivered more comprehensively to the organ.

However, that's not readily possible in many cases. For example, the patient may be overweight or positioned in such a way that they can't be easily moved.

"It can be hard to roll people," said Daya, who also serves as medical director for Tualatin Valley Fire & Rescue. "Emergency medical responders can often do it, but the lay public may not be able to move a person. It's also important to deliver the electrical current as quickly as possible."

In that respect, pad placement is only one factor among many in successfully treating cardiac arrest.

Lupton survived his cardiac arrest and went on to complete medical school at the very hospital where he spent several days recovering in the intensive care unit -- Johns Hopkins University in Baltimore. The episode led him to alter the focus of his research so that he could examine ways to optimize early care for cardiac arrest patients.

The results of the new study surprised him.

"I didn't expect to see such a big difference," he said. "The fact that we did may light a fire in the medical community to fund some additional research to learn more."

The research was supported by the Zoll Foundation, grant award 1018439; the Society for Academic Emergency Medicine Foundation, grant award RE2020-0000000167; and the National Institute of Neurological Disorders and Stroke of the National Institutes of Health, award U24NS100657 and National Center for Advancing Translational Sciences, award UL1TR002369. The content is solely the responsibility of the authors and does not necessarily represent the official views of the NIH.
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New research identifies critical gaps in mental health care for adults with schizophrenia spectrum disorders | ScienceDaily
New research finds that adults with schizophrenia spectrum disorders have high rates of comorbid mental and substance use disorders and significant social and economic disadvantages, and only 26% received minimally adequate treatment. Meeting the needs of people with schizophrenia spectrum disorders will require innovative interventions and implementation to improve access to and use of evidence-based approaches, the authors argue. The research was published today in Psychiatric Services in Advance.


						
The researchers, led by Natalie Bareis, Ph.D., with Columbia University Irving Medical Center and New York State Psychiatric Institute, examined national data that were collected from Oct. 2020 to Oct. 2022 on 4,764 adults aged 18 to 65 in the Substance Abuse and Mental Health Services Agency-sponsored U.S. Mental and Substance Use Disorders Prevalence Study (MDPS). Using sampling weights, the authors compared sociodemographic characteristics and comorbid behavioral health conditions of individuals with or without schizophrenia spectrum disorders (schizophrenia, schizoaffective, and schizophreniform disorders).

Among 114 adults with schizophrenia spectrum disorders, the most common comorbid conditions were major depressive episode (52%) and alcohol use (23%), cannabis use (20%), and posttraumatic stress disorders (17%). Both suicidal ideation and suicide attempts in the past year were significantly more likely among individuals with schizophrenia spectrum disorders than among those without them.

While almost everyone with schizophrenia spectrum disorders in this sample had health care coverage, about 70% had any type of mental health treatment in the past year and only about 30% were currently taking an antipsychotic. While many individuals with schizophrenia spectrum disorders may recover, most of the individuals in the survey were unemployed and most had serious functional impairment.

Available, effective treatments and services include antipsychotic medications, individual placement and support, programs to promote employment, assertive community treatment, and coordinated specialty care for first-episode psychosis.

"The MDPS is an update to decades old surveys of psychiatric disorders in the U.S. It had a focus on identifying schizophrenia spectrum disorders by administering the Structured Clinical Interview for the DSM-5 to all participants," Bareis noted. "We had hoped that during this period, with the advent of new treatments and services, the circumstances of individuals with schizophrenia spectrum disorders would have improved. Instead, persistent high rates of poverty, unemployment, and poor functioning suggest that existing treatment and social welfare approaches are not meeting the needs of many people with schizophrenia spectrum disorders. Policies to improve access to and use of existing evidence-based interventions are essential."
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Potential breakthrough for hard to treat cancers | ScienceDaily
KRAS is the most mutated gene in cancer with mutations occurring in 17%-25% of all cancers, affecting millions of patients worldwide. It plays a crucial role in tumour growth, as it is important for driving uncontrolled proliferation of tumour cells. Targeting KRAS function is a primary focus of cancer drug discovery. However, currently approved treatments can only address one of many KRAS gene mutations, called G12C, leaving more than half of patients with cancers driven by KRAS without a targeted treatment option.


						
The molecule ACBI3 developed by multi-disciplinary teams in the laboratory of Professor Alessio Ciulli and Boehringer Ingelheim is based on a class of small molecules called PRoteolysis TArgeting Chimeras (PROTACs). ACBI3 has been shown to be able to rapidly eliminate 13 out of the 17 most common KRAS mutants with high potency and selectivity. KRAS degradation by ACBI3 was also more efficacious than using KRAS small molecule inhibition, and induced effective tumour regression in mouse models, validating KRAS degradation as a novel therapeutic concept.

"It is exciting to collaborate with Boehringer Ingelheim to explore a novel therapeutic avenue for so many cancer patients in need," said Professor Ciulli, Director of the CeTPD, corresponding author of the study.

"By joining forces with external partners that share our vision and drive to innovate new medicines, and scientific leaders such as Prof. Ciulli, one of the world's pioneers in PROTACs and molecular glues, we can explore the full potential of novel therapeutic avenues," said Dr. Peter Ettmayer, co-corresponding author in the study and head of Drug Discovery Vienna at Boehringer Ingelheim.

A new way of fighting tumour cells

PROTACs represent a new class of drug candidates with the potential to tackle cancer targets, which were previously considered "undruggable," by degrading them.

PROTACs are formed by two-pronged small molecules. One 'prong' binds to the target disease-causing protein. The other 'prong' recruits a protein called E3 ligase that is a part of the cell's natural disposal system (the ubiquitin-proteasome). Once in close proximity, the E3 ligase tags the target protein, labelling it as "expired" so that it is then rapidly degraded by the ubiquitin-proteasome.




Discovering ACBI3

To get to this compound, the team, co-led by Johannes Popow, Christiane Kofink and Andreas Gollner at Boehringer Ingelheim in Vienna and William Farnaby at Dundee (co-first authors) set out to directly target as wide a range as possible of the oncogenic KRAS mutations by rationally designing degraders for them, instead of attempting to inhibit them, which is the most commonly used approach used for cancer targets.

Starting from high-quality small-molecule 'prongs' for KRAS at one end, linked to the E3 ligase von Hippel-Lindau (VHL) protein at the other end, they identified a first compound that was very promising at bringing the two proteins so close that they 'sticked' together, a featured often referred to as that of a 'molecular glue'. This offered the team an attractive starting point for further investigation.

The team succeeded in co-crystalizing the three components KRAS, the PROTAC and VHL. Using X-ray crystallography they could visualize the structure of this complex down to atomic detail, helping them to understand how the small molecule was able to recruit the two proteins together. Based on this understanding the team was able to improve the compound and enhance its activity as degrader step by step, in a rational and focused manner.

Joining forces with the global scientific community

Importantly, Boehringer Ingelheim plans to make the KRAS degrader compound ACBI3, freely available for the scientific community through its opnMe(r) portal, without any strings attached, which could catalyse future research on this important target.

opnMe(r) is the open science portal of Boehringer Ingelheim. It harnesses innovation by linking the best experts from across the globe with Boehringer scientists. opnMe(r) fosters independent scientific innovation with free, high-quality molecules for research purposes, research funding for new ideas on select molecules or scientific questions and PostDoc grants.

"Sharing this tool with the research community at large, will enable scientists to study the consequences and potential of degrading a key cancer-driving protein with the ultimate aim of transforming the lives of people living with cancer," Dr. Ettmayer added.
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From chaos to order: Proteins can re-structure themselves to create important substances | ScienceDaily
The protein 'MIPS' changes its internal structure when it becomes active. Its disordered active centre becomes a defined structure with special functions. The protein plays a key role in the production of inositol, which is also known as vitamin B8, and fulfils important tasks in the body. Researchers at Martin Luther University Halle-Wittenberg (MLU) and the National Hellenic Research Centre in Greece have succeeded for the first time in observing the protein as it re-structures. As the team reports in the scientific journal 'Proceedings of the National Academy of Sciences' (PNAS) this process appears to occur in many similar proteins.


						
Proteins control all vital processes in every organism, for example growth and metabolism. A basic principle of protein research is that the structure of each protein determines its function. If the structure is impaired at just one specific point, the protein can no longer fulfil its function. In the human body, this can lead, for example, to serious diseases.

However, there are numerous proteins that do not have a fixed structure, either in whole or in part. Not only are they notoriously difficult to analyse, their structure also changes depending on their environment. "Proteins are often isolated from samples before they are analysed. However, this does not allow us to see how they behave in their natural environment. We have developed a method that allow us to study proteins under almost native conditions," explains Professor Panagiotis Kastritis, a biochemist at MLU.

His team analysed samples of the fungus Thermochaetoides thermophila, which is used as a model organism in research. The work centred on the protein myo-inositol-1-phosphate synthase (MIPS), which is vital for the production of inositol. The substance is also known as vitamin B8 and is required for many important processes. However, since the body produces it, it is not considered a true vitamin. "MIPS is part of a longer metabolic pathway that leads to the production of inositol," explains Toni Trager from MLU. He had already investigated the protein as part of his master's thesis and is now a member of Kastritis's research group. The scientists used cryo-electron microscopy to observe the protein at work. They discovered that it exists in at least three states: a disordered state, an ordered state and a type of third intermediate state. "So far, we have not figured out definitely why this third state is needed. Perhaps it helps with the absorption of water, which facilitates subsequent reactions. Or perhaps something completely different is happening," says Kastritis.

In a further step, the researchers investigated whether proteins related to MIPS exhibit similar behaviour. MIPS is part of a special class of proteins known as isomerases. The team analysed data on the structure of more than 340 other isomerases. And indeed, the researchers found clear indications of similar behaviour.

The findings are not only of interest to basic research. "Greater knowledge of metabolic pathways and the proteins involved may open up new therapeutic approaches. Our work provides an important first step," concludes Kastritis.

The work was funded by the European Union, the Federal Ministry of Education and Research, the German Research Foundation as part of the Research Training Group GRK 2467 and the European Regional Development Fund.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240923110821.htm



	Previous
	Articles
	Sections
	Next





    
      
        
          	
            Health News
          
          	
            Sections
          
          	
            Environment News
          
        

      

      Technology News

      Top stories featured on ScienceDaily's Space & Time, Matter & Energy, and Computers & Math sections.


      
        How special is the Milky Way Galaxy?
        The SAGA Survey just published three new research articles that provide us with new insights into the uniqueness of our own Milky Way Galaxy after completing the census of 101 satellite systems similar to the Milky Way's.

      

      
        Researchers innovate sustainable metal-recycling method
        A research team has developed a method to recycle valuable metals from electronic waste more efficiently while significantly reducing the environmental impact typically associated with metal recycling.

      

      
        Mars' missing atmosphere could be hiding in plain sight
        New research suggests Mars' missing atmosphere -- which dramatically diminished 3.5 billion years ago -- could be locked in the planet's clay-covered crust. Water on Mars could have set off a chain reaction that drew CO2 out of the atmosphere and converted it into methane within clay minerals.

      

      
        Manganese cathodes could boost lithium-ion batteries
        Manganese is earth-abundant and cheap. A new process could help make it a contender to replace nickel and cobalt in batteries.

      

      
        Replacing hype about artificial intelligence with accurate measurements of success
        A new article notes that journal articles reporting how well machine learning models solve certain kinds of equations are often overly optimistic. The researchers suggest two rules for reporting results and systemic changes to encourage clarity and accuracy in reporting.

      

      
        Researchers harness AI to repurpose existing drugs for treatment of rare diseases
        New AI model identifies possible therapies from existing medicines for thousands of diseases, including rare ones with no current treatments. The AI tool generates new insights on its own, applies them to conditions it was not trained for, and offers explanations for its predictions. AI can expedite the development of more precise treatments with fewer side effects at far lower cost than traditional drug discovery.

      

      
        Mapping distant planets: 'Ridges', 'deserts' and 'savannahs'
        Researchers examined Neptunian exoplanets -- these planets share similar characteristics to our own Neptune, but orbit outside of our solar system. Scientists discovered a new area called the 'Neptunian Ridge' -- in between the 'Neptunian desert' and the 'Neptunian Savannah'. A new 'map' of distant planets shows a ridge of planets in deep space, separating a desert of planets from a more populated savannah.

      

      
        To make fluid flow in one direction down a pipe, it helps to be a shark
        Researchers have discovered a new way to help liquid flow in only one direction, but without using the flaps that engines and our circulatory system rely upon to prevent fluid backup. The team created a flexible pipe with an interior helical structure inspired by the anatomy of shark intestines -- creating a prototype inspired by biology but with applications in engineering and medicine.

      

      
        Webb discovers 'weird' galaxy with gas outshining its stars
        The discovery of a 'weird' and unprecedented galaxy in the early Universe could 'help us understand how the cosmic story began', astronomers say. GS-NDG-9422 (9422) was found approximately one billion years after the Big Bang and stood out because it has an odd, never-before-seen light signature -- indicating that its gas is outshining its stars. The 'totally new phenomena' is significant, researchers say, because it could be the missing-link phase of galactic evolution between the Universe's fir...

      

      
        Scientists discover a single-electron bond in a carbon-based compound
        The discovery of a stable single-electron covalent bond between two carbon atoms validates a century-old theory.

      

      
        Protein behavior can be predicted with simple math
        Researchers have discovered that mutations affect protein stability following remarkably simple rules. The discovery has profound implications for accelerating the development of new treatments for diseases or the design of new proteins with industrial applications.

      

      
        How do rare genetic variants affect health? AI provides more accurate predictions
        Researchers have introduced an algorithm based on deep learning that can predict the effects of rare genetic variants. The method allows persons with high risk of disease to be distinguished more precisely and facilitates the identification of genes that are involved in the development of diseases.

      

      
        New milestone in plant magnetic resonance imaging
        Magnetic resonance imaging (MRI) is a versatile technique in the biomedical field, but its application to the study of plant metabolism in vivo remains challenging. A research team reports the establishment of chemical exchange saturation transfer (CEST) for plant MRI. This method enables noninvasive access to the metabolism of sugars and amino acids in complex sink organs (seeds, fruits, taproots, and tubers) of major crops (maize, barley, pea, potato, sugar beet, and sugarcane).

      

      
        Researchers acquire and analyze data through AI network that predicts maize yield
        Artificial intelligence (AI) is the buzz phrase of 2024. Though far from that cultural spotlight, scientists from agricultural, biological and technological backgrounds are also turning to AI as they collaborate to find ways for these algorithms and models to analyze datasets to better understand and predict a world impacted by climate change. Scientists have now demonstrated the capability of a recurrent neural network -- a model that teaches computers to process data using long short-term memor...

      

      
        Rates of e-bike injuries rise fourfold and powered scooter injuries nearly double
        The rate of e-bike and powered scooter injuries surged between 2019 and 2022 -- by 293 percent and 88 percent, respectively. The research adds to the existing information and gap in knowledge on the sociodemographic and risk factor variables that might be contributing to micro-mobility vehicle-related injuries.

      

      
        Language agents help large language models 'think' better and cheaper
        Researchers have devised an agent to help large language models 'think.'

      

      
        Specially designed video games may benefit mental health of children and teenagers
        Scientists conclude that some video games created as mental health interventions can be helpful -- if modest -- tools in improving the mental well-being of children and teens with anxiety, depression and attention-deficit/hyperactivity disorder (ADHD).

      

      
        Innovative electrolytes could transform steelmaking and beyond
        Scientists are pioneering a new approach to designing electrolytes for more energy-efficient and less carbon-intensive electrochemical processes. They hope to improve electrolyte performance in applications such as iron production for steel.

      

      
        Lasers provide boon for manufacturing of ceremonial Thai umbrellas
        The tiered umbrella is one of Thailand's oldest and most sacred ornamental symbols. Constructing one of these ornate pieces, also called chatras, can take master artisans up to six months. However, researchers demonstrate a technique for constructing seven-tiered umbrellas using high-powered lasers, which dramatically reduces the production time. Employing carbon dioxide lasers, they were able to fashion umbrellas from stainless steel in a matter of days while preserving their intricate beauty.

      

      
        Extinct volcanoes a 'rich' source of rare earth elements
        A mysterious type of iron-rich magma entombed within extinct volcanoes is likely abundant with rare earth elements and could offer a new way to source these in-demand metals, according to new research. Rare earth elements are found in smartphones, flat screen TVs, magnets, and even trains and missiles. They are also vital to the development of electric vehicles and renewable energy technologies such as wind turbines.

      

      
        New catalyst developed for sustainable propylene production from biomass
        Researchers have found a way to use a component of glycerol to produce bio-based propylene.

      

      
        AI chatbots rival doctors in accuracy for back pain advice, study finds
        A new study reveals that artificial intelligence chatbots, such as ChatGPT, may be almost as effective as consulting a doctor for advice on low back pain.

      

      
        Astronomers catch a glimpse of a uniquely inflated and asymmetric exoplanet
        Astronomers have observed the atmosphere of a hot and uniquely inflated exoplanet using NASA's James Webb Space Telescope.

      

      
        Graphene spike mat and fridge magnet technology to fight against antibiotic resistance
        With strong bactericidal properties, graphene has the potential to become a game changer in the fight against antibiotic-resistant bacteria. So far there have been no efficient ways to control these properties -- and thus no way to make use of graphene's potential in healthcare. Now researchers have solved the problem by using the same technology found in an ordinary fridge magnet. The result of which, is an ultra-thin acupuncture-like surface that can act as a coating on catheters and implants -...

      

      
        Low-temperature conversion of ammonia to hydrogen via electric field-aided surface protonics
        Ammonia (NH3) can be decomposed to produce hydrogen gas without releasing CO2. The ease of transport and high hydrogen density make it valuable for the green energy industry. A drawback of using NH3 is that it requires very high temperatures for decomposition reactions. Researchers have now presented a surface protonics-assisted method for the on-demand production of green hydrogen from ammonia using an electric field and Ru/CeO2 catalyst.

      

      
        Improved cement to protect the living treasures of our coastlines
        Artificial coastlines, including human-made dikes and other engineered constructions, can help prevent erosion and protect from storms and flooding. However, ecological functions remain unprotected from many of these structures. So researchers in China have investigated the use of specialized types of cement. The team started with a limestone and clay cement that hardens underwater and then added polyacrylamide and chitosan. The two treatments were mixed into the cement to form the hardened subst...

      

      
        New battery cathode material could revolutionize EV market and energy storage
        A research team has developed a low-cost iron chloride cathode for all-solid-state lithium-ion batteries, which could significantly reduce costs and improve performance for electric vehicles and large-scale energy storage systems.

      

      
        Low gravity in space travel found to weaken and disrupt normal rhythm in heart muscle cells
        Scientists who arranged for 48 human bioengineered heart tissue samples to spend 30 days at the International Space Station report evidence that the low gravity conditions in space weakened the tissues and disrupted their normal rhythmic beats when compared to earth-bound samples from the same source.

      

      
        Paving the way for new treatments
        Researchers have created a computer program that can unravel the mysteries of how proteins work together -- giving scientists valuable insights to better prevent, diagnose and treat cancer and other diseases. The tool uses artificial intelligence (AI) to build the three-dimensional atomic structure of large protein complexes.

      

      
        Research quantifying 'nociception' could help improve management of surgical pain
        New statistical models based on rigorous physiological data from more than 100 surgeries provide objective, accurate measures of 'nociception,' the body's subconscious perception of pain.

      

      
        Early-universe quasar neighborhoods are indeed cluttered
        Observations confirm astronomers' expectation that early-Universe quasars formed in regions of space densely populated with companion galaxies. DECam's exceptionally wide field of view and special filters played a crucial role in reaching this conclusion, and the observations reveal why previous studies seeking to characterize the density of early-Universe quasar neighborhoods have yielded conflicting results.

      

      
        Compact 'gene scissor' enables effective genome editing
        CRISPR-Cas is used broadly in research and medicine to edit, insert, delete or regulate genes in organisms. TnpB is an ancestor of this well-known 'gene scissor' but is much smaller and thus easier to transport into cells. Using protein engineering and AI algorithms, researchers have now enhanced TnpB capabilities to make DNA editing more efficient and versatile, paving the way for treating a genetic defect for high cholesterol in the future.

      

      
        Better than blood tests? Nanoparticle potential found for assessing kidneys
        Researchers found that X-rays of the kidneys using gold nanoparticles as a contrast agent might be more accurate in detecting kidney disease than standard laboratory blood tests.

      

      
        Researchers discover how enzymes 'tie the knot'
        Lasso peptides are natural products made by bacteria. Their unusual lasso shape endows them with remarkable stability, protecting them from extreme conditions. In a new study, researchers have constructed and tested models for how these peptides are made and demonstrated how this information might be used to advance lasso peptide-based drugs into the clinic.

      

      
        New data science tool greatly speeds up molecular analysis of our environment
        A research team has developed a computational workflow for analyzing large data sets in the field of metabolomics, the study of small molecules found within cells, biofluids, tissues, and entire ecosystems.

      

      
        BESSY II: Heterostructures for spintronics
        Spintronic devices work with spin textures caused by quantum-physical interactions. Scientists have now studied graphene-cobalt-iridium heterostructures at BESSY II. The results show how two desired quantum-physical effects reinforce each other in these heterostructures. This could lead to new spintronic devices based on these materials.

      

      
        Demand-side actions could help construction sector deliver on net-zero targets
        Researchers used a detailed mathematical model to demonstrate that the construction sector in the UK and Europe could almost eliminate its carbon emissions by 2060. This could be achieved through using state-of-the-art energy efficiency technologies to renovate existing properties and construct new ones.

      

      
        What role does a tailwind play in cycling's 'Everesting'?
        Within the cycling realm, 'to Everest' involves riding up and down the same mountain until your ascents total the elevation of Mt. Everest. A new record was set a few years ago, but a debate ensued about the strong tailwind the cyclist had on climbs. To what extent do the tailwind help a cyclist as they climb? Should limits be set on the allowed windspeed?

      

      
        New testing system using Janus particles rapidly and accurately detects COVID-19
        A research group has developed a new COVID-19 testing system using Janus particles -- microparticles with two sides possessing distinctive molecular properties. These particles are engineered to bind specifically to target antigens, such as viral proteins, creating a low-cost, accurate, and rapid means of testing for viral diseases. The system's versatility means it can potentially be used to test for other diseases and biomarkers linked to other conditions.

      

      
        PTSD symptoms can be reduced through treatment including a video game
        A single treatment session, which includes the video game Tetris, can reduce symptoms of post-traumatic stress disorder (PTSD). This has been shown in a new study carried out with healthcare professionals working during the COVID-19 pandemic.

      

      
        How can we make the best possible use of large language models for a smarter and more inclusive society?
        Large language models (LLMs) have developed rapidly in recent years and are becoming an integral part of our everyday lives through applications like ChatGPT. An article explains the opportunities and risks that arise from the use of LLMs for our ability to collectively deliberate, make decisions, and solve problems.

      

      
        Networks of Beliefs theory integrates internal and external dynamics
        The beliefs we hold develop from a complex dance between our internal and external lives. A recent study uses well-known formalisms in statistical physics to model multiple aspects of belief-network dynamics. This multidimensional approach to modeling belief dynamics could offer new tools for tackling various real-world problems such as polarization or the spread of disinformation.

      

      
        Volcanoes may help reveal interior heat on Jupiter moon
        By staring into the hellish landscape of Jupiter's moon Io -- the most volcanically active location in the solar system -- astronomers have been able to study a fundamental process in planetary formation and evolution: tidal heating.

      

      
        Engineers 3D print sturdy glass bricks for building structures
        Engineers developed a new kind of reconfigurable masonry made from 3D-printed, recycled glass. The bricks could be reused many times over in building facades and internal walls.

      

      
        AI model can reveal the structures of crystalline materials
        Chemists have developed a generative AI model that can make it much easier to determine the structures of powdered crystal materials. The prediction model could help researchers characterize materials for use in batteries, magnets, and many other applications.

      

      
        Innovating alloy production: A single step from ores to sustainable metals
        Scientists design a process that merges metal extraction, alloying and processing into one single, eco-friendly step.
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How special is the Milky Way Galaxy? | ScienceDaily
Is our home galaxy, the Milky Way Galaxy, a special place? A team of scientists started a journey to answer this question more than a decade ago. Commenced in 2013, the Satellites Around Galactic Analogs (SAGA) Survey studies galaxy systems like the Milky Way. Now, the SAGA Survey just published three new research articles that provide us with new insights into the uniqueness of our own Milky Way Galaxy after completing the census of 101 satellite systems similar to the Milky Way's.


						
These "satellites" are smaller galaxies in both mass and size that orbit a larger galaxy, usually called the host galaxy. Is our home galaxy, the Milky Way Galaxy, a special place? A team of scientists started a journey to answer this question more than a decade ago. Commenced in 2013, the Satellites Around Galactic Analogs (SAGA) Survey studies galaxy systems like the Milky Way. Now, the SAGA Survey just published three new research articles that provide us with new insights into the uniqueness of our own Milky Way Galaxy after completing the census of 101 satellite systems similar to the Milky Way's.

Just as with smaller satellites that orbit the Earth, these satellite galaxies are captured by the gravitational pull of the massive host galaxy and its surrounding dark matter. The Milky Way Galaxy is the host galaxy of several satellite galaxies, of which the two largest are the Large and Small Magellanic Clouds (LMC and SMC). While LMC and SMC are visible to the naked eye from the Southern Hemisphere, there are many other fainter satellite galaxies orbiting around the Milky Way Galaxy that can only be observed with a large telescope.

The goal of the SAGA Survey is to characterize satellite systems around other host galaxies that have similar stellar masses as the Milky Way Galaxy. Yao-Yuan Mao, a University of Utah faculty member in the Department of Physics and Astronomy, is co-leading the SAGA Survey with Marla Geha at Yale University and Risa Wechsler at Stanford University. Mao is the lead author of the first article in the series of three that have all been accepted by the Astrophysical Journal. This series of articles reports on the SAGA Survey's latest findings and makes the survey data available to other researchers worldwide.

An outlier galaxy?

In the first study led by Mao, the researchers highlighted 378 satellite galaxies identified across 101 Milky Way-mass systems. The number of confirmed satellites per system ranged from zero to 13 -- compared to four satellites for the Milky Way. While the number of satellite galaxies in the Milky Way system is on par with the other Milky Way-mass systems, "The Milky Way appears to host fewer satellites if you consider the existence of the LMC," Mao said. The SAGA Survey has found that systems with a massive satellite like the LMC tend to have a higher total number ofsatellites, and our Milky Way seems to be an outlier in this regard.

An explanation for this apparent difference between the Milky Way and the SAGA systems is the fact that the Milky Way has only acquired the LMC and SMC quite recently, compared with the age of the universe. The SAGA article explains that if the Milky Way Galaxy is an older, slightly less massive host with the recently added LMC and SMC, one would then expect a lower number of satellites in the Milky Way system not counting other smaller satellites that LMC/SMC might have brought in.




This result demonstrates the importance of understanding the interaction between the host galaxy and the satellite galaxies, especially when interpreting what we learn from observing the Milky Way. Ekta Patel, a NASA Hubble Postdoctoral Fellow at the U but not part of the SAGA team, studies the orbital histories of Milky Way satellites. After learning about the SAGA results, Patel said, "Though we cannot yet study the orbital histories of satellites around SAGA hosts, the latest SAGA data release includes a factor of ten more Milky Way-like systems that host an LMC-like companion than previously known. This huge advancement provides more than 30 galaxy ecosystems to compare with our own, and will be especially useful in understanding the impact of a massive satellite analogous to the LMC on the systems they reside in."

Why do galaxies stop forming stars?

The second SAGA study of the series is led by Geha, and it explores whether these satellite galaxies are still forming stars. Understanding the mechanisms that would stop the star formation in these small galaxies is an important question in the field of galaxy evolution. The researchers found, for example, that satellite galaxies located closer to their host galaxy were more likely to have their star formation "quenched," or suppressed. This suggests that environmental factors help shape the life cycle of small satellite galaxies.

The third new study is led by Yunchong (Richie) Wang, who obtained his doctorate with Wechsler. This study uses the SAGA Survey results to improve existing theoretical models of galaxy formation. Based on the number of quenched satellites in these Milky Way-mass systems, this model predicts quenched galaxies should also exist in more isolated environments -- a prediction that should be possible to test in the coming years with other astronomical surveys such as the Dark Energy Spectroscopic Instrument Survey.

Gift to the astronomy community

In addition to these exciting results that will enhance our understanding of galaxy evolution, the SAGA Survey team also brings a gift to the astronomy community. As part of this series of studies, the SAGA Survey team published new distance measurements, or redshifts, for about 46,000 galaxies. "Finding these satellite galaxies is like finding needles in a haystack. We had to measure the redshifts for hundreds of galaxies to just identify one satellite galaxy," Mao said. "These new galaxy redshifts will enable the astronomy community to study a wide range of topics beyond the satellite galaxies."

The SAGA Survey was supported in part by the National Science Foundation and the Heising-Simons Foundation. 
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Researchers innovate sustainable metal-recycling method | ScienceDaily
A research team led by Rice University's James Tour has developed a method to recycle valuable metals from electronic waste more efficiently while significantly reducing the environmental impact typically associated with metal recycling.


						
Metal recycling can reduce the need for mining, which decreases the environmental damage associated with extracting raw materials such as deforestation, water pollution and greenhouse gas emissions. "Our process offers significant reductions in operational costs and greenhouse gas emissions, making it a pivotal advancement in sustainable recycling," said Tour, the T.T. and W.F. Chao Professor of Chemistry and professor of materials science and nanoengineering.

The research team's work was published in  Nature Chemical Engineering  on Sept. 25.

Innovative technique

The new technique enhances the recovery of critical metals and builds upon Tour's earlier work in waste disposal using flash Joule heating (FJH). This process involves passing an electric current through a material to rapidly heat it to extremely high temperatures, transforming it into different substances.

The researchers applied FJH chlorination and carbochlorination processes to extract valuable metals, including gallium, indium and tantalum, from e-waste. Traditional recycling methods such as hydrometallurgy and pyrometallurgy are energy-intensive, produce harmful waste streams and involve large amounts of acid.

In contrast, the new method eliminates these challenges by enabling precise temperature control and rapid metal separation without using water, acids or other solvents, significantly reducing environmental harm.




"We are trying to adapt this method for recovery of other critical metals from waste streams," said Bing Deng, former Rice postdoctoral student, current assistant professor at Tsinghua University and co-first author of the study.

Efficient results

The scientists found that their method effectively separates tantalum from capacitors, gallium from discarded light-emitting diodes and indium from used solar conductive films. By precisely controlling the reaction conditions, the team achieved a metal purity of over 95% and a yield of over 85%.

Moreover, the method holds promise for the extraction of lithium and rare Earth elements, said Shichen Xu, a postdoctoral researcher at Rice and co-first author of the study.

"This breakthrough addresses the pressing issue of critical metal shortages and negative environmental impacts while economically incentivizing recycling industries on a global scale with a more efficient recovery process," Xu said.

Other study authors include Jaeho Shin, Yi Cheng, Carter Kittrell, Justin Sharp, Long Qian, Shihui Chen and Lucas Eddy of Rice's Department of Chemistry and Khalil JeBailey of Rice's Department of Materials Science and NanoEngineering.

The Defense Advanced Research Projects Agency, U.S. Army Corps of Engineers, Rice Academy Fellowship and startup funds from Tsinghua supported this study.
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Mars' missing atmosphere could be hiding in plain sight | ScienceDaily
Mars wasn't always the cold desert we see today. There's increasing evidence that water once flowed on the Red Planet's surface, billions of years ago. And if there was water, there must also have been a thick atmosphere to keep that water from freezing. But sometime around 3.5 billion years ago, the water dried up, and the air, once heavy with carbon dioxide, dramatically thinned, leaving only the wisp of an atmosphere that clings to the planet today.


						
Where exactly did Mars' atmosphere go? This question has been a central mystery of Mars' 4.6-billion-year history.

For two MIT geologists, the answer may lie in the planet's clay. In a paper appearing in Science Advances, they propose that much of Mars' missing atmosphere could be locked up in the planet's clay-covered crust.

The team makes the case that, while water was present on Mars, the liquid could have trickled through certain rock types and set off a slow chain of reactions that progressively drew carbon dioxide out of the atmosphere and converted it into methane -- a form of carbon that could be stored for eons in the planet's clay surface.

Similar processes occur in some regions on Earth. The researchers used their knowledge of interactions between rocks and gases on Earth and applied that to how similar processes could play out on Mars. They found that, given how much clay is estimated to cover Mars' surface, the planet's clay could hold up to 1.7 bar of carbon dioxide, which would be equivalent to around 80 percent of the planet's initial, early atmosphere.

It's possible that this sequestered Martian carbon could one day be recovered and converted into propellant to fuel future missions between Mars and Earth, the researchers propose.

"Based on our findings on Earth, we show that similar processes likely operated on Mars, and that copious amounts of atmospheric CO2 could have transformed to methane and been sequestered in clays," says study author Oliver Jagoutz, professor of geology in MIT's Department of Earth, Atmospheric and Planetary Sciences (EAPS). "This methane could still be present and maybe even used as an energy source on Mars in the future."

The study's lead author is recent EAPS graduate Joshua Murray PhD '24.




In the folds

Jagoutz' group at MIT seeks to identify the geologic processes and interactions that drive the evolution of Earth's lithosphere -- the hard and brittle outer layer that includes the crust and upper mantle, where tectonic plates lie.

In 2023, he and Murray focused on a type of surface clay mineral called smectite, which is known to be a highly effective trap for carbon. Within a single grain of smectite are a multitude of folds, within which carbon can sit undisturbed for billions of years. They showed that smectite on Earth was likely a product of tectonic activity, and that, once exposed at the surface, the clay minerals acted to draw down and store enough carbon dioxide from the atmosphere to cool the planet over millions of years.

Soon after the team reported their results, Jagoutz happened to look at a map of the surface of Mars and realized that much of that planet's surface was covered in the same smectite clays. Could the clays have had a similar carbon-trapping effect on Mars, and if so, how much carbon could the clays hold?

"We know this process happens, and it is well-documented on Earth. And these rocks and clays exist on Mars," Jagoutz says. "So, we wanted to try and connect the dots."

"Every nook and cranny"

Unlike on Earth, where smectite is a consequence of continental plates shifting and uplifting to bring rocks from the mantle to the surface, there is no such tectonic activity on Mars. The team looked for ways in which the clays could have formed on Mars, based on what scientists know of the planet's history and composition.




For instance, some remote measurements of Mars' surface suggest that at least part of the planet's crust contains ultramafic igneous rocks, similar to those that produce smectites through weathering on Earth. Other observations reveal geologic patterns similar to terrestrial rivers and tributaries, where water could have flowed and reacted with the underlying rock.

Jagoutz and Murray wondered whether water could have reacted with Mars' deep ultramafic rocks in a way that would produce the clays that cover the surface today. They developed a simple model of rock chemistry, based on what is known of how igneous rocks interact with their environment on Earth.

They applied this model to Mars, where scientists believe the crust is mostly made up of igneous rock that is rich in the mineral olivine. The team used the model to estimate the changes that olivine-rich rock might undergo, assuming that water existed on the surface for at least a billion years, and the atmosphere was thick with carbon dioxide.

"At this time in Mars' history, we think CO2 is everywhere, in every nook and cranny, and water percolating through the rocks is full of CO2 too," Murray says.

Over about a billion years, water trickling through the crust would have slowly reacted with olivine -- a mineral that is rich in a reduced form of iron. Oxygen molecules in water would have bound to the iron, releasing hydrogen as a result and forming the red oxidized iron which gives the planet its iconic color. This free hydrogen would then have combined with carbon dioxide in the water, to form methane. As this reaction progressed over time, olivine would have slowly transformed into another type of iron-rich rock known as serpentine, which then continued to react with water to form smectite.

"These smectite clays have so much capacity to store carbon," Murray says. "So then we used existing knowledge of how these minerals are stored in clays on Earth, and extrapolate to say, if the Martian surface has this much clay in it, how much methane can you store in those clays?"

He and Jagoutz found that if Mars is covered in a layer of smectite that is 1,100 meters deep, this amount of clay could store a huge amount of methane, equivalent to most of the carbon dioxide in the atmosphere that is thought to have disappeared since the planet dried up.

"We find that estimates of global clay volumes on Mars are consistent with a significant fraction of Mars' initial CO2being sequestered as organic compounds within the clay-rich crust," Murray says. "In some ways, Mars' missing atmosphere could be hiding in plain sight."

This work was supported, in part, by the National Science Foundation.
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Manganese cathodes could boost lithium-ion batteries | ScienceDaily
Rechargeable lithium-ion batteries are growing in adoption, used in devices like smartphones and laptops, electric vehicles, and energy storage systems. But supplies of nickel and cobalt commonly used in the cathodes of these batteries are limited. New research led by the Department of Energy's Lawrence Berkeley National Laboratory (Berkeley Lab) opens up a potential low-cost, safe alternative in manganese, the fifth most abundant metal in the Earth's crust.


						
Researchers showed that manganese can be effectively used in emerging cathode materials called disordered rock salts, or DRX. Previous research suggested that to perform well, DRX materials had to be ground down to nanosized particles in an energy-intensive process. But the new study found that manganese-based cathodes can actually excel with particles that are about 1000 times larger than expected. The work was published Sept. 19 in the journal Nature Nanotechnology.

"There are many ways to generate power with renewable energy, but the importance lies in how you store it," said Han-Ming Hau, who researches battery technology as part of Berkeley Lab's Ceder Group and is a PhD student at UC Berkeley. "By applying our new approach, we can use a material that is both earth-abundant and low-cost, and that takes less energy and time to produce than some commercialized Li-ion battery cathode materials. And it can store as much energy and work just as well."

The researchers used a novel two-day process that first removes lithium ions from the cathode material and then heats it at low temperatures (about 200 degrees Celsius). This contrasts with the existing process for manganese-based DRX materials, which takes more than three weeks of treatment.

Researchers used state-of-the-art electron microscopes to capture atomic-scale pictures of the manganese-based material in action. They found that after applying their process, the material formed a nanoscale semi-ordered structure that actually enhanced the battery performance, allowing it to densely store and deliver energy.

The team also used different techniques with X-rays to study how battery cycling causes chemical changes to manganese and oxygen at the macroscopic level. By studying how the manganese material behaves at different scales, the team opens up different methods for making manganese-based cathodes and insights into nano-engineering future battery materials.

"We now have a better understanding of the unique nanostructure of the material," Hau said, "and a synthesis process to cause this 'phase change' in the material that improves its electrochemical performance. It's an important step that pushes this material closer to battery applications in the real world."

This research used resources at three DOE Office of Science user facilities: the Advanced Light Source and Molecular Foundry (National Center for Electron Microscopy) at Berkeley Lab, and the National Synchrotron Light Source II at Brookhaven National Laboratory. The work was supported by DOE's Office of Energy Efficiency and Renewable Energy and Office of Science.
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Replacing hype about artificial intelligence with accurate measurements of success | ScienceDaily
The hype surrounding machine learning, a form of artificial intelligence, can make it seem like it is only a matter of time before such techniques are used to solve all scientific problems. While impressive claims are often made, those claims do not always hold up under scrutiny. Machine learning may be useful for solving some problems but falls short for others.


						
In a new paper in Nature Machine Intelligence, researchers at the U.S. Department of Energy's Princeton Plasma Physics Laboratory (PPPL) and Princeton University performed a systematic review of research comparing machine learning to traditional methods for solving fluid-related partial differential equations (PDEs). Such equations are important in many scientific fields, including the plasma research that supports the development of fusion power for the electricity grid.

The researchers found that comparisons between machine learning methods for solving fluid-related PDEs and traditional methods are often biased in favor of machine learning methods. They also found that negative results were consistently underreported. They suggest rules for performing fair comparisons but argue that cultural changes are also needed to fix what appear to be systemic problems.

"Our research suggests that, though machine learning has great potential, the present literature paints an overly optimistic picture of how machine learning works to solve these particular types of equations," said Ammar Hakim, PPPL's deputy head of computational science and the principal investigator on the research.

Comparing results to weak baselines

PDEs are ubiquitous in physics and are particularly useful for explaining natural phenomena, such as heat, fluid flow and waves. For example, these kinds of equations can be used to figure out the temperatures along the length of a spoon placed in hot soup. Knowing the initial temperature of the soup and the spoon, as well as the type of metal in the spoon, a PDE could be used to determine the temperature at any point along the utensil at a given time after it was placed in the soup. Such equations are used in plasma physics, as many of the equations that govern plasmas are mathematically similar to those of fluids.

Scientists and engineers have developed various mathematical approaches to solving PDEs. One approach is known as numerical methods because it solves problems numerically, rather than analytically or symbolically, to find approximate solutions to problems that are difficult or impossible to solve exactly. Recently, researchers have explored whether machine learning can be used to solve these PDEs. The goal is to solve problems faster than they could with other methods.




The systematic review found that in most journal articles, machine learning hasn't been as successful as advertised. "Our research indicates that there might be some cases where machine learning can be slightly faster for solving fluid-related PDEs, but in most cases, numerical methods are faster," said Nick McGreivy. McGreivy is the lead author of the paper and recently completed his doctorate at the Princeton Program in Plasma Physics.

Numerical methods have a fundamental trade-off between accuracy and runtime. "If you spend more time to solve the problem, you'll get a more accurate answer," McGreivy said. "Many papers didn't take that into account in their comparisons."

Furthermore, there can be a dramatic difference in speed between numerical methods. In order to be useful, machine learning methods need to outperform the best numerical methods, McGreivy said. Yet his research found that comparisons were often being made to numerical methods that were much slower than the fastest methods.

Two rules for making fair comparisons

Consequently, the paper proposes two rules to try to overcome these problems. The first rule is to only compare machine learning methods against numerical methods of either equal accuracy or equal runtime. The second is to compare machine learning methods to an efficient numerical method.

Of 82 journal articles studied, 76 claimed the machine learning method outperformed when compared to a numerical method. The researchers found that 79% of those articles touting a machine learning method as superior actually had a weak baseline, breaking at least one of those rules. Four of the journal articles claimed to underperform when compared to a numerical method, and two articles claimed to have similar or varied performance.




"Very few articles reported worse performance with machine learning, not because machine learning almost always does better, but because researchers almost never publish articles where machine learning does worse," McGreivy said.

McGreivy thinks low-bar comparisons are often driven by perverse incentives in academic publishing. "In order to get a paper accepted, it helps to have some impressive results. This incentivizes you to make your machine learning model work as well as possible, which is good. However, you can also get impressive results if the baseline method you're comparing to doesn't work very well. As a result, you aren't incentivized to improve your baseline, which is bad," he said. The net result is that researchers end up working hard on their models but not on finding the best possible numerical method as a baseline for comparison.

The researchers also found evidence of reporting biases, including publication bias and outcome reporting bias. Publication bias occurs when a researcher chooses not to publish their results after realizing that their machine learning model doesn't perform better than a numerical method, while outcome reporting bias can involve discarding negative results from the analyses or using nonstandard measures of success that make machine learning models appear more successful. Collectively, reporting biases tend to suppress negative results and create an overall impression that machine learning is better at solving fluid-related PDEs than it is.

"There's a lot of hype in the field. Hopefully, our work lays guidelines for principled approaches to use machine learning to improve the state of art," Hakim said.

To overcome these systemic, cultural issues, Hakim argues that agencies funding research and large conferences should adopt policies to prevent the use of weak baselines or require a more detailed description of the baseline used and the reasons it was selected. "They need to encourage their researchers to be skeptical of their own results," Hakim said. "If I find results that seem too good to be true, they probably are."

This work was completed with funding from DOE grants DE-AC02-09CH11466 and DE-AC02-09CH11466.
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Researchers harness AI to repurpose existing drugs for treatment of rare diseases | ScienceDaily
There are more than 7,000 rare and undiagnosed diseases globally.


						
Although each condition occurs in a small number of individuals, collectively these diseases exert a staggering human and economic toll because they affect some 300 million people worldwide.

Yet, with a mere 5 to 7 percent of these conditions having an FDA-approved drug, they remain largely untreated or undertreated.

Developing new medicines represents a daunting challenge, but a new artificial intelligence tool can propel the discovery of new therapies from existing medicines, offering hope for patients with rare and neglected conditions and for the clinicians who treat them.

The AI model, called TxGNN, is the first one developed specifically to identify drug candidates for rare diseases and conditions with no treatments.

It identified drug candidates from existing medicines for more than 17,000 diseases, many of them without any existing treatments. This represents the largest number of diseases that any single AI model can handle to date. The researchers note that the model could be applied to even more diseases beyond the 17,000 it worked on in the initial experiments.

The work, described Sept. 25 in Nature Medicine, was led by scientists at Harvard Medical School. The researchers have made the tool available for free and want to encourage clinician-scientists to use it in their search for new therapies, especially for conditions with no or with limited treatment options.




"With this tool we aim to identify new therapies across the disease spectrum but when it comes to rare, ultrarare, and neglected conditions, we foresee this model could help close, or at least narrow, a gap that creates serious health disparities," said lead researcher Marinka Zitnik, assistant professor of biomedical informatics in the Blavatnik Institute at HMS.

"This is precisely where we see the promise of AI in reducing the global disease burden, in finding new uses for existing drugs, which is also a faster and more cost-effective way to develop therapies than designing new drugs from scratch," added Zitnik, who is an associate faculty member at the Kempner Institute for the Study of Natural and Artificial Intelligence at Harvard University.

The new tool has two central features -- one that identifies treatment candidates along with possible side effects and another one that explains the rationale for the decision.

In total, the tool identified drug candidates from nearly 8,000 medicines (both FDA-approved medicines and experimental ones now in clinical trials) for 17,080 diseases, including conditions with no available treatments. It also predicted which drugs would have side effects and contraindications for specific conditions -- something that the current drug discovery approach identifies mostly by trial and error during early clinical trials focused on safety.

Compared against the leading AI models for drug repurposing, the new tool was nearly 50 percent better, on average, at identifying drug candidates. It was also 35 percent more accurate in predicting what drugs would have contraindications.

Advantages of using already approved drugs

Repurposing existing drugs is an alluring way to develop new treatments because it relies on medicines that have been studied, have well-understood safety profiles, and have gone through the regulatory approval process.




Most medicines have multiple effects beyond the specific targets they were originally developed and approved for. But many of these effects remain undiscovered and understudied during initial testing, clinical trials, and review, only emerging after years of use by millions of people. Indeed, nearly 30 percent of FDA- approved drugs have acquired at least one additional indication for treatment following initial approval, and many have acquired tens of additional treatment indications over the years.

This approach to drug repurposing is haphazard at best. It relies on patient reports of unexpected beneficial side effects or on physicians' intuition about whether to use a drug for a condition that it was not intended for, a practice known as off-label use.

"We've tended to rely on luck and serendipity rather than on strategy, which limits drug discovery to diseases for which drugs already exist," Zitnik said.

The benefits of drug repurposing extend beyond diseases without treatments, Zitnik noted.

"Even for more common diseases with approved treatments, new drugs could offer alternatives with fewer side effects or replace drugs that are ineffective for certain patients," she said.

What makes the new AI tool better than existing models

Most current AI models used for drug discovery are trained on a single disease or a handful of conditions. Rather than focusing on specific diseases, the new tool was trained in a manner that enables it to use existing data to make new predictions. It does so by identifying shared features across multiple diseases, such as shared genomic aberrations.

For example, the AI model pinpoints shared disease mechanisms based on common genomic underpinnings, which allows it to extrapolate from a well-understood disease with known treatments to a poorly understood one with no treatments.

This capacity, the research team said, brings the AI tool closer to the type of a reasoning a human clinician might use to generate novel ideas if they had access to all the preexisting knowledge and raw data that the AI model does but that the human brain cannot possibly access or store.

The tool was trained on vast amounts of data, including DNA information, cell signaling, levels of gene activity, clinical notes, and more. The researchers tested and refined the model by asking it to perform various tasks. Finally, the tool's performance was validated on 1.2 million patient records and asked to identify drug candidates for various diseases.

The researchers also asked the tool to predict what patient characteristics would render the identified drug candidates contraindicated for certain patient populations.

Another task involved asking the tool to identify existing small molecules that might effectively block the activity of certain proteins implicated in disease-causing pathways and processes.

In a test designed to gauge the model's ability to reason as a human clinician might, the researchers prompted the model to find drugs for three rare conditions it had not seen as part of its training -- a neurodevelopmental disorder, a connective-tissue disease, and a rare genetic condition that causes water imbalance.

The researchers then compared the model's recommendations for drug therapy against current medical knowledge about how the suggested drugs work. In every example, the tool's recommendations aligned with current medical knowledge.

Moreover, the model not only identified medicines for all three diseases but also provided the rationale behind its decision. This explainer feature allows for transparency and can increase physician confidence.

The researchers caution that any therapies identified by the model would require additional evaluation for dosing and timing of delivery. But, they add, with this unprecedented capacity, the new AI model would expedite drug repurposing in a manner not possible until now. The team is already collaborating with several rare disease foundations to help identify possible treatments.
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Mapping distant planets: 'Ridges', 'deserts' and 'savannahs' | ScienceDaily
A new 'map' of distant planets has been unveiled by scientists from The University of Warwick, which finds a ridge of planets in deep space, separating a desert of planets from a more populated savannah.


						
Researchers from Warwick and other universities examined Neptunian exoplanets -- these planets share similar characteristics to our own Neptune, but orbit outside of our solar system.

Scientists discovered a new area called the 'Neptunian Ridge' -- in between the 'Neptunian desert' and the 'Neptunian Savannah'.

Planets in the desert are very rare, as intense radiation has eroded their atmospheres to the point of destroying them, turning these planets into bare rocky cores.

The savannah is a region located further away from the intense radiation. In this region, environmental conditions are more favourable and allow planets to maintain their atmospheres for millions of years.

In between these two regions, researchers have discovered a new pile-up called the ridge, where there is a large concentration of planets.

Current evidence suggests that many of the planets in the ridge could have arrived from their birthplace through a mechanism called high-eccentricity tidal migration, which can bring planets closer to their stars at any stage of their life.




In contrast, planets in the savannah could have been brought mainly through another type of migration, called disk-driven migration, which occurs just after planets are formed.

Therefore, these two systems driving the movement of planets are populating the savannah and the desert differently. The few planets in the desert could be rare extreme cases pushing the edges of these broad models.

David Armstrong, Associate Professor of Physics at Warwick, commented: "Our work to observe this new structure in space is highly significant in helping us map the exoplanet landscape.

"As scientists, we're always striving to understand why planets are in the condition they are in, and how they ended up where they are.

"The discovery of the Neptunian ridge helps answer these questions, unveiling part of the geography of exoplanets out there, and is a hugely exciting discovery."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240925123540.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



To make fluid flow in one direction down a pipe, it helps to be a shark | ScienceDaily
Flaps perform essential jobs. From pumping hearts to revving engines, flaps help fluid flow in one direction. Without them, keeping liquids going in the right direction is challenging to do.


						
Researchers from the University of Washington have discovered a new way to help liquid flow in only one direction -- but without flaps. In a paper published Sept. 24 in the Proceedings of the National Academy of Sciences, they report that a flexible pipe -- with an interior helical structure inspired by shark intestines -- can keep fluid flowing in one direction without the flaps that engines and anatomy rely upon.

Human intestines are essentially a hollow tube. But for sharks and rays, their intestines feature a network of spirals surrounding an interior passageway. In a 2021 publication, a different team proposed that this unique structure promoted one-way flow of fluids -- also known as flow asymmetry -- through the digestive tracts of sharks and rays without flaps or other aids to prevent backup. That claim caught the attention of UW postdoctoral researcher Ido Levin, lead author on the new paper.

"Flow asymmetry in a pipe with no moving flaps has tremendous technological potential, but the mechanism was puzzling," says Levin. "It was not clear which parts of the shark's intestinal structure contributed to the asymmetry and which served only to increase the surface area for nutrient uptake."

To answer these questions, Levin led a team that included co-authors Sarah Keller and Alshakim Nelson, both UW professors of chemistry, and Naroa Sadaba, a fellow UW postdoctoral researcher. They 3D-printed a series of "biomimetic pipes," all with interior helices inspired by the layout of shark intestines. They varied the geometrical parameters among these prototype pipes, such as the pitch angle of the helix or the number of turns. Their first pipes were printed from rigid materials, and they found that some showed a strong preference for unidirectional flow.

"The first measurement of flow asymmetry was a 'Eureka' moment," said Levin. "Until that instant, we didn't know if our idealized structures could reproduce the flow effects seen in sharks."

By further tuning the geometrical parameters and printing new designs, the researchers increased the flow asymmetry until it rivaled and even exceeded designs of famed inventor Nikola Tesla, who more than a century ago patented the Tesla valve, a one-way fluid flow device with no moving parts.




"You don't get to beat Tesla every day!" said Levin.

But shark intestines -- like human intestines -- aren't rigid. The team suspected that so-called "deformable structures," which are made from more flexible materials, might perform even better as Tesla valves. They 3D-printed a second series of prototypes made from the softest polymer that is both printable and commercially available. These flexible pipe designs, which are better mimics for shark intestines through both their "deformability" and their interior helices, performed at least seven times better compared to all previously measured Tesla valves.

"Chemists were already motivated to develop polymers that are simultaneously soft, strong and printable," said Nelson, an expert in developing new types of polymers. "The potential use of these polymers to control flow in applications ranging from engineering to medicine strengthens that motivation."

"Actual intestines are still about 100 times softer than our soft material, so there is plenty of room for improvement," said Sadaba.

Keller credits the project's success to the team's interdisciplinary ideas from biology, chemistry and physics, and to the sharks themselves.

"Biomimicry is a powerful way of discovering new designs," said Keller. "We never would have thought of the structures ourselves."

The research was funded by the National Science Foundation, the Washington Research Foundation and the Fulbright Foundation.
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Webb discovers 'weird' galaxy with gas outshining its stars | ScienceDaily
The discovery of a "weird" and unprecedented galaxy in the early Universe could "help us understand how the cosmic story began," astronomers say.


						
GS-NDG-9422 (9422) was found approximately one billion years after the Big Bang and stood out because it has an odd, never-before-seen light signature -- indicating that its gas is outshining its stars.

The "totally new phenomena" is significant, researchers say, because it could be the missing-link phase of galactic evolution between the Universe's first stars and familiar, well-established galaxies.

This extreme class of galaxy was spotted by the $10billion (PS7.6billion) James Webb Space Telescope (JWST), a joint endeavour of the US, European and Canadian space agencies, which has been designed to peer back in time to the beginning of the Universe.

Its discovery was made public today in a research paper published in the Monthly Notices of the Royal Astronomical Society.

"My first thought in looking at the galaxy's spectrum was, 'that's weird,' which is exactly what the Webb telescope was designed to reveal: totally new phenomena in the early Universe that will help us understand how the cosmic story began," said lead researcher Dr Alex Cameron, of the University of Oxford.

Cameron reached out to colleague Dr Harley Katz, a theorist, to discuss the strange data. Working together, their team found that computer models of cosmic gas clouds heated by very hot, massive stars, to an extent that the gas shone brighter than the stars, was nearly a perfect match to Webb's observations.




"It looks like these stars must be much hotter and more massive than what we see in the local Universe, which makes sense because the early Universe was a very different environment," said Katz, of Oxford and the University of Chicago.

In the local Universe, typical hot, massive stars have a temperature ranging between 70,000 to 90,000 degrees Fahrenheit (40,000 to 50,000 degrees Celsius). According to the team, galaxy 9422 has stars hotter than 140,000 degrees Fahrenheit (80,000 degrees Celsius).

The researchers suspect that the galaxy is in the midst of a brief phase of intense star formation inside a cloud of dense gas that is producing a large number of massive, hot stars. The gas cloud is being hit with so many photons of light from the stars that it is shining extremely brightly.

In addition to its novelty, nebular gas outshining stars is intriguing because it is something predicted in the environments of the Universe's first generation of stars, which astronomers classify as Population III stars.

"We know that this galaxy does not have Population III stars, because the Webb data shows too much chemical complexity. However, its stars are different than what we are familiar with -- the exotic stars in this galaxy could be a guide for understanding how galaxies transitioned from primordial stars to the types of galaxies we already know," said Katz.

At this point, galaxy 9422 is one example of this phase of galaxy development, so there are still many questions to be answered. Are these conditions common in galaxies at this time period, or a rare occurrence? What more can they tell us about even earlier phases of galaxy evolution?

Cameron, Katz, and their research colleagues are now identifying more galaxies to add to this population to better understand what was happening in the Universe within the first billion years after the Big Bang.

"It's a very exciting time, to be able to use the Webb telescope to explore this time in the Universe that was once inaccessible," Cameron said.

"We are just at the beginning of new discoveries and understanding."
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Scientists discover a single-electron bond in a carbon-based compound | ScienceDaily
The discovery of a stable single-electron covalent bond between two carbon atoms validates a century-old theory.


						
Covalent bonds, in which two atoms are bound together by sharing a pair of electrons, form the scaffolding that underpins the majority of organic compounds. In 1931, the Nobel Laureate Linus Pauling suggested that covalent bonds made from just a single, unpaired electron could exist, but these single-electron bonds would likely be much weaker than a standard covalent bond involving a pair of electrons.

Since then, single-electron bonds have been observed, but never in carbon or hydrogen -- the hunt for one-electron bonds shared between carbon atoms has stymied scientists.

Now, a team of researchers from Hokkaido University has isolated a compound in which a single electron is shared between two carbon atoms in a remarkably stable covalent bond, known as a sigma bond. Their findings are published in the journal Nature.

"Elucidating the nature of single-electron sigma-bonds between two carbon atoms is essential to gain a deeper understanding of chemical-bonding theories and would provide further insights into chemical reactions," explains Professor Yusuke Ishigaki, of the Department of Chemistry at Hokkaido University, who co-authored the study.

The single-electron bond was formed by subjecting a derivative of hexaphenylethane, which contains an extremely stretched out paired-electron covalent bond between two carbon atoms, to an oxidation reaction in the presence of iodine. The reaction produced dark violet-colored crystals of an iodine salt.

The team used X-ray diffraction analysis to study the crystals and found that the carbon atoms in them were extremely close together, suggesting the presence of single-electron covalent bonds between carbon atoms. They were then able to confirm this using a form of chemical analysis called Raman spectroscopy.

"These results thus constitute the first piece of experimental evidence for a carbon-carbon single-electron covalent bond, which can be expected to pave the way for further developments of the chemistry of this scarcely-explored type of bonding," Takuya Shimajiri, the lead author of the paper and now at the University of Tokyo, says.
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Protein behavior can be predicted with simple math | ScienceDaily

Proteins are chains made up of twenty different types of smaller units called amino acids. A single mutation swaps one amino acid for another, changing the protein's shape. This can mark the difference between health and disease. Many diseases, including cancer and neurodegenerative disorders, are caused by more than one mutation in a protein.

Predicting how mutations alter a protein's shape is critical for understanding their contribution to disease. However, with so many amino acids in a protein, there are an astronomical number of ways mutations can combine. Experimentally testing each possible combination to see how they affect a protein is practically impossible.

"There are 17 billion different combinations of a protein that is 34 amino acids in length with only a single change allowed at each position. If it took just one second to test a single combination, we'd need a total of 539 years to try them all. It's not a feasible experiment," says Aina Marti Aranda, co-author of the study who began the project at the CRG and is currently a PhD student at the Wellcome Sanger Institute in the UK.

As proteins get longer, the different number of combinations rises exponentially. For a protein one hundred amino acids long, there are more possible combinations than there are atoms in the entire universe. The vast majority of known proteins, especially those contributing to human disease, are much longer.

Even in this vast landscape of possibilities, research led by Dr. Andre Faure at the Centre for Genomic Regulation in Barcelona and ICREA Research Professor Ben Lehner, with dual affiliation between the CRG and the Wellcome Sanger Institute, have discovered that the impact of mutations on protein stability is more predictable than previously thought.

For years, there has been an underlying assumption that two mutations might interact with each other in unexpected ways, enhancing or suppressing each other's effects. "The fear that two mutations interacting can unpredictably affect the whole structure made us use incredibly complex models," says Marti Aranda.




The study found that while mutations do interact, it is a relatively rare occurrence, and the vast majority affect a protein independently of each other. "Our discovery turns an old understanding on its head, showing that the endless possibilities of protein mutations boil down to straightforward rules. We don't need supercomputers to predict a protein's behaviour -- just good measurements and simple maths will do," says Dr. Lehner.

The researchers made the discovery by generating thousands of protein variants, each with different combinations of mutations that could produce functional proteins. They then tested the stability of the proteins, generating a vast amount of data on how each mutation and combination of mutations affect proteins. The experimental outcomes closely matched models which assume that the total effect of multiple mutations can be calculated by simply adding up the effects of each individual mutation.

The findings can help better understand and target genetic diseases. For example, some genetic disorders are caused by many mutations in one protein. Patients may have different combinations of mutations, making it challenging to predict disease severity and response to treatments.

With the new understanding that most mutations act independently, clinicians can find new ways of predicting how various mutation combinations affect a protein's stability and function. This can lead to more accurate prognoses and personalised treatment plans, improving patient outcomes.

The study can also lead to more efficient drug development. Some drugs correct misfolded proteins, such as in Alzheimer's disease, where the changing shape of amyloid-beta proteins form plaques in the brain. Researchers can now better predict which mutations are most destabilising and design molecules that specifically stabilise these regions.

The study also has implications for biotechnologists using protein design to tackle different types of problems. For example, some enzymes have the ability to break down plastics in the environment. Researchers could design new enzymes with enhanced activity and stability by adding beneficial mutations together.

While the discovery is a significant advance, the researchers raise some limitations in the study. For example, they did not capture more complex interactions involving three or more mutations. In some proteins, these higher-order interactions could significantly impact stability and are not predicted by simply adding up individual effects.

Also, while the findings can dramatically reduce the number of experiments needed, some level of experimental validation is still necessary to confirm predictions, especially for critical applications like drug development where there may be unforeseen effects or rare interactions that the models do not capture.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240925122856.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



How do rare genetic variants affect health? AI provides more accurate predictions | ScienceDaily
Whether we are predisposed to particular diseases depends to a large extent on the countless variants in our genome. However, particularly in the case of genetic variants that only rarely occur in the population, the influence on the presentation of certain pathological traits has so far been difficult to determine. Researchers from the German Cancer Research Center (DKFZ), the European Molecular Biology Laboratory (EMBL) and the Technical University of Munich have introduced an algorithm based on deep learning that can predict the effects of rare genetic variants. The method allows persons with high risk of disease to be distinguished more precisely and facilitates the identification of genes that are involved in the development of diseases.


						
Every person's genome differs from that of their fellow human beings in millions of individual building blocks. These differences in the genome are known as variants. Many of these variants are associated with particular biological traits and diseases. Such correlations are usually determined using so-called genome-wide association studies.

But the influence of rare variants, which occur with a frequency of only 0.1% or less in the population, is often statistically overlooked in association studies. "Rare variants in particular often have a significantly greater influence on the presentation of a biological trait or a disease," says Brian Clarke, one of the first authors of the present study. "They can therefore help to identify those genes that play a role in the development of a disease and that can then point us in the direction of new therapeutic approaches," adds co-first author Eva Holtkamp.

In order to better predict the effects of rare variants, teams led by Oliver Stegle and Brian Clarke at the DKFZ and EMBL and Julien Gagneur at the Technical University of Munich have now developed a risk assessment tool based on machine learning. "DeepRVAT" (rare variant association testing), as the researchers named the method, is the first to use artificial intelligence (AI) in genomic association studies to decipher rare genetic variants.

The model was initially trained on the sequence data (exome sequences) of 161,000 individuals from the UK Biobank. In addition, the researchers fed in information on genetically influenced biological traits of the individual persons as well as on the genes involved in the traits. The sequences used for training comprised around 13 million variants. For each of these, detailed "annotations" are available, providing quantitative information on the possible effects that the respective variant can have on cellular processes or on the protein structure. These annotations were also a central component of the training.

After training, DeepRVAT is able to predict for each individual which genes are impaired in their function by rare variants. To do this, the algorithm uses individual variants and their annotations to calculate a numerical value that describes the extent to which a gene is impaired and its potential impact on health.

The researchers validated DeepRVAT on genome data from the UK Biobank. For 34 tested traits, i.e., disease-relevant blood test results, the testing method found 352 associations with genes involved, far outperforming all previously existing models. The results obtained with DeepRVAT proved to be very robust and better replicable in independent data than the results of alternative approaches.




Another important application of DeepRVAT is the evaluation of genetic predisposition to certain diseases. The researchers combined DeepRVAT with polygenic risk scoring based on more common genetic variants. This significantly improved the accuracy of the predictions, especially for high-risk variants. In addition, it turned out that DeepRVAT recognized genetic correlations for numerous diseases -- including various cardiovascular diseases, types of cancer, metabolic and neurological diseases -- that had not been found with existing tests.

"DeepRVAT has the potential to significantly advance personalized medicine. Our method functions regardless of the type of trait and can be flexibly combined with other testing methods," says physicist and data scientist Oliver Stegle. His team now wants to further test the risk assessment tool in large-scale trials as quickly as possible and bring it into application. The scientists are already in contact with the organizers of INFORM, for example. The aim of this study is to use genomic data to identify individually tailored treatments for children with cancer who suffer a relapse. DeepRVAT could help to uncover the genetic basis of certain childhood cancers.

"I find the potential impact of DeepRVAT on rare disease applications exciting. One of the major challenges in rare disease research is the lack of large-scale, systematic data. Leveraging the power of AI and the half a million exomes in the UK Biobank, we have objectively identified which genetic variants most significantly impair gene function," says Julien Gagneur from the Technical University of Munich.

The next step is to integrate DeepRVAT into the infrastructure of the German Human Genome Phenome Archive (GHGA) in order to facilitate applications in diagnostics and basic research. Another advantage of DeepRVAT is that the method requires significantly less computing power than comparable models. DeepRVAT is available as a user-friendly software package that can either be used with the pre-trained risk assessment models or trained with researchers' own data sets for specialized purposes.
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New milestone in plant magnetic resonance imaging | ScienceDaily
Magnetic resonance imaging (MRI) is a versatile technique in the biomedical field, but its application to the study of plant metabolism in vivo remains challenging. A research team led by Dr. L. Borisjuk (IPK Leibniz Institute) and Prof. P.M. Jakob (Wurzburg University) reports the establishment of chemical exchange saturation transfer (CEST) for plant MRI. This method enables noninvasive access to the metabolism of sugars and amino acids in complex sink organs (seeds, fruits, taproots, and tubers) of major crops (maize, barley, pea, potato, sugar beet, and sugarcane). Recently, the results were published in the journal Science Advances.


						
The "omics" technologies -- genomics, transcriptomics, proteomics, and metabolomics -- are at the forefront of discovery in modern plant science and systems biology. In contrast to the more "static" genome, the metabolome and the products measured within it are dynamic and regulated spatially and temporally. In the biomedical field, one of the most powerful technological platforms allowing for in vivo metabolic diagnostic and functional studies is nuclear magnetic resonance (NMR) imaging or magnetic resonance imaging (MRI). In plant science, a similar perspective has been desired but not explored.

The interdisciplinary research group "Assimilate Allocation and NMR" at the IPK is investigating the potential of NMR imaging in plant science. Establishing the new NMR platform, made financially feasible by the European Regional Development Fund (ERDF) and the Investment Bank of Saxony-Anhalt, provides a crucial foundation for this endeavour.

Common H NMR imaging of biological tissue, for example, relies on signals primarily originating from water or lipid protons. As the concentration of metabolite protons is at least three orders of magnitude lower than that of water, the in vivo detection of metabolites requires effective suppression of the water signal.

Chemical exchange saturation transfer (CEST), an approach used in the biomedical field, could offer a solution. In CEST, magnetisation is transferred from other molecules to water molecules so that the saturation effect (i.e., signal reduction) that was originally on the targeted species can be observed on water instead. "In that way, CEST enables the detection of various metabolites based on their ability to exchange protons with water, thereby providing an additional MRI contrast," says Simon Mayer, first author of the study and researcher at IPK Leibniz Institute. "Because of its high signal detection sensitivity and low susceptibility to magnetic field inhomogeneities, CEST analyses heterogeneous botanical samples inaccessible to conventional magnetic resonance spectroscopy."

The results are encouraging. "Our studies demonstrate that CEST is a powerful MRI approach that facilitates in vivo metabolic analysis in plants, allowing microscopic resolution and dynamic assessment of sugar and amino acid distribution despite the magnetic heterogeneity of the samples. Its application to various crops demonstrates that CEST is a species-, variety-, and organ-agnostic approach to noninvasively visualising metabolites without the need for prior labelling or sample processing," explains Dr. Ljudmilla Borisjuk, head of IPK's research group "Assimilate Allocation and NMR."

The research team showed metabolite dynamics in growing seeds, which is impossible using conventional techniques. Breeders highly seek knowledge of the spatiotemporal dynamics of sugars and amino acids in sink organs. Their distribution influences mass transport and metabolism in many ways; this knowledge ultimately flows into crop improvement.

The CEST offers unprecedented opportunities for monitoring dynamic changes in metabolites in living plants. It is particularly important for a deeper understanding of trait formation and supporting breeding research by in vivo testing metabolic responses to genetic engineering and/or developmental alterations.

"Visualisation of metabolite dynamics in living plants is a desired tool to bridge structural and metabolic interactions in plant responses to ever-changing environments. Thus, introducing CEST, which visualises internal tissue structure and metabolite dynamics while avoiding tracers using only one technological platform, MRI, is an important milestone toward this goal."
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Researchers acquire and analyze data through AI network that predicts maize yield | ScienceDaily
Artificial intelligence (AI) is the buzz phrase of 2024. Though far from that cultural spotlight, scientists from agricultural, biological and technological backgrounds are also turning to AI as they collaborate to find ways for these algorithms and models to analyze datasets to better understand and predict a world impacted by climate change.


						
In a recent paper published in Frontiers in Plant Science, Purdue University geomatics PhD candidate Claudia Aviles Toledo, working with her faculty advisors and co-authors Melba Crawford and Mitch Tuinstra, demonstrated the capability of a recurrent neural network -- a model that teaches computers to process data using long short-term memory -- to predict maize yield from several remote sensing technologies and environmental and genetic data.

Plant phenotyping, where the plant characteristics are examined and characterized, can be a labor-intensive task. Measuring plant height by tape measure, gauging reflected light over multiple wavelengths using heavy handheld equipment, and pulling and drying individual plants for chemical analysis are all labor intensive and expensive efforts. Remote sensing, or gathering these data points from a distance using uncrewed aerial vehicles (UAVs) and satellites, is making such field and plant information more accessible.

Tuinstra, the Wickersham Chair of Excellence in Agricultural Research, professor of plant breeding and genetics in the department of agronomy and the science director for Purdue's Institute for Plant Sciences, said, "This study highlights how advances in UAV-based data acquisition and processing coupled with deep-learning networks can contribute to prediction of complex traits in food crops like maize."

Crawford, the Nancy Uridil and Francis Bossu Distinguished Professor in Civil Engineering and a professor of agronomy, gives credit to Aviles Toledo and others who collected phenotypic data in the field and with remote sensing. Under this collaboration and similar studies, the world has seen remote sensing-based phenotyping simultaneously reduce labor requirements and collect novel information on plants that human senses alone cannot discern.

Hyperspectral cameras, which make detailed reflectance measurements of light wavelengths outside of the visible spectrum, can now be placed on robots and UAVs. Light Detection and Ranging (LiDAR) instruments release laser pulses and measure the time when they reflect back to the sensor to generate maps called "point clouds" of the geometric structure of plants.

"Plants tell a story for themselves," Crawford said. "They react if they are stressed. If they react, you can potentially relate that to traits, environmental inputs, management practices such as fertilizer applications, irrigation or pests."

As engineers, Aviles Toledo and Crawford build algorithms that acquire massive datasets and analyze the patterns within them to predict the statistical likelihood of different outcomes, including yield of different hybrids developed by plant breeders like Tuinstra. These algorithms categorize healthy and stressed crops before any farmer or scout can spot a difference, and they provide information on the effectiveness of different management practices.




Tuinstra brings a biological mindset to the study. Plant breeders use data to identify genes controlling specific crop traits.

"This is one of the first AI models to add plant genetics to the story of yield in multiyear large plot-scale experiments," Tuinstra said. "Now, plant breeders can see how different traits react to varying conditions, which will help them select traits for future more resilient varieties. Growers can also use this to see which varieties might do best in their region."

Remote-sensing hyperspectral and LiDAR data from corn, genetic markers of popular corn varieties, and environmental data from weather stations were combined to build this neural network. This deep-learning model is a subset of AI that learns from spatial and temporal patterns of data and makes predictions of the future. Once trained in one location or time period, the network can be updated with limited training data in another geographic location or time, thus limiting the need for reference data.

Crawford said, "Before, we had used classical machine learning, focused on statistics and mathematics. We couldn't really use neural networks because we didn't have the computational power."

Neural networks have the appearance of chicken wire, with linkages connecting points that ultimately communicate with every other point. Aviles Toledo adapted this model with long short-term memory, which allows past data to be kept constantly in the forefront of the computer's "mind" alongside present data as it predicts future outcomes. The long short-term memory model, augmented by attention mechanisms, also brings attention to physiologically important times in the growth cycle, including flowering.

While the remote sensing and weather data are incorporated into this new architecture, Crawford said the genetic data is still processed to extract "aggregated statistical features." Working with Tuinstra, Crawford's long-term goal is to incorporate genetic markers more meaningfully into the neural network and add more complex traits into their dataset. Accomplishing this will reduce labor costs while more effectively providing growers with the information to make the best decisions for their crops and land.
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Rates of e-bike injuries rise fourfold and powered scooter injuries nearly double | ScienceDaily
The rate of e-bike and powered scooter injuries surged between 2019 and 2022 -- by 293 percent and 88 percent, respectively, according to a new study at Columbia University Mailman School of Public Health. The research adds to the existing information and gap in knowledge on the sociodemographic and risk factor variables that might be contributing to micromobility vehicle-related injuries. The findings are published in the American Journal of Public Health.


						
Micromobility generally refers to any small, low-speed, human- or electric-powered transportation device. Between 2019 and 2022, e-bike sales increased by 269 percent and surpassed the sales of electric cars and trucks according to news reports.

"Our results underscore the urgent need to improve micromobility injury surveillance and to identify strategies for cities to improve user's safety so that micromobility can be a safe, sustainable, equitable, and healthy option for transportation," said Kathryn Burford, PhD, Department of Epidemiology, Columbia Mailman School and first author. "Understanding how injury types and risk factors vary by mode can inform emergency department utilization, resource allocation, and intervention strategies and policies to promote safe micromobility use."

Using 2019 to 2022 data from the National Electronic Injury Surveillance System (NEISS) to describe the national burden of injuries associated with micromobility devices the researchers compared patterns and trends for 1,933,296 estimated injuries associated with e-bikes, bicycles, hoverboards, and powered scooters. NEISS samples 96 hospitals in the U.S. that contain at least 6 beds and an emergency department (ED).

Of 48,857,022 total injuries that resulted in an ED visit between 2019 and 2022, there were 1,933,296 estimated micromobility injuries. Of these, most involved bicycles accounting for 33.2 injuries per 1000 total emergency department injuries. Powered scooter injuries accounted for 3.4; e-bike injuries seen in the emergency department were 1.2 and hoverboard injuries accounted for 1.8.

Of all estimated hoverboard injuries, 76 percent were among those aged younger than 18 years compared with 14.5 percent of e-bike injuries and 16 percent of powered scooter injuries.

By contrast 57 percent of powered scooter injuries, 49 percent of e-bike injuries, and 31 percent of

bicycle injuries were among those aged 18 to 44 years. Among older adults (65-84 years), the highest proportion of micromobility injuries was bicycle-related closely followed by e-bike-related injuries.




The proportion of males injured in a powered scooter and bicycle-related incident was higher compared with females.

Powered scooter injuries exhibited the highest prevalence of alcohol use, followed by e-bike injuries. When helmet use was reported, in about 20 percent of cases, injured bicycle and e-bike users were more likely to use helmets than injured powered scooter or hoverboard users. The lowest proportion of helmet use was observed among hoverboard injuries, and these injuries were also more likely to be diagnosed as concussions.

Overall, the rate of hoverboard-related injuries decreased over the 4 years and among the pediatric population which may be partially explained by the 2018 American Academic of Pediatrics warning of the dangers of hoverboard use. "Conversely, the considerable increase in electric micromobility injuries we are experiencing may be attributable to the lack of access, education, and regulation for protective equipment as shared micromobility systems, such as NYC's Citi Bike program, are not required to provide helmets to users," said Andrew Rundle, DrPH, professor of Epidemiology and a senior author.

In a previous paper published by the authors on alcohol and bicyclist injuries, they noted that complete and accurate data for helmet use, substance use, other risk factors, and coding of micromobility devices remains a major limitation among national public-use datasets such as NEISS.

"Legislation is lacking on where micromobility devices can be ridden and legislation regulating the riding of these devices while under the influence of alcohol or other recreational drugs is inconsistent and historically difficult to pass," said Burford.

Burford and Rundle also note that, improving availability of active transportation infrastructure, like protected bicycle lanes, near high-usage locations such as downtown areas might offer cities an alternative, and quicker to implement, strategy for making streets safer for micromobility users. To support urban design for safe micromobility usage in busy downtown areas, for example, Burford and colleagues are planning research to identify built environment features that are associated with lower risk for injuries among micromobility riders.




Co-authors are Nicole Itzkowitz, Columbia Mailman School of Public Health; Charles Di Maggio, NYU Grossman School of Medicine; and Stephen Mooney, School of Public Health, University of Washington.

The study was supported by the National Institute of Environmental Health Sciences, grants T32ES007322-21 and 5T32ES007322-22; and Centers for Disease Control and Prevention, grant R49CE003094.

The authors have no conflicts of interest to disclose.
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Language agents help large language models 'think' better and cheaper | ScienceDaily
The large language models that have increasingly taken over the tech world are not "cheap" in many ways. The most prominent LLMs, GPT-4 for instance, took some $100 million to build in the form of legal costs of accessing training data, computational power costs for what could be billions or trillions of parameters, the energy and water needed to fuel computation, and the many coders developing the training algorithms that must run cycle after cycle so the machine will "learn."


						
But, if a researcher needs to do a specialized task that a machine could do more efficiently and they don't have access to a large institution like Washington University in St. Louis that offers access to generative AI tools, what other options are available? Say, a parent wants to prep their child for a difficult test and needs to show many examples of how to solve complicated math problems.

Building their own LLM is an onerous prospect for costs mentioned above and making direct use of the big models like GPT-4 and Llama 3.1 might not immediately be suited for the complex reasoning in logic and math their task requires.

It would help if there were a more cost-effective version of a LLM thinker available to the masses, a generic brand for generative AI.

Researchers at WashU decided to tackle this challenge by building an autonomous agent to instruct the reasoning process of large language models. This agent generates a single set of instructions for each task and those instructions turn out to be extremely effective for improving the reasoning process of different LLMs across all task instances, according to research from the lab of Chenguang Wang, assistant professor in computer science and engineering, in collaboration with Dawn Song, a professor at the University California, Berkeley.

Researchers included WashU PhD students Nicholas Crispino, Kyle Montgomery, and research analyst Fankun Zeng, who presented their work at a recent conference for machine learning.

This "agent" is a large LLM that serves as a tool to think over the instructions from the web, said Crispino. Given basic task information such as the dataset name, and a few input-only examples, the agent then produces high quality step-by-step instructions for tasks.




Those instructions guide the reasoning of the smaller LLMs on certain tasks. It's a more affordable way to do generative AI because they only have to use the large LLM once per data set, then they hand instructions over to a smaller LLM that can take over.

"We can use the expensive model once and make these nice instructions to guide the reasoning or thinking process of a cheaper model," Crispino said.

"Our method boosts the performance of state-of-the-art large language models by a large margin," Montgomery added.

They tested their cost-effective method, called Zero-Shot AgentInstruct, on language processing tasks and compared its performance to zero-shot prompting methods using LLMs Vicuna-13b, Llama-2-70b-chat, and GPT-3.5 Turbo.

Compared to "zero-shot chain of thought" prompting, which works via adding the prompt, "let's think step by step," Zero-Shot AgentInstruct showed better performance across a variety of tasks evaluated on 29 datasets (including 53 subsets).

"Our improvement in thinking and reasoning is striking, particularly in math and logic," Wang said.

Essentially, they are making use of the powerful LLM models to distill tasks into step-by-step reasoning paths for the other model, like an experienced teacher sharing their knowledge with students.

"We're seeing how far we can push the reasoning capabilities of smaller models using larger models without training," Crispino said.
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Specially designed video games may benefit mental health of children and teenagers | ScienceDaily
In a review of previous studies, a Johns Hopkins Children's Center team concludes that some video games created as mental health interventions can be helpful -- if modest -- tools in improving the mental well-being of children and teens with anxiety, depression and attention-deficit/hyperactivity disorder (ADHD).


						
A report on the review of studies from peer-reviewed journals between 2011 and March 20, 2024, was published Sept. 23, 2024, in JAMA Pediatrics.

An estimated 20% of children and teenagers between the ages of three and 17 in the U.S. have a mental, emotional, developmental or behavioral disorder. Suicidal behaviors among high school students also increased by more than 40% in the 10 years prior to 2019, according to a report by the Agency for Healthcare Research and Quality. Other studies provide evidence that the COVID-19 pandemic's disruptions worsened these trends, and while research suggests parents and other care givers are seeking out mental health care for children, wait times for appointments have increased.

"We found literature that suggests that even doubling the number of pediatric mental health providers still wouldn't meet the need," says Barry Bryant, M.D., a resident in the Department of Psychiatry and Behavioral Sciences in the Johns Hopkins University School of Medicine and first author of the new study.

In a bid to determine if so-called "gamified digital mental health interventions," or video games designed to treat mental health conditions, benefited those with anxiety, depression and ADHD, the research team analyzed their use in randomized clinical trials for children and adolescents.

Bryant and child and adolescent psychologist Joseph McGuire, Ph.D., identified 27 such trials from the U.S. and around the world. The studies overall included 2,911 participants with about half being boys and half being girls, between the ages of six and 17 years old.

The digital mental health interventions varied in content, but were all created with the intent of treating ADHD, depression and anxiety. For example, for ADHD, some of the games involved racing or splitting attention, which required the user to pay attention to more than one activity to be successful in gameplay. For depression and anxiety, some of the interventions taught psychotherapy-oriented concepts in a game format. All games were conducted on technology platforms, such as computers, tablets, video game consoles and smartphones. The video games are available to users in a variety of ways -- some are available online, while others required access through specific research teams involved in the studies.




Outcome measurements varied depending on the study. However, the Johns Hopkins research team was able to standardize effect sizes using a random-effects model so that a positive result indicated when interventions performed better than control conditions. Hedges g, a statistic used to measure effect size, was used to quantify treatment effects overall in the studies reviewed.

The research team's analysis found that video games designed for patients with ADHD and depression provided a modest reduction (both with an effect size of .28) in symptoms related to ADHD and depression, such as improved ability to sustain attention and decreased sadness, based on participant and family feedback from the studies. (An effect size of .28 is consistent with a smaller effect size, where as in-person interventions often produce moderate -- .50 -- to large -- .80 -- effects.) By contrast, video games designed for anxiety did not show meaningful benefits (effect size of .07) for reducing anxiety symptoms for participants, based on participant and family feedback.

Researchers also examined factors that led to improved benefit from digital mental health interventions. Specific factors related to video game delivery (i.e., interventions on computers and those with preset time limits) and participants (i.e., studies that involved more boys) were found to positively influence therapeutic effects. Researchers say these findings suggest potential ways to improve upon the current modest symptom benefit.

"While the benefits are still modest, our research shows that we have some novel tools to help improve children's mental health -- particularly for ADHD and depression -- that can be relatively accessible to families," says Joseph McGuire, Ph.D., an author of the study and an associate professor of psychiatry and behavioral sciences in the school of medicine. "So if you are a pediatrician and you're having trouble getting your pediatric patient into individual mental health care, there could be some gamified mental health interventions that could be nice first steps for children while waiting to start individual therapy."

The team cautioned that their review did not indicate why certain video game interventions performed better than others. They also note that some of the trials included in the study used parent- or child-reported outcome measures, rather than standardized clinician ratings, and the studies did not uniformly examine the same factors or characteristics, such as participants' engagement and social activities, which could have influenced the effects of the treatment. They also found that some of the video games included in the studies are not easily accessible, since they are not available online or are behind pay walls.

The researchers also noted that while video game addiction and the amount of screen time can be concerns, those children who played the games studied in a structured, time-limited format tended to do best. "If a child has a video game problem, they are often playing it for several hours a day as opposed to a gamified digital mental health intervention that might be 20-45 minutes, three times a week," Bryant says.




"I think having many tools in the toolbox can be helpful to confront the increasing demand for child mental health care," McGuire says.

Morgan Sisk from University of Alabama at Birmingham was also a study author.

The study was funded by generous donors and Johns Hopkins Medicine.

The authors affiliated with The Johns Hopkins University did not declare any conflicts of interest under Johns Hopkins University policies.
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Innovative electrolytes could transform steelmaking and beyond | ScienceDaily
The lifeblood of any battery is the electrolyte. It is the medium through which positively charged elements (cations) migrate en masse between the positive and negative electrodes. By this means, batteries discharge to provide energy and charge to store energy. Scientists call this an electrochemical process.


						
Electrolytes are central to the development of different electrochemical processes, as well. For example, they could be used in converting iron ore into purified iron metal or iron alloys. A challenge is that the electrolyte must remain stable under extreme operating conditions and avoid side reactions that reduce energy efficiency. The payoff would be that such a process could eliminate the energy-intensive blast furnaces used in steel production and thereby reduce greenhouse gas emissions.

That is the aim of the new Center for Steel Electrification by Electrosynthesis (C-STEEL), an Energy Earthshot Research Center funded by the Department of Energy (DOE) and led by DOE's Argonne National Laboratory.

In a recent scientific review paper, Argonne researchers report an innovative approach to designing a new generation of electrolytes for almost any electrochemical process.  "With this approach, scientists should be able to develop electrolytes for not only electric vehicle batteries, but also the decarbonized manufacturing of steel, cement and various chemicals," said Justin Connell, materials scientist at Argonne and a deputy director of C-STEEL.

The electrolytes for electric vehicle batteries typically are composed of a salt dissolved in a liquid solvent. For example, sodium chloride is a common salt, and water a common solvent. The salt provides the electrolyte with both cations and negatively charged elements (anions) -- chlorine in the case of common salt. In batteries, the salt and solvent compositions are much more complicated than that, but the key to their functionality is that the electrolyte is charge neutral because the number of anions and cations are balanced.

Past research has focused on changing the solvent to different compositions using a single salt at varying concentrations.  "In our view, the best path forward to improved electrolytes is mainly through different anions for the salt," Connell said.  "Changing the anion chemistry could lead to both more energy-efficient electrochemical processes and a longer-lasting electrolyte."

In most electrolytes today, solvent surrounds the working cation as it moves between electrodes. In conventional lithium-ion batteries for electric vehicles, as one example, that cation would be lithium; and the anion, a fluorine phosphate (PF6).




To design new electrolytes for different applications, the Argonne team is looking at pairing the working cation with one or more different anions in the electrolyte. When anions partially or fully replace the solvent to surround the cation, scientists refer to these as contact ion pairs.

However, with innumerable possible contact ion pairings, how can one identify the best match of anions with working cations in a specific application? To that end, the team is pursuing experiments complemented by computations using machine learning and artificial intelligence.

The aim is to develop a set of design principles that yield the best contact ion pairs for the electrolyte suited to the demands of steelmaking as part of C-STEEL.  "With these principles in mind, we hope to discover an affordable, long-lasting electrolyte that yields the most efficient process for making iron for steel," Connell said.

These same principles would apply to electrolytes for other decarbonized electrochemical processes, as well as lithium-ion batteries and beyond.

This research was supported by the DOE Office of Basic Energy Sciences and the Laboratory Directed Research and Development program at Argonne. A paper on the subject was published in CHEM. Besides Connell, authors include Stefan Ilic and Sydney Lavan.
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Lasers provide boon for manufacturing of ceremonial Thai umbrellas | ScienceDaily
Seen atop pagodas, inside Buddhist ordination halls, and in royal palaces, the tiered umbrella is one of Thailand's oldest and most sacred ornamental symbols. Constructing one of these ornate pieces, also called chatras, can take master artisans up to six months.


						
In the Journal of Laser Applications, from AIP Publishing, researchers have demonstrated a technique for constructing seven-tiered umbrellas using high-powered lasers, dramatically reducing the production time. Employing carbon dioxide lasers, they were able to fashion umbrellas from stainless steel in a matter of days while preserving their intricate beauty.

"At present, the craftsmen who make tiered umbrellas have become scarce," said author Pichet Limsuwan. "We hope to show a new way we can help conserve arts and culture in Thailand."

Use of chatras dates to the Dvaravati Kingdom, which ruled what is now modern Thailand 1,400 years ago. Royal chatras come in odd-numbered variations of five-, seven-, and nine-tiered umbrellas that correspond to princes, crown princes, and kings, respectively.

Limsuwan set to work a year ago to better understand the customs surrounding chatras and how they are made. His first months researching the umbrellas included poring over primary historical documents written in Thai and then synthesizing his research into a written history in English -- a type of research rare for physicists.

Adorned with ornately patterned brass and often featuring shades made of white silk trimmed with gold and precious gems, the conical chatras hang above sacred places, with each concentric tier wider than those above it.

"A new king will not be able to sit on the throne under the nine-tiered umbrella until the coronation rites are completed," Limsuwan said.




Lasers provide an array of advantages in manufacturing such finely detailed items, including narrow cuts, smooth edges, and the ability to tackle complex shapes.

Brass traditionally used for chatras, however, is highly reflective and poorly suited to laser cutting. As a workaround, the team used stainless steel. To achieve the characteristic golden color, they deposited titanium nitride onto the steel using electric arcs in vacuum chambers.

This approach cuts the six-month timeframe for making one umbrella into roughly 113 hours. While much of the process is automated, hand-drawn art can be easily incorporated by using common tools in laser manufacturing.

The group provides many of the technical details for anyone with the necessary equipment to make umbrellas on their own, ranging from vacuum and electricity settings to deposit titanium nitride to expected production times for each part.

"Thailand is a country with a lot of arts and culture," Limsuwan said. "Tiered umbrellas are just an example of Thailand's arts, culture, and religions. I think that the next projects will be related to other facets of Thailand's arts, culture, and religions."
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Extinct volcanoes a 'rich' source of rare earth elements | ScienceDaily
A mysterious type of iron-rich magma entombed within extinct volcanoes is likely abundant with rare earth elements and could offer a new way to source these in-demand metals, according to new research from The Australian National University (ANU) and the University of the Chinese Academy of Sciences.


						
Rare earth elements are found in smartphones, flat screen TVs, magnets, and even trains and missiles. They are also vital to the development of electric vehicles and renewable energy technologies such as wind turbines.

Dr Michael Anenburg from ANU said the iron-rich magma that solidified to form some extinct volcanoes is up to a hundred times more efficient at concentrating rare earth metals than the magmas that commonly erupt from active volcanoes.

"We have never seen an iron-rich magma erupt from an active volcano, but we know some extinct volcanoes, which are millions of years old, had this enigmatic type of eruption," Dr Anenburg said.

"Our findings suggest that these iron-rich extinct volcanoes across the globe, such as El Laco in Chile, could be studied for the presence of rare earth elements."

The researchers simulated volcanic eruptions in the lab by sourcing rocks similar to those from iron-rich extinct volcanoes. They put these rocks into a pressurised furnace and heated them to extremely high temperatures to melt them and learn more about the minerals inside the rocks.

This is how they discovered the abundance of rare earth elements contained in iron-rich volcanic rocks.




With more countries investing heavily in renewable energy technologies, the demand for rare earth elements continues to skyrocket. In fact, demand for these elements is expected to increase fivefold by 2030.

"Rare earth elements aren't that rare. They are similar in abundance to lead and copper. But breaking down and extracting these metals from the minerals they reside in is challenging and expensive," Dr Anenburg said.

China has the biggest deposit of rare earth elements on the planet, while Europe's largest deposit of rare earths is in Sweden. Australia has a world-class deposit at Mount Weld in Western Australia and others near Dubbo and Alice Springs.

According to Dr Anenburg, Australia has an opportunity to become a major player in the clean energy space by capitalising on its abundance of rare earth resources.

The research is published in Geochemical Perspectives Letters. This work was led by Shengchao Yan from the University of the Chinese Academy of Sciences. 
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New catalyst developed for sustainable propylene production from biomass | ScienceDaily
Achieving carbon neutrality requires the effective use of renewable biomass. In the production of biodiesel, for instance, glycerol is generated as a major byproduct. Researchers at Osaka Metropolitan University have developed a new catalyst that efficiently converts a derivative of glycerol into bio-based propylene, contributing to sustainable chemical production.


						
Propylene is typically produced from petroleum and is widely used in the manufacture of plastics, such as automobile bumpers and food containers. The research team, led by Associate Professor Shin Takemoto and Professor Hiroyuki Matsuzaka from the Graduate School of Science, developed a catalyst that selectively breaks down the oxygen-carbon bond in allyl alcohol, a derivative of glycerol, to produce bio-based propylene.

The newly developed catalyst enables the selective reduction of allyl alcohol to propylene with high efficiency, using renewable energy sources such as hydrogen or electricity. The catalyst contains a special molecule known as a metalloligand, which is designed to facilitate the reversible binding of two metals within the catalyst. This feature enhances the reaction's efficiency, provides high selectivity, and minimizes the formation of byproducts.

"Our research offers a sustainable alternative to conventional propylene production methods and can contribute to the development of an environmentally friendly chemical industry," said Professor Takemoto. "We look forward to further advancing this technology and exploring its broader applications."
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AI chatbots rival doctors in accuracy for back pain advice, study finds | ScienceDaily
A new study reveals that artificial intelligence chatbots, such as ChatGPT, may be almost as effective as consulting a doctor for advice on low back pain.


						
Conducted by an international team, the research sheds light on the potential of AI in addressing one of the world's leading causes of disability.

Associate Professor Bruno Tirotti Saragiotto, research co-author and Head of Physiotherapy at The University of Technology Sydney (UTS), said the study intended to evaluate how effectively AI chatbots like ChatGPT answer common questions posed by individuals experiencing low back pain.

The study, "Assessing the performance of AI chatbots in answering patients' common questions about low back pain," was recently published in the journal Annals of the Rheumatic Diseases.

Low back pain affects millions globally, often prompting sufferers to seek information online.

As AI-powered chatbots become increasingly common in offering health recommendations, understanding the accuracy of their recommendations is important.

"The findings show that AI chatbots can offer advice with accuracy levels comparable to those reported by healthcare professionals in Australia," said Associate Professor Saragiotto.




The research found that AI chatbots excelled in answering questions related to suggested treatment and self-management, while risk factors had the most inaccuracies.

Questions such as "What complementary therapies like massage or acupuncture could alleviate lower back pain?" received accurate recommendations. The study also noted that AI chatbots consistently recommended exercise for preventing and managing low back pain, which is considered an accurate recommendation.

However, the study also showed that AI chatbots provided inaccurate recommendations to other commonly asked questions. For example, while poor posture does not cause low back pain, AI chatbots said that it does 88% of the time.

Another key observation was the ability of AI chatbots to recognise situations requiring medical referrals. In cases where professional care should be recommended, the AI systems advised users to consult a healthcare provider in 70-100% of instances.

"Our research indicates that AI chatbots have the potential to be a valuable resource for those seeking initial guidance on managing low back pain," said Dr Giovanni Ferreira, Research Fellow at theUniversity of Sydney Institute for Musculoskeletal Health, and one of the authors of the study.

"It's important to note that these tools should complement, not replace, professional medical advice." said Dr Ferreira.




Despite these encouraging results, researchers identified limitations in the AI chatbots' performance. Notably, responses were often complex, with a readability level suitable for individuals with a 10th to 12th-grade or university-level education.

"While the accuracy of the AI-generated advice was impressive, we must consider the accessibility of this information," said Associate Professor Saragiotto.

"Ensuring that health guidance is understandable to a broad audience remains an important challenge in the development of AI health tools."

The research comes at a time of increasing reliance on digital health information, with many patients turning to online resources before or instead of consulting a healthcare professional.

Associate Professor Saragiotto stressed the importance of recognising both the capabilities and limitations of AI resources in managing common health concerns like low back pain.

"As AI technology continues to evolve, further research will be necessary to refine these tools and ensure they can provide accurate, accessible, and safe health information to the public," he said.
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Astronomers catch a glimpse of a uniquely inflated and asymmetric exoplanet | ScienceDaily
Astronomers from the University of Arizona, along with an international group of researchers, observed the atmosphere of a hot and uniquely inflated exoplanet using NASA's James Webb Space Telescope. The exoplanet, which is the size of Jupiter but only a tenth of its mass, is found to have east-west asymmetry in its atmosphere, meaning that there is a significant difference between the two edges of its atmosphere.


						
The findings are published in the journal Nature Astronomy. 

"This is the first time the east-west asymmetry of any exoplanet has ever been observed as it transits its star, from space," said lead study author Matthew Murphy, a graduate student at the U of A Steward Observatory. A transit is when a planet passes in front of its star -- like the moon does during a solar eclipse.

"I think observations made from space have a lot of different advantages versus observations that are made from the ground," Murphy said.

East-west asymmetry of an exoplanet refers to differences in atmospheric characteristics, such as temperature or cloud properties, observed between the eastern and western hemispheres of the planet. Determining whether this asymmetry exists or not is crucial for understanding the climate, atmospheric dynamics and weather patterns of exoplanets -- planets that exist beyond our solar system.

The exoplanet WASP-107b is tidally locked to its star. That means that the exoplanet always shows the same face to the star it is orbiting. One hemisphere of the tidally locked exoplanet perpetually faces the star it orbits, while the other hemisphere always faces away, resulting in a permanent day side and a permanent night side of the exoplanet.

Murphy and his team used the transmission spectroscopy technique with the James Webb Space Telescope. This is the primary tool that astronomers use to gain insights into what makes up the atmospheres of other planets, Murphy said. The telescope took a series of snapshots as the planet passed in front of its host star, encoding information about the planet's atmosphere. Taking advantage of new techniques and the unprecedented precision of the James Webb Space Telescope, the researchers were able to separate the signals of the atmosphere's eastern and western sides and get a more focused look at specific processes happening in the exoplanet's atmosphere.




"These snapshots tell us a lot about the gases in the exoplanet's atmosphere, the clouds, structure of the atmosphere, the chemistry and how everything changes when receiving different amounts of sunlight," Murphy said.

The exoplanet WASP-107b is unique in that it has a very low density and relatively low gravity, resulting in an atmosphere that is more inflated than other exoplanets of its mass would be.

"We don't have anything like it in our own solar system. It is unique, even among the exoplanet population," Murphy said.

WASP-107b is roughly 890 degrees Fahrenheit -- a temperature that is intermediate between the planets of our solar system and the hottest exoplanets known.

"Traditionally, our observing techniques don't work as well for these intermediate planets, so there's been a lot of exciting open questions that we can finally start to answer," Murphy said. "For example, some of our models told us that a planet like WASP-107b shouldn't have this asymmetry at all -- so we're already learning something new."

Researchers have been looking at exoplanets for almost two decades, and many observations from both the ground and space have helped astronomers guess what the atmosphere of exoplanets would look like, said Thomas Beatty, study co-author and an assistant professor of astronomy at the University of Wisconsin-Madison.

"But this is really the first time that we've seen these types of asymmetries directly in the form of transmission spectroscopy from space, which is the primary way in which we understand what exoplanet atmospheres are made of -- it's actually amazing," Beatty said.

Murphy and his team have been working on the observational data they have gathered and are planning to take a much more detailed look at what's going on with the exoplanet, including additional observations, to understand what drives this asymmetry.

"For almost all exoplanets, we can't even look at them directly, let alone be able to know what's going on one side versus the other," Murphy said. "For the first time, we're able to take a much more localized view of what's going on in an exoplanet's atmosphere."
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Graphene spike mat and fridge magnet technology to fight against antibiotic resistance | ScienceDaily
With strong bactericidal properties, graphene has the potential to become a game changer in the fight against antibiotic-resistant bacteria. So far there have been no efficient ways to control these properties -- and thus no way to make use of graphene's potential in healthcare. Now researchers at Chalmers University of Technology, in Sweden, have solved the problem by using the same technology found in an ordinary fridge magnet. The result of which, is an ultra-thin acupuncture-like surface that can act as a coating on catheters and implants -- killing 99.9 percent of all bacteria on a surface.


						
Healthcare-associated infections are a widespread problem around the world, causing great suffering, high healthcare costs and a heightened risk of increased antibiotic resistance. Most infections occur in connection with the use of various medical technology products such as catheters, hip prostheses, knee prostheses and dental implants, where bacteria are able to enter the body via a foreign surface. At Chalmers University of Technology, researchers have been exploring how graphene, an atomically thin two-dimensional graphite material, can contribute to the fight against antibiotic resistance and infections in healthcare. The research team has previously been able to show how vertically standing graphene flakes prevent bacteria from attaching to the substrate. Instead, the bacteria are cut to pieces on the razor-sharp flakes and die.

"We are developing a graphene-based, ultra-thin, antibacterial material that can be applied to any surface, including biomedical devices, surgical surfaces and implants to exclude bacteria. "Since graphene prevents bacteria from physically attaching to a surface, it has the added advantage that you do not risk increasing antibiotic resistance, unlike with other chemical alternatives, such as antibiotics," says Ivan Mijakovic, Professor of Systems Biology at Chalmers University of Technology and one of the authors of the recently published study.

Kills 99.99% of bacteria on a surface 

However, the researchers have been facing a challenge. Although its bactericidal properties can be demonstrated in the laboratory, the researchers have not yet managed to control the orientation direction of the graphene flakes- and subsequently not been able to apply the material on surfaces used on medical devices used in healthcare. So far, the bactericidal properties of graphene have only been able to be controlled in one specific direction: the flow direction of the manufacturing process. But now the Chalmers researchers have had a promising breakthrough for a practical application in healthcare -- and beyond.

"We have managed to find a way to control the effects of graphene practically in several different directions and with a very high level of uniformity of the orientation. This new orientation method makes it possible to integrate graphene nanoplates into medical plastic surfaces and get an antibacterial surface that kills 99.9% of the bacteria that try to attach. This paves the way for significantly greater flexibility when you want to manufacture bacteria-killing medical devices using graphene," says Roland Kadar, Professor of Rheology at Chalmers University of technology.

Unpreceded efficiency by controlling magnetic fields

By arranging earth magnets in a circular pattern making the magnetic field inside the array arrange in a straight direction, the researchers were able to induce a uniform orientation of the graphene and reach a very high bactericidal effect on surfaces of any shape.




The method, published in Advanced Functional Materials, is called "Halbach array" and means that the magnetic field inside the magnet array is strengthened and uniform while it is weakened on the other side, enabling a strong unidirectional orientation of graphene. The technology is similar to what you would find in a refrigerator magnet.

"This is the first time the Halbach array method has been used to orient graphene in a polymer nanocomposite. Now that we have seen the results, of course we want these graphene plates to get introduced in the healthcare sector so that we can reduce the number of healthcare-related infections, reduce suffering for patients and counteract antibiotic resistance," says Viney Ghai, researcher in Rheology and Processing of Soft Matter at Chalmers University of Technology.

The new orientation technology shows significant potential in other areas, for example in batteries, supercapacitors, sensors and durable water-resistant packaging materials.

"Given its broad impact across these areas, this method truly opens up new horizons in material alignment, providing a powerful tool for the successful design and customisation of nanostructures that biomimic the intricate architectures found in natural systems," says Roland Kadar.
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Low-temperature conversion of ammonia to hydrogen via electric field-aided surface protonics | ScienceDaily
Ammonia (NH3) can be decomposed to produce hydrogen gas without releasing CO2. The ease of transport and high hydrogen density make it valuable for the green energy industry. A drawback of using NH3 is that it requires very high temperatures for decomposition reactions. In an example of university-industry collaboration, a team of Japanese researchers presented a surface protonics-assisted method for the on-demand production of green hydrogen from ammonia using an electric field and Ru/CeO2 catalyst.


						
Hydrogen gas, owing to its high energy density and carbon-free nature, is gaining much attention as the energy source for a green and sustainable future. Despite being the most abundant element in the universe, hydrogen is mostly found in a bound state as chemical compounds such as ammonia, metal hydrides, and other hydrogenated compounds.

Among all the hydrogen carriers, ammonia stands out as a promising candidate owing to its wide availability, high hydrogen content with hydrogen making up 17.6% of its mass, and ease of liquefaction as well as transportation. A major drawback that hinders its exploitation as an on-demand green hydrogen source for practical applications is the need for extremely high temperatures (>773K) for its decomposition. Hydrogen production for fuel cells and internal combustion engine usage calls for high ammonia conversion rates at low temperatures.

To solve this problem, a new compact process that could operate at a lower temperature was presented by Professor Yasushi Sekine from Waseda University, with his team including Yukino Ofuchi and Sae Doi from Waseda University, and Kenta Mitarai from Yanmar Holdings. They demonstrated an experimental setup of a high rate of ammonia-to-hydrogen conversion at remarkably lower temperatures by applying an electric field in the presence of a highly active and readily producible Ru/CeO2 catalyst. This study was published in Chemical Scienceon August 27, 2024.

"This is a collaborative project between our laboratory at Waseda University and Yanmar Holdings which is a leading company in ammonia utilization. We aimed to develop a process that would enable us to exploit the ability of ammonia to generate hydrogen on-demand," states Sekine. Adding to this, he says, "So, we started investigating conventional thermal catalytic systems where the reaction proceeds through N and H adsorbate formation through dissociation of N-H bonds and the recombination of the adsorbates to form respective N2 and H2 gases," while sharing the motivation behind the research study.

The team observed that the rate-determining step on an active metal Ru was the desorption of nitrogen at low temperatures and the dissociation of N-H at high temperatures. Their effort to overcome this issue led them to electric field-assisted catalytic reactions. This technique improved the proton conduction at the surface of the catalyst and reduced the activation energy required for the reaction along with its reaction temperatures to facilitate efficient ammonia conversion.

Using this information, the team designed a novel thermal catalytic system for low-temperature decomposition of ammonia to hydrogen assisted by easily producible Ru/CeO2 catalyst and DC electric field. They found that their proposed strategy efficiently decomposed ammonia even below 473 K. Given a long enough contact time between the ammonia feed and the catalyst, 100% conversion rate was achieved at 398 K, surpassing the equilibrium conversion rate. This was attributed to the electric field's ability to promote surface protonics -- proton hopping on the catalyst surface assisted by a DC electric field. This lowers the apparent activation energies of the ammonia conversion reaction.

In contrast, they observed that the lack of an electric field significantly slowed down the nitrogen desorption process causing the ammonia decomposition reaction to stop after some time. The significance of surface protonics in improving ammonia conversion rate was further supported by the experimental and density functional theory calculations carried out by the researchers.

This new strategy demonstrated that green hydrogen can be produced from ammonia at low temperatures with an irreversible pathway, ensuring almost 100% conversion at high reaction rates. "We believe that our proposed method can accelerate the widespread adoption of clean alternative fuels by making the on-demand synthesis of CO2-free hydrogen easier than ever," concludes Sekine.
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Improved cement to protect the living treasures of our coastlines | ScienceDaily
Coastlines are vital to our world's ecology and economy. Coastal ecosystems help maintain biodiversity, provide natural barriers against erosion, storms, and flooding, and act as large carbon sinks to reduce greenhouse gases. Sustainable fisheries and seaside tourist venues support local economies.


						
Natural coastlines, including coral reefs, marshes, and mangroves, are complete and stable, capable of self-regulation and restoration. That is, unless human interventions, such as urbanization, overdevelopment, pollution, and human-made erosion, make these areas vulnerable to devastation.

Artificial coastlines, including human-made dikes and other engineered constructions, can help prevent erosion and protect from storms and flooding. However, ecological functions remain unprotected from many of these structures.

In Biointerphases, an AVS journal published by AIP Publishing, researchers from Southeast University and the University of Chinese Academy of Science investigated the use of specialized types of cement for coastline ecological protection.

"New substrate materials need to be developed to reduce the biological toxicity effects on marine organisms," said author Xiaolin Lu.

Current artificial reef blocks are built using cement with a highly alkaline pH of +12 which is harmful to biofilm on reef surfaces. Biofilm, made up of such microorganisms as bacteria, algae, and fungi, provides food for grazers and promotes larval settlement.

The team started with a limestone and clay cement that hardens underwater. Two types of treatments were added to the cement: polyacrylamide, a synthetic resin used in water treatment, and chitosan, a form of sugar made from the shells of shrimp and other crustaceans. The two treatments were mixed into the cement to form the hardened substrate, and they were sprayed onto previously hardened cement as a surface treatment.




The bulk-treated and surface-treated samples were tested for mechanical strength and biofilm and coral growth. The samples, along with a control of plain cement, were placed in a sea tank and treated with biofilm cultures and transplanted coral.

After two days, biofilm was found active and growing well on the surface-treated samples. After 30 days, biofilm growth was found to be greatest on the surface-treated samples, a little less on the bulk-treated samples, and significantly less on the cement control. The reduced biofilm growth on the control was attributed to the high alkalinity of the cement without anything to block its effects. Transplanted coral samples also survived and grew better on the surface-treated samples.

While the bulk-treated samples supported reduced survival and growth of both biofilm and coral, mechanical properties appeared to be significantly reduced compared to the control and the surface-treated samples.

"These new treatments showed the necessary biocompatibility in a simulated marine eco-environment, which can be used to promote biofilm growth without interfering in extended habitation of model coral samples," said Lu.

Future research from the team will focus on long-term surface wear testing and biocompatibility in real-life applications.
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New battery cathode material could revolutionize EV market and energy storage | ScienceDaily
A multi-institutional research team led by Georgia Tech's Hailong Chen has developed a new, low-cost cathode that could radically improve lithium-ion batteries (LIBs) -- potentially transforming the electric vehicle (EV) market and large-scale energy storage systems.


						
"For a long time, people have been looking for a lower-cost, more sustainable alternative to existing cathode materials. I think we've got one," said Chen, an associate professor with appointments in the George W. Woodruff School of Mechanical Engineering and the School of Materials Science and Engineering.

The revolutionary material, iron chloride (FeCl3), costs a mere 1-2% of typical cathode materials and canstore the same amount of electricity. Cathode materials affect capacity, energy, and efficiency, playing a major role in a battery's performance, lifespan, and affordability.

"Our cathode can be a game-changer," said Chen, whose team describes its work in Nature Sustainability. "It would greatly improve the EV market -- and the whole lithium-ion battery market."

First commercialized by Sony in the early 1990s, LIBs sparked an explosion in personal electronics, like smartphones and tablets. The technology eventually advanced to fuel electric vehicles, providing a reliable, rechargeable, high-density energy source. But unlike personal electronics, large-scale energy users like EVs are especially sensitive to the cost of LIBs.

Batteries are currently responsible for about 50% of an EV's total cost, which makes these clean-energy cars more expensive than their internal combustion, greenhouse-gas-spewing cousins. The Chen team's invention could change that.

Building a Better Battery

Compared to old-fashioned alkaline and lead-acid batteries, LIBs store more energy in a smaller package and power a device longer between charges. But LIBs contain expensive metals, including semiprecious elements like cobalt and nickel, and they have a high manufacturing cost.




So far, only four types of cathodes have been successfully commercialized for LIBs. Chen's would be the fifth, and it would represent a big step forward in battery technology: the development of an all-solid-state LIB.

Conventional LIBs use liquid electrolytes to transport lithium ions for storing and releasing energy. They have hard limits on how much energy can be stored, and they can leak and catch fire. But all-solid-state LIBs use solid electrolytes, dramatically boosting a battery's efficiency and reliability and making it safer and capable of holding more energy. These batteries, still in the development and testing phase, would be a considerable improvement.

As researchers and manufacturers across the planet race to make all-solid-state technology practical, Chen and his collaborators have developed an affordable and sustainable solution. With the FeCl3 cathode, a solid electrolyte, and a lithium metal anode, the cost of their whole battery system is 30-40% of current LIBs.

"This could not only make EVs much cheaper than internal combustion cars, but it provides a new and promising form of large-scale energy storage, enhancing the resilience of the electrical grid," Chen said. "In addition, our cathode would greatly improve the sustainability and supply chain stability of the EV market."

Solid Start to New Discovery

Chen's interest in FeCl3 as a cathode material originated with his lab's research into solid electrolyte materials. Starting in 2019, his lab tried to make solid-state batteries using chloride-based solid electrolyteswith traditional commercial oxide-based cathodes. It didn't go well -- the cathode and electrolyte materials didn't get along.




The researchers thought a chloride-based cathode could provide a better pairing with the chloride electrolyte to offer better battery performance.

"We found a candidate (FeCl3) worth trying, as its crystal structure is potentially suitable for storing and transporting Li ions, and fortunately, it functioned as we expected," said Chen.

Currently, the most popularly used cathodes in EVs are oxides and require a gigantic amount of costly nickel and cobalt, heavy elements that can be toxic and pose an environmental challenge. In contrast, the Chen team's cathode contains only iron (Fe) and chlorine (Cl) -- abundant, affordable, widely used elements found in steel and table salt.

In their initial tests, FeCl3 was found to perform as well as or better than the other, much more expensive cathodes. For example, it has a higher operational voltage than the popularly used cathode LiFePO4 (lithium iron phosphate, or LFP), which is the electrical force a battery provides when connected to a device, similar to water pressure from a garden hose.

This technology may be less than five years from commercial viability in EVs. For now, the team will continue investigating FeCl3 and related materials, according to Chen. The work was led by Chen and postdoc Zhantao Liu (the lead author of the study). Collaborators included researchers from Georgia Tech's Woodruff School (Ting Zhu) and the School of Earth and Atmospheric Sciences (Yuanzhi Tang), as well as the Oak Ridge National Laboratory (Jue Liu) and the University of Houston (Shuo Chen).

"We want to make the materials as perfect as possible in the lab and understand the underlying functioning mechanisms," Chen said. "But we are open to opportunities to scale up the technology and push it toward commercial applications."
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Low gravity in space travel found to weaken and disrupt normal rhythm in heart muscle cells | ScienceDaily
Johns Hopkins Medicine scientists who arranged for 48 human bioengineered heart tissue samples to spend 30 days at the International Space Station report evidence that the low gravity conditions in space weakened the tissues and disrupted their normal rhythmic beats when compared to earth-bound samples from the same source.


						
The scientists said the heart tissues "really don't fare well in space," and over time, the tissues aboard the space station beat about half as strong as tissues from the same source kept on Earth.

The findings, they say, expand scientists' knowledge of low gravity's potential effects on astronauts' survival and health during long space missions, and they may serve as models for studying heart muscle aging and therapeutics on Earth.

A report of the scientists' analysis of the tissues will be published during the week of Sept. 23 in the Proceedings of the National Academy of Sciences.

Previous studies showed that some astronauts return to Earth from outer space with age-related conditions, including reduced heart muscle function and arrythmias (irregular heartbeats), and that some, but not all, effects dissipate over time after their return.

But scientists have sought ways to study such effects at a cellular and molecular level in a bid to find ways to keep astronauts safe during long spaceflights, says Deok-Ho Kim, Ph.D., a professor of biomedical engineering and medicine at the Johns Hopkins University School of Medicine. Kim led the project to send heart tissue to the space station.

To create the cardiac payload, scientist Jonathan Tsui, Ph.D., coaxed human induced pluripotent stem cells (iPSCs) to develop into heart muscle cells (cardiomyocytes). Tsui, who was a Ph.D. student in Kim's lab at the University of Washington, accompanied Kim as a postdoctoral fellow when Kim moved to The Johns Hopkins University in 2019. They continued the space biology research at Johns Hopkins.




Tsui then placed the tissues in a bioengineered, miniaturized tissue chip that strings the tissues between two posts to collect data about how the tissues beat (contract). The cells' 3D housing was designed to mimic the environment of an adult human heart in a chamber half the size of a cell phone.

To get the tissues aboard the SpaceX CRS-20 mission, which launched in March 2020 bound for the space station, Tsui says he had to hand carry the tissue chambers on a plane to Florida, and continue caring for the tissues for a month at the Kennedy Space Center. Tsui is now a scientist at Tenaya Therapeutics, a company focused on heart disease prevention and treatment.

Once the tissues were on the space station, the scientists received real-time data for 10 seconds every 30 minutes about the cells' strength of contraction, known as twitch forces, and on any irregular beating patterns. Astronaut Jessica Meir, Ph.D., M.S., changed the liquid nutrients surrounding the tissues once each week and preserved tissues at specific intervals for later gene readout and imaging analyses.

The research team kept a set of cardiac tissues developed the same way on Earth, housed in the same type of chamber, for comparison with the tissues in space.

When the tissue chambers returned to Earth, Tsui continued to maintain and collect data from the tissues.

"An incredible amount of cutting-edge technology in the areas of stem cell and tissue engineering, biosensors and bioelectronics, and microfabrication went into ensuring the viability of these tissues in space," says Kim, whose team developed the tissue chip for this project and subsequent ones.




Devin Mair, Ph.D., a former Ph.D. student in Kim's lab and now a postdoctoral fellow at Johns Hopkins, then analyzed the tissues' ability to contract.

In addition to losing strength, the heart muscle tissues in space developed irregular beating (arrythmias) -- disruptions that can cause a human heart to fail. Normally, the time between one beat of cardiac tissue and the next is about a second. This measure, in the tissues aboard the space station, grew to be nearly five times longer than those on Earth, although the time between beats returned nearly to normal when the tissues returned to Earth.

The scientists also found, in the tissues that went to space, that sarcomeres -- the protein bundles in muscle cells that help them contract -- became shorter and more disordered, a hallmark of human heart disease.

In addition, energy-producing mitochondria in the space-bound cells grew larger, rounder and lost the characteristic folds that help the cells use and produce energy.

Finally, Mair, Eun Hyun Ahn, Ph.D. -- an assistant research professor of biomedical engineering -- and Zhipeng Dong, a Johns Hopkins Ph.D. student, studied the gene readout in the tissues housed in space and on Earth. The tissues at the space station showed increased gene production involved in inflammation and oxidative damage, also hallmarks of heart disease.

"Many of these markers of oxidative damage and inflammation are consistently demonstrated in post flight checks of astronauts," says Mair.

Kim's lab sent a second batch of 3D engineered heart tissues to the space station in 2023 to screen for drugs that may protect the cells from the effects of low gravity. This study is on-going, and according to the scientists, these same drugs may help people maintain heart function as they get older.

The scientists are continuing to improve their "tissue on a chip" system and are studying effects of radiation on heart tissues at the NASA Space Radiation Laboratory. The space station is in low Earth orbit, where the planet's magnetic field shields occupants from most of the effects of space radiation.

Kim is a co-founder, scientific advisory board member and equity holder of Curi Bio, which develops bioengineered tissue platforms for drug development. Ahn is Kim's spouse and serves as a co-investigator or principal investigator of NIH grants: UG3EB028094, UH3TR003519 and R21CA220111.

Funding for the research was provided by the National Institutes of Health (UG3EB028094, UH3TR003519, UH3TR003271, R01HL164936, R01HL156947, R21CA220111).
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Paving the way for new treatments | ScienceDaily
A University of Missouri researcher has created a computer program that can unravel the mysteries of how proteins work together -- giving scientists valuable insights to better prevent, diagnose and treat cancer and other diseases.


						
Jianlin "Jack" Cheng from Mizzou's College of Engineering and his student, Nabin Giri, have developed a tool called Cryo2Struct that uses artificial intelligence (AI) to build the three-dimensional atomic structure of large protein complexes, work recently published in Nature Communications. The model uses data from pictures of frozen molecules captured by powerful microscopes, or cryo-electron microscopy (cryo-EM) images.

"Cryo-EM right now is a revolutionary, key technology for determining large protein structures and assemblies in cells," said Cheng, a Curators' Distinguished Professor of Electrical Engineering and Computer Science. "But building protein structures from Cryo-EM data is labor intensive and requires a lot of human intervention, making it time-consuming and hard to reproduce. Our technique is fully automated and generates more accurate structures than existing methods."

Predicting proteins

To understand the significance of the work you have to know a bit about proteins and the decades-old struggle to understand them.

Proteins are the building blocks of life. They start as strings of amino acids that fold into three-dimensional shapes. Those shapes determine how a protein will function.

For more than 50 years, that folding process baffled researchers.




Cheng was among the first to apply deep learning, a type of AI, to the problem. In 2012, he demonstrated an AI-based model that proved deep learning could predict protein structures. The work paved the way for groundbreaking advancements, including Google's AlphaFold, now considered the most accurate tool in the world for predicting protein structures.

But predicting a single protein structure is only half of the problem. In the real world, proteins work together as molecular machines that carry out complicated biological functions. Understanding protein interactions is critical because they determine how diseases develop and help scientists figure out how best to treat them.

Cracking the code

Cheng's Cryo2Struct operates a little like a detective cracking a case without any clues.

The system analyzes cryo-EM images and identifies the individual atoms and their positions within a protein complex, even when there's no prior knowledge of the structure. The system can then assemble these atoms into a complete 3D model of protein complexes, providing insights into how proteins function.

"Our technology enables scientists to determine and build a structure from cryo-EM data," Cheng said. "Once you have that structure and understand its functions, you can design drugs to counter any faulty functions of a protein complex to make it function properly."

In a related paper published in Chemistry Communications, Cheng and his student, Alex Morehead, explored a different AI method called diffusion model, modeling how molecular structures evolve from random noise into well-defined shapes. Those methods can help scientists generate and optimize small molecules, including drugs, and determine how and where those drugs bind to proteins.




"For instance, I have a drug, and I want to make it work better for some patients," Cheng said. "Now I can use AI to change it and optimize it."

Mizzou's interdisciplinary resources helped make the breakthrough possible. Cheng is a researcher at NextGen Precision Health, where he has access to Cryo-EM and high-resolution electron microscopy.

"The opportunities at Mizzou to collaborate with other researchers and utilize state-of-the-art equipment are unparalleled," he said. "At NextGen, we're all working to advance highly individualized health care, and technologies like Cryo2Struct will help make that possible."
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Research quantifying 'nociception' could help improve management of surgical pain | ScienceDaily
The degree to which a surgical patient's subconscious processing of pain, or "nociception," is properly managed by their anesthesiologist will directly affect the degree of post-operative drug side effects they'll experience and the need for further pain management they'll require. But pain is a subjective feeling to measure, even when patients are awake, much less when they are unconscious. In a new study, MIT and Massachusetts General Hospital (MGH) researchers describe a set of statistical models that objectively quantified nociception during surgery. Ultimately, they hope to help anesthesiologists optimize drug dose and minimize post-operative pain and side effects.


						
The new models integrate data meticulously logged over 18,582 minutes of 101 abdominal surgeries in men and women at MGH. Led by former MIT graduate student Sandya Subramanian, now an assistant professor at UC Berkeley and UC San Francisco, the researchers collected and analyzed data from five physiological sensors as patients experienced a total of 49,878 distinct "nociceptive stimuli" (such as incisions or cautery). Moreover, the team recorded what drugs were administered, and how much and when, to factor in their effects on nociception or cardiovascular measures. They then used all the data to develop a set of statistical models that performed well in retrospectively indicating the body's response to nociceptive stimuli.

The team's goal is to furnish such accurate, objective, and physiologically principled information in real-time to anesthesiologists who currently have to rely heavily on intuition and past experience in deciding how to administer pain-control drugs during surgery. If anesthesiologists give too much, patients can experience side effects ranging from nausea to delirium. If they give too little, patients may feel excessive pain after they awaken.

"Sandya's work has helped us establish a principled way to understand and measure nociception (unconscious pain) during general anesthesia," said study senior author Emery N. Brown, Edward Hood Taplin Professor of Medical Engineering and Computational Neuroscience in The Picower Institute for Learning and Memory, the Institute for Medical Engineering and Science, and the Department of Brain and Cognitive Sciences at MIT. Brown is also an anesthesiologist at MGH and a Professor at Harvard Medical School. "Our next objective is to make the insights that we have gained from Sandya's studies reliable and practical for anesthesiologists to use during surgery."

Surgery and statistics

The research, published in The Proceedings of the National Academy of Sciences, began as Subramanian's doctoral thesis project in Brown's lab in 2017. The best prior attempts to objectively model nociception have either relied solely on the electrocardiogram (ECG, an indirect indicator of heart-rate variability) or other systems that may incorporate more than one measurement, but were either based on lab experiments using pain stimuli that do not compare in intensity to surgical pain or were validated by statistically aggregating just a few time points across multiple patients' surgeries, Subramanian said.

"There's no other place to study surgical pain except for the operating room," Subramanian said. "We wanted to not only develop the algorithms using data from surgery, but also actually validate it in the context in which we want someone to use it. If we are asking them to track moment-to-moment nociception during an individual surgery, we need to validate it in that same way."

So she and Brown worked to advance the state of the art by collecting multi-sensor data during the whole course of actual surgeries and by accounting for the confounding effects of the drugs administered. In that way, they hoped to develop a model that could make accurate predictions that remained valid for the same patient all the way through their operation.




Part of the improvements the team achieved arose from tracking patterns of heart rate and also skin conductance. Changes in both of these physiological factors can be indications of the body's primal "fight or flight" response to nociception or pain, but some drugs used during surgery directly affect cardiovascular state, while skin conductance (or "EDA," electrodermal activity) remains unaffected. The study measures not only ECG but also backs it up with PPG, an optical measure of heart rate (like the oxygen sensor on a smartwatch), because ECG signals can sometimes be made noisy by all the electrical equipment buzzing away in the operating room. Similarly, Subramanian backstopped EDA measures with measures of skin temperature to ensure that changes in skin conductance from sweat were because of nociception and not simply the patient being too warm. The study also tracked respiration.

Then the authors performed statistical analyses to develop physiologically relevant indices from each of the cardiovascular and skin conductance signals. And once each index was established, further statistical analysis enabled tracking the indices together to produce models that could make accurate, principled predictions of when nociception was occurring and the body's response.

Nailing nociception

In four versions of the model, Subramanian "supervised" them by feeding them information on when actual nociceptive stimuli occurred so that they could then learn the association between the physiological measurements and the incidence of pain-inducing events. In some of these trained versions she left out drug information and in some versions she used different statistical approaches (either "linear regression" or "random forest"). In a fifth version of the model, based on a "state space" approach, she left it unsupervised, meaning it had to learn to infer moments of nociception purely from the physiological indices. She compared all five versions of her model to one of the current industry standards, an ECG-tracking model called ANI.

Each model's output can be visualized as a graph plotting the predicted degree of nociception over time. ANI performs just above chance but is implemented in real time. The unsupervised model performed better than ANI, though not quite as well as the supervised models. The best performing of those was one that incorporated drug information and used a "random forest" approach. Still, the authors note, the fact that the unsupervised model performed significantly better than chance suggests that there is indeed an objectively detectable signature of the body's nociceptive state even when looking across different patients.

"A state space framework using multisensory physiological observations is effective in uncovering this implicit nociceptive state with a consistent definition across multiple subjects," wrote Subramanian, Brown and their co-authors. "This is an important step toward defining a metric to track nociception without including nociceptive 'ground truth' information, most practical for scalability and implementation in clinical settings."

Indeed the next steps for the research are to increase the data sampling and to further refine the models so that they can eventually be put into practice in the operating room. That will require enabling them to predict nociception in real-time, rather than in post-hoc analysis. When that advance is made, that will enable anesthesiologists or intensivists to inform their pain drug dosing judgements. Further into the future, the model could inform closed-loop systems that automatically dose drugs under the anesthesiologist's supervision.




"Our study in an important first step toward developing objective markers to track surgical nociception," the authors concluded. "These markers will enable objective assessment of nociception in other complex clinical settings, such as the ICU, as well as catalyze future development of closed-loop control systems for nociception."

In addition to Subramanian and Brown, the paper's other authors are Bryan Tseng, Marcela del Carmen, Annekathryn Goodman, Douglas Dahl and Riccardo Barbieri.

Funding from The JPB Foundation, The Picower Institute for Learning and Memory, George J. Elbaum (MIT '59, SM '63, PhD '67), Mimi Jensen, Diane B. Greene (MIT, SM '78), Mendel Rosenblum, Bill Swanson, Cathy and Lou Paglia, annual donors to the Anesthesia Initiative Fund, the National Science Foundation and an MIT Office of Graduate Education Collabmore-Rogers Fellowshipsupported the research.
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Early-universe quasar neighborhoods are indeed cluttered | ScienceDaily
Quasars are the most luminous objects in the Universe and are powered by material accreting onto supermassive black holes at the centers of galaxies. Studies have shown that early-Universe quasars have black holes so massive that they must have been swallowing gas at very high rates, leading most astronomers to believe that these quasars formed in some of the densest environments in the Universe where gas was most available. However, observational measurements seeking to confirm this conclusion have thus far yielded conflicting results. Now, a new study using the Dark Energy Camera (DECam) points the way to both an explanation for these disparate observations and also a logical framework to connect observation with theory.


						
DECam was fabricated by the Department of Energy and is mounted on the U.S. National Science Foundation Victor M. Blanco 4-meter Telescope at Cerro Tololo Inter-American Observatory in Chile, a Program of NSF NOIRLab.

The study was led by Trystan Lambert, who completed this work as a PhD student at Diego Portales University's Institute of Astrophysical Studies in Chile [1] and is now a postdoc at the University of Western Australia node at the International Centre for Radio Astronomy Research (ICRAR). Utilizing DECam's massive field of view, the team conducted the largest on-sky area search ever around an early-Universe quasar in an effort to measure the density of its environment by counting the number of surrounding companion galaxies.

For their investigation, the team needed a quasar with a well-defined distance. Luckily, quasar VIK 2348-3054 has a known distance, determined by previous observations with the Atacama Large Millimeter/submillimeter Array (ALMA), and DECam's three-square-degree field of view provided an expansive look at its cosmic neighborhood. Serendipitously, DECam is also equipped with a narrowband filter perfectly matched for detecting its companion galaxies. "This quasar study really was the perfect storm," says Lambert. "We had a quasar with a well-known distance, and DECam on the Blanco telescope offered the massive field of view and exact filter that we needed."

DECam's specialized filter allowed the team to count the number of companion galaxies around the quasar by detecting a very specific type of light they emit, known as Lyman-alpha radiation. Lyman alpha radiation is a specific energy signature of hydrogen, produced when it is ionized and then recombined during the process of star formation. Lyman-alpha emitters are typically younger, smaller galaxies, and their Lyman-alpha emission can be used as a way to reliably measure their distances. Distance measurements for multiple Lyman-alpha emitters can then be used to construct a 3D map of a quasar's neighborhood.

After systematically mapping the region of space around quasar VIK J2348-3054, Lambert and his team found 38 companion galaxies in the wider environment around the quasar -- out to a distance of 60 million light-years -- which is consistent with what is expected for quasars residing in dense regions. However, they were surprised to find that within 15 million light-years of the quasar, there were no companions at all.

This finding illuminates the reality of past studies aimed at classifying early-Universe quasar environments and proposes a possible explanation for why they have turned out conflicting results. No other survey of this kind has used a search area as large as the one provided by DECam, so to smaller-area searches a quasar's environment can appear deceptively empty.




"DECam's extremely wide view is necessary for studying quasar neighborhoods thoroughly. You really have to open up to a larger area," says Lambert. "This suggests a reasonable explanation as to why previous observations are in conflict with one another."

The team also suggests an explanation for the lack of companion galaxies in the immediate vicinity of the quasar. They postulate that the intensity of the radiation from the quasar may be large enough to affect, or potentially stop, the formation of stars in these galaxies, making them invisible to our observations.

"Some quasars are not quiet neighbors," says Lambert. "Stars in galaxies form from gas that is cold enough to collapse under its own gravity. Luminous quasars can potentially be so bright as to illuminate this gas in nearby galaxies and heat it up, preventing this collapse."

Lambert's team is currently following up with additional observations to obtain spectra and confirm star formation suppression. They also plan to observe other quasars to build a more robust sample size.

"These findings show the value of the National Science Foundation's productive partnership with the Department of Energy," says Chris Davis, NSF program director for NSF NOIRLab. "We expect that productivity will be amplified enormously with the upcoming NSF-DOE Vera C. Rubin Observatory, a next-generation facility that will reveal even more about the early Universe and these remarkable objects."

Notes

[1] This study was made possible through a collaboration between researchers at Diego Portales University and the Max Planck Institute of Astronomy. A portion of this work was funded through a grant by Chile's National Research and Development Agency (ANID) for collaborations with the Max Planck Institutes.
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Compact 'gene scissor' enables effective genome editing | ScienceDaily
CRISPR-Cas is used broadly in research and medicine to edit, insert, delete or regulate genes in organisms. TnpB is an ancestor of this well-known "gene scissor" but is much smaller and thus easier to transport into cells. Using protein engineering and AI algorithms, UZH researchers have now enhanced TnpB capabilities to make DNA editing more efficient and versatile, paving the way for treating a genetic defect for high cholesterol in the future.


						
CRISPR-Cas systems, which consist of protein and RNA components, originally developed as a natural defense mechanism of bacteria to fend off intruding viruses. Over the last decade, re-engineering these so-called "gene scissors" has revolutionized genetic engineering in science and medicine. The tools can be programmed to find a specific location in our DNA and edit the genetic information in a precise manner. For example, a disease-causing mutation in the DNA can be reverted to its healthy state.

Much smaller genome editing tool

It was recently discovered that Cas proteins evolved from much smaller proteins, with TnpB being the progenitor of Cas12. Since the large size of Cas proteins creates challenges when trying to deliver them to the right cells in the body, recent studies tried to use their smaller evolutionary progenitors as a genome editing tool. The problem with these small alternatives is that they function less efficiently. This hurdle has now been tackled by a research team headed by Gerald Schwank from the Institute of Pharmacology and Toxicology at the University of Zurich (UZH) together with colleagues from the ETH Zurich. "By engineering the small but powerful protein TnpB, we were able to design a variant that shows a 4.4-fold increase in efficiency of modifying DNA -- making it more effective as a gene editing tool," says Schwank.

TnpB proteins are found in a variety of bacteria and archaea. The TnpB studied by the researchers comes from the bacterium Deinococcus radiodurans. This microbe survives cold, dehydration, vacuum and acid, and is one of the most radiation-resistant organisms known to humans. The compact TnpB protein has previously been shown to work for genome editing in human cells, albeit with low efficiency and limited targeting ability due to its recognition requirements when binding DNA.

Better binding ability and broader range of DNA target sequences

Therefore, the researchers optimized TnpB so that it edits the DNA of mammalian cells more efficiently than the original protein. "The trick was to modify the tool in two ways: first, so that it more efficiently goes to the nucleus where the genomic DNA is located, and second, so that it also targets alternative genome sequences," says Kim Marquart, PhD student in Gerald Schwank's lab and first author of the study.




To identify which features in the DNA sequences of the target sites determine the genome editing efficiency, the researchers tested TnpB at 10,211 different target sites. In collaboration with the team of Michael Krauthammer, also professor at UZH, they developed a new artificial intelligence model capable of predicting TnpB editing efficiencies at any given target site. "Our model can predict how well TnpB will work in different scenarios, making it easier and faster to design successful gene editing experiments. Using these predictions, we achieved up to 75.3% efficiency in mouse livers and 65.9% in mouse brains," Marquart adds.

Gene editing therapy of genetic defect for high cholesterol

"For the animal experiments, we were able to use clinically viable Adeno-associated viral vectors to efficiently transport the tools into mouse cells. Due to its small size, the TnpB gene editing system can be packaged into a single virus particle," Marquart says. In contrast, the CRISPR-Cas9 components have to be packaged into multiple virus particles, which means that higher vector doses need to be applied.

In the current project, the researchers studied whether the TnpB tool could be employed to treat patients with familial hypercholesterolemia. This genetic disease leads to lifelong severely elevated high cholesterol affecting approximately 31 million people globally. The disease increases the risk of early-onset atherosclerotic cardiovascular disease. "We were able to edit a gene that regulates cholesterol levels, thereby reducing the cholesterol in treated mice by nearly 80%. The goal is to develop similar gene editing strategies in humans in order to treat patients suffering from hypercholesterolemia," says Gerald Schwank.
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Better than blood tests? Nanoparticle potential found for assessing kidneys | ScienceDaily

Before administering renal-clearable drugs, doctors routinely check a patient's kidney function by testing their blood urea nitrogen (BUN) and creatinine (Cr) levels. With the increasing use of engineered nanoparticles to deliver payloads of drugs or imaging agents to the body, an important question is how the nanoparticles' movement and elimination through the kidney is affected by kidney damage. Can traditional biomarkers like BUN and Cr accurately predict how well -- or how poorly -- such nanoparticles will move through the kidneys?

The UT Dallas researchers found that in mice with severely injured kidneys caused by the drug cisplatin, in which BUN and Cr levels were 10 times normal, nanoparticle transport through the kidneys was slowed down significantly, a situation that caused the nanoparticles to stay in the kidneys longer.

In mildly injured kidneys, however, in which BUN and Cr levels were only four to five times higher than normal, the transport and retention of gold nanoparticles couldn't be predicted by those tests.

On the other hand, the amount of gold nanoparticle accumulation seen on X-rays did correlate strongly with the degree of kidney damage.

"While our findings emphasize the need for caution when using these advanced treatments in patients with compromised kidneys, they also highlight the potential of gold nanoparticles as a noninvasive way to assess kidney injuries using X-ray imaging or other techniques that correlate with gold accumulation in the kidneys," said Dr. Mengxiao Yu, a corresponding author of the study and a research associate professor of chemistry and biochemistry in the School of Natural Sciences and Mathematics.

Chemistry and biochemistry research scientist Xuhui Ning BS'14, PhD'19 is lead author of the study, and Dr. Jie Zheng, professor of chemistry and biochemistry and a Distinguished Chair in Natural Sciences and Mathematics, is a corresponding author. Other contributors are affiliated with UT Southwestern Medical Center and Vanderbilt University Medical Center.

The research was funded by the National Institute of Diabetes and Digestive and Kidney Diseases, part of the National Institutes of Health (R01DK124881, R01DK115986, R01DK103363) and the Cancer Prevention and Research Institute of Texas (RP200233).
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Researchers discover how enzymes 'tie the knot' | ScienceDaily
Lasso peptides are natural products made by bacteria. Their unusual lasso shape endows them with remarkable stability, protecting them from extreme conditions. In a new study, published in Nature Chemical Biology, researchers have constructed and tested models for how these peptides are made and demonstrated how this information might be used to advance lasso peptide-based drugs into the clinic.


						
"Lasso peptides are interesting because they are basically linear molecules that have been tied into a slip knot-like shape," said Susanna Barrett, a graduate student in the Mitchell lab (MMG). "Due to their incredible stability and engineerability, they have a lot of potential as therapeutics. They have also been shown to have antibacterial, antiviral, and anti-cancer properties."

Lasso peptides are ribosomally synthesized and post-translationally modified molecules. The peptide chains are formed from joining amino acids together in the form of a string, which is done by the ribosome. Two enzymes, a peptidase and a cyclase, then collaborate to convert a linear precursor peptide into the distinctive knotted lasso structure. Since their discovery over three decades ago, scientists have been trying to understand how the cyclase folds the lasso peptide.

"One of the major challenges of solving this problem has been that the enzymes are difficult to work with. They are generally insoluble or inactive when you attempt to purify them," Barrett said.

One rare counterexample is fusilassin cyclase, or FusC, which the Mitchell lab characterized in 2019. Former group members were able to purify the enzyme, and since then, it has served as a model to understand the lasso knot-tying process. Yet, the structure of FusC remained unknown, making it impossible to understand how the cyclase interacts with the peptide to fold the knot.

In the current study, the group used the artificial intelligence program AlphaFold to predict the FusC protein structure. They used the structure and other artificial intelligence-based tools, like RODEO, to pinpoint which cyclase active site residues were important for interacting with the lasso peptide substrate.

"FusC is made up of approximately 600 amino acids and the active site contains 120. These programs were instrumental to our project because they allowed us to do 'structural studies' and whittle down which amino acids are important in the active site of the enzyme," Barrett said.




They also used molecular dynamics simulations to computationally understand how the lasso is folded by the cyclase. "Thanks to the computing power of Folding@home, we were able to collect extensive simulation data to visualize the interactions at the atomic level," said Song Yin, a graduate student in the Shukla lab. "Before this study, there were no MD simulations of the interactions between lasso peptides and cyclases, and we think this approach will be applicable to many other peptide engineering studies."

From their computational efforts, the researchers found that among different cyclases, the backwall region of the active site seemed to be especially important for folding. In FusC, this corresponded to the helix 11 region. The researchers then carried out cell-free biosynthesis where they added all the cell components that are necessary for the synthesis of the lasso peptides to a test tube with enzyme variants that had different amino acids in the helix 11 region. Ultimately, they identified a version of FusC with a mutation on helix 11 that could fold lasso peptides which cannot be made by the original cyclase. This data confirms the model for lasso peptide folding that the researchers developed with their computational approaches.

"How enzymes tie a lasso knot is a fascinating question. This study provides a first glimpse of the biophysical interactions responsible for producing this unique structure," said Diwakar Shukla, an associate professor of chemical and biomolecular engineering.

"We also showed that these molecular contacts are the same in several different cyclases across different phyla. Even though we have not tested every system, we believe it's a generalizable model," Barrett said.

Collaborating with the San Diego-based company Lassogen, the researchers showed that the new insights can guide cyclase engineering to generate lasso peptides that otherwise cannot be made. As a proof-of-concept, they engineered a different cyclase, called McjC, to efficiently produce a potent inhibitor of a cancer-promoting integrin.

"The ability to generate lasso peptide diversity is important for optimizing drugs," said Mark Burk, CEO of Lassogen. "The enzymes from nature do not always allow us to produce the lasso peptides of interest and the ability to engineer lasso cyclases greatly expands the therapeutic utility of these amazing molecules."

"Our work would not have been possible without access to powerful computing and recent advances in artificial intelligence and cell-free biosynthetic methods," said Douglas Mitchell, John and Margaret Witt Professor of Chemistry. "This work is an extraordinary example of how interdisciplinary collaborations are catalyzed at the Carl R. Woese Institute for Genomic Biology. I am grateful to the MMG theme at IGB and our external colleagues at Lassogen for their participation in solving this complicated problem."
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New data science tool greatly speeds up molecular analysis of our environment | ScienceDaily
A research team led by scientists at the University of California, Riverside, has developed a computational workflow for analyzing large data sets in the field of metabolomics, the study of small molecules found within cells, biofluids, tissues, and entire ecosystems.


						
Most recently, the team applied this new computational tool to analyze pollutants in seawater in Southern California. The team swiftly captured the chemical profiles of coastal environments and highlighted potential sources of pollution.

"We are interested in understanding how such pollutants get introduced in the ecosystem," said Daniel Petras, an assistant professor of biochemistry at UC Riverside, who led the research team. "Figuring out which molecules in the ocean are important for environmental health is not straightforward because of the ocean's sheer chemical diversity. The protocol we developed greatly speeds up this process. More efficient sorting of the data means we can understand problems related to ocean pollution faster."

Petras and his colleagues report in the journal Nature Protocols that their protocol is designed not only for experienced researchers but also for educational purposes, making it an ideal resource for students and early-career scientists. This computational workflow is accompanied by an accessible web application with a graphical user interface that makes metabolomics data analysis accessible for non-experts and enables them to gain statistical insights into their data within minutes.

"This tool is accessible to a broad range of researchers, from absolute beginners to experts, and is tailored for use in conjunction with the molecular networking software my group is developing," said coauthor Mingxun Wang, an assistant professor of computer science and engineering at UCR. "For beginners, the guidelines and code we provide make it easier to understand common data processing and analysis steps. For experts, it accelerates reproducible data analysis, enabling them to share their statistical data analysis workflows and results."

Petras explained the research paper is unique, serving as a large educational resource organized through a virtual research group called Virtual Multiomics Lab, or VMOL. With more than 50 scientists participating from around the world, VMOL is a community-driven, open-access community. It aims to simplify and democratize the chemical analysis process, making it accessible to researchers worldwide, regardless of their background or resources.

"I'm incredibly proud to see how this project evolved into something impactful, involving experts and students from across the globe," said Abzer Pakkir Shah, a doctoral student in Petras' group and the first author of the paper. "By removing physical and economic barriers, VMOL provides training in computational mass spectrometry and data science and aims to launch virtual research projects as a new form of collaborative science."

All software the team developed is free and publicly available. The software development was initiated during a summer school for non-targeted metabolomics in 2022 at the University of Tubingen, where the team also launched VMOL.




Petras expects the protocol will be especially useful to environmental researchers as well as scientists working in the biomedical field and researchers doing clinical studies in microbiome science.

"The versatility of our protocol extends to a wide range of fields and sample types, including combinatorial chemistry, doping analysis, and trace contamination of food, pharmaceuticals, and other industrial products," he said.

Petras received his master's degree in biotechnology from the University of Applied Science Darmstadt and his doctoral degree in biochemistry from the Technical University Berlin. He did postdoctoral research at UC San Diego, where he focused on the development of large-scale environmental metabolomics methods. In 2021, he launched the Functional Metabolomics Lab at the University of Tubingen. In January 2024 he joined UCR, where his lab focuses on the development and application of mass spectrometry-based methods to visualize and assess chemical exchange within microbial communities.
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BESSY II: Heterostructures for spintronics | ScienceDaily
Spintronic devices work with spin textures caused by quantum-physical interactions. A Spanish-German collaboration has now studied graphene-cobalt-iridium heterostructures at BESSY II. The results show how two desired quantum-physical effects reinforce each other in these heterostructures. This could lead to new spintronic devices based on these materials.


						
Spintronics uses the spins of electrons to perform logic operations or store information. Ideally, spintronic devices could operate faster and more energy-efficiently than conventional semiconductor devices. However, it is still difficult to create and manipulate spin textures in materials.

Graphene for Spintronics

Graphene, a two-dimensional honeycomb structure build by carbon atoms, is considered an interesting candidate for spintronic applications. Graphene is typically deposited on a thin film of heavy metal. At the interface between graphene and heavy metal, a strong spin-orbit coupling develops, which gives rise to different quantum effects, including a spin-orbit splitting of energy levels (Rashba effect) and a canting in the alignment of spins (Dzyaloshinskii-Moriya interaction. Especially the spin canting effectis needed to stabilise vortex-like spin textures, known as skyrmions, which are particularly suitable for spintronics.

Plus Cobalt Monolayers

Now, however, a Spanish-German team has shown that these effects are significantly enhanced when a few monolayers of the ferromagnetic element cobalt are inserted between the graphene and the heavy metal (here: iridium). The samples were grown on insulating substrates which is a necessary prerequisite for the implementation of multifunctional spintronic devices exploiting these effects.

Interactions observed

'At BESSY II, we have analysed the electronic structures at the interfaces between graphene, cobalt and iridium,' says Dr. Jaime Sanchez-Barriga, a physicist at HZB. The most important finding: contrary to expectations, the graphene interacts not only with the cobalt, but also through the cobalt with the iridium. 'The interaction between the graphene and the heavy metal iridium is mediated by the ferromagnetic cobalt layer,' Sanchez-Barriga explains. The ferromagnetic layer enhances the splitting of the energy levels. 'We can influence the spin-canting effect by the number of cobalt monolayers; three monolayers are best,' says Sanchez-Barriga.




This result is supported not only by experimental data, but also by new calculations using density functional theory. The fact that both quantum effects influence and reinforce each other is new and unexpected.

SPIN-ARPES at BESSY II

'We were only able to obtain these new insights because BESSY II offers extremely sensitive instruments for measuring photoemission with spin resolution (Spin-ARPES). This leads to the fortunate situation that we can determine the assumed origin of the spin canting, i. e., the Rashba-type spin-orbit splitting, very precisely, probably even more precisely than the spin canting itself.,' emphasises Prof. Oliver Rader, who heads the "Spin and Topology in Quantum Materials" department at HZB. There are only a very few institutions worldwide that have instruments with these capabilities. The results show that graphene-based heterostructures have great potential for the next generation of spintronic devices.
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Demand-side actions could help construction sector deliver on net-zero targets | ScienceDaily
Using state-of-the-art energy efficiency technologies to renovate existing properties and construct new ones could enable Europe's construction sector to almost eliminate its carbon emissions by 2060, a new study suggests.


						
Published in the journal Renewable and Sustainable Energy Reviews, the research is the first to fully assess the potential for energy demand reduction across the construction sectors of the United Kingdom and all European Union member states.

It highlights that 75% of Europe's building stock is currently classed as energy inefficient, with total floor space also projected to increase by more than 20% over the next three decades.

In spite of this, employing a combination of technologies including solar energy and heat pumps within both residential and non-residential properties could reduce the total energy used to heat and cool buildings by up to 97%.

With growing concerns over energy security, particularly in light of recent geopolitical events, the researchers say that harnessing such technologies could significantly reduce energy costs as well as enhancing people's health and quality of life.

More broadly, they say, transitioning towards a net-zero building sector offers substantial potential to mitigate the impacts of climate change and play a pivotal role in meeting the targets set out in the Paris Agreement and other global climate goals.

The study's lead author is Dr Souran Chatterjee, Lecturer in Energy Transitions at the University of Plymouth, who said: "The building sector can play a pivotal role in mitigating the impacts of climate change. Our study unequivocally highlights the potential for reducing building energy demand, and the crucial role it can play in achieving climate neutrality targets right across the UK and Europe. Many of these demand-side actions in the building sector would also enhance well-being, having a positive impact on people's health and productivity, and creating more jobs. It is important to understand that the more we delay, the more energy we will need to power our homes and workplaces over a longer period of time and that will hinder our ability to achieve climate targets."

In addition to the University of Plymouth, the study also involved researchers at the Central European University, University of Szeged, and the Institute for Geological and Geochemical Research.




They used a mathematical model called the High-Efficiency Building (HEB) energy model to calculate the energy demand reduction potential -- and the net-zero feasibility of the building sector -- for the UK and each of the European Union Member States.

Among the calculations were that the energy required for cooling residential buildings across Europe could be reduced by up to 86% by 2050, while for non-residential properties the figure could be around 76%, if the sector aimed for its most ambitious net-zero targets.

This could be particularly beneficial in countries such as Italy, France, Greece and Spain where there is greater reliance on air conditioning as part of building projects.

For heating, aiming for the most ambitious targets could lead to a reduction in energy demand of more than 80% by 2050, and for hot water the energy demand could be reduced by around 50%.

Increasing the numbers of heat pumps and other on-site energy production within future residential developments could increase the demand savings for both heating and hot water to around 90%.

The study also showed that if comprehensive renovations and efficient constructions are not implemented. the total thermal energy demand of the building sector could increase by up to 7% by 2060.
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What role does a tailwind play in cycling's 'Everesting'? | ScienceDaily
Within the cycling realm, "to Everest" involves riding up and down the same mountain until your ascents total the elevation of Mt. Everest -- 8,848 meters.


						
After a new cycling "Everesting" record was set a few years ago, a debate ensued on social media about the strong tailwind the cyclist had on climbs -- 5.5 meters per second (20 kilometers per hour or 12 miles per hour) -- when he set the record. To what extent did the tailwind help him? Should limits be set on the allowed windspeed?

Martin Bier, a physics professor at East Carolina University in North Carolina, became intrigued by this debate and decided to explore the physics, and a little project ensued. In the American Journal of Physics, from AIP Publishing, he shares his finding that, ultimately, the wind turns out to be of negligible consequence.

First, a little background: From a physics perspective, cycling is easier to comprehend than running. "In running, the motion of the legs is repeatedly accelerated and decelerated, and the runner's center of mass moves up and down," said Bier. "Cycling uses 'rolling,' which is much smoother and faster, and more efficient -- all of the work is purely against gravity and friction."

But there's something odd about air resistance. The force of air friction you fight goes up with the square of your speed. If air resistance is the main thing limiting your speed -- which is true for a cyclist on flat ground or going downhill -- then to double your speed, you need four times the force. Tripling your speed requires nine times as much force. But, on the other hand, when cycling uphill, your speed is much slower, so air resistance isn't a big factor.

"When you're riding up a hill and fighting gravity, doubling your power input means doubling your speed. In bike races, attacks occur on climbs because it's where your extra effort gets you a bigger gap."

On a solo Everesting effort, calculations are straightforward. A rider isn't getting an aerodynamic draft from another rider ahead of them. The inputs are simply watts, gravity, and resistance.




"Naively, you may think that a strong tailwind can compensate for an uphill slope," said Bier. "You then ride up the hill as if it's a flat road, and on the way down the headwind and downward slope balance out and again give you the feel of a flat road. But it doesn't work -- the square I mentioned earlier wreaks havoc!"

His work shows the tailwind may help a little on the climb, but most of the work on the way up is the fight against gravity. The subsequent descent is fast and lasts a much shorter time, while the headwind there actually has a huge effect. And the speed on a descent is high -- about 80 kph (49.7 mph).

"Air resistance goes with the square of the speed, which leads to the headwind on the descent and causes a big reduction in speed," Bier said. "The wind boost on the ascent is canceled out."

The obvious implication of Bier's work is there's no point in waiting for the ideal wind if you want to improve your Everesting time. "There are no easy tricks," he said. "If you want to be a better Everester, you need to lose weight and generate more watts (exercise). This is what matters -- there's no way around it."
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New testing system using Janus particles rapidly and accurately detects COVID-19 | ScienceDaily
The importance of testing for diseases was thrust into the limelight during the COVID-19 pandemic. Many of us have undergone a PCR (Polymerase Chain Reaction) or ELISA (Enzyme-Linked Immunosorbent Assay) test within the past four years.


						
Yet these forms of testing are far from perfect. They require large sample volumes, involve complex procedures, and even pose a risk of exposing the tester to the virus.

Now, a group of researchers has developed a new quantitative testing system called the "Express Biochecker," which provides a simple, rapid, and low-cost method for detecting the coronavirus N protein. This new system, which incorporates advanced microfluidic technology, is not limited to the coronavirus; it is expected to be applied to other viral illnesses such as influenza and hepatitis in the future.

"Our novel immunoassay system is based on Janus particles, which, much like the Roman god they are named after, possess two 'faces' or sides," says Hiroshi Yabu, Principal Investigator and Deputy Director of the Open Innovation Center of Hydrogen Science for Green Transformation at Tohoku University's Advanced Institute for Materials Research (WPI-AIMR). "One side is coated with a fluorescent dye, and the other with magnetic particles and antibodies." These particles are engineered to bind specifically to target antigens, such as viral proteins, and can be used in conjunction with antibody-immobilized microfluidic devices for highly precise measurements.

"The strength of this system lies in its versatility," added Eiichi Kodama, a professor at the International Research Institute of Disaster Science at Tohoku University. "Not only can it be used for viral detection in other diseases, but it also has the potential to be adapted for measuring other biomarkers related to various conditions. This could open new avenues for medical diagnostics."

The next phase of research will focus on expanding the system's applications to include the detection of other disease markers.

Details of the findings were published in the journal Langmuir on August 15, 2024. Also included in the research team was Professor Kentaro Totsu of the Micro System Integration Center, and Haplo Pharma Inc. (headquartered in Sendai, led by President Yoshihiro Otaki), which develops diagnostic devices for medical and healthcare applications.
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PTSD symptoms can be reduced through treatment including a video game | ScienceDaily
A single treatment session, which includes the video game Tetris, can reduce symptoms of post-traumatic stress disorder (PTSD). This has been shown in a new study carried out with healthcare professionals working during the COVID-19 pandemic. The study is led by researchers at Uppsala University and is published in BMC Medicine.


						
"It is possible to reduce the frequence of unpleasant and intrusive memories of trauma, and thereby also alleviate other PTSD symptoms. With just one guided treatment session, we saw positive effects that persisted after five weeks and even six months after treatment. Trauma can affect anyone. If this effect can be achieved with an everyday tool that includes video gaming, it could be an accessible way to help many people," explains Emily Holmes, Professor at Uppsala University who led the study.

The hallmark symptom of PTSD is unpleasant and intrusive memories of a traumatic event in the form of mental images -- typically known as flashbacks. Other symptoms may include avoidance, excessive tension and problems such as difficulty sleeping and concentrating. Holmes and her colleagues have been researching how to prevent PTSD for a long time. In the current study, the researchers focused on getting rid of flashbacks. By replacing intrusive memories using a visual task, other PTSD symptoms can also be reduced.

Mental rotation using Tetris

The treatment is based on what is known as mental rotation, which lies at the heart of Tetris. When you look at an object from one angle, you can imagine what it would look like if it were rotated to a different position and could be seen from a different angle.

The study involved 164 participants (see fact box). All participants monitored their intrusive memories of trauma for a week. After that they were randomised to one of two conditions. Half the group were asked to play Tetris with mental rotation. The other half, the control group, was given a non-visual task: listening to the radio. All participants kept a diary about their flashbacks. At the start of the study, participants were experiencing an average of 15 flashbacks a week. At a five-week follow-up, participants in the control group had an average of five episodes a week, but those in the gaming group had an average of just one.

At a follow-up six months after treatment, participants in the gamling group had less severe symptoms of PTSD. In an assessment using a recognised questionnaire (PCL-5) often used to assess all PTSD symptoms, the gaming group experienced around half as many as problems as the control group.




"It was surprising to us that the treatment method was so effective and that the improvement in symptoms lasted for six months. I realise that it may seem unlikely that such a short intervention, which includes video games but doesn't include an in-depth discussion of trauma with a therapist, could help. But the study provides scientifically controlled evidence that a single guided digital treatment session can reduce the number of intrusive memories, and that it can be used safely by participants," she continues.

"Cognitive vaccination"

"My vision is that one day we will be able to provide a tool for people such as healthcare professionals after traumatic events to help prevent and treat early PTSD symptoms,that is a 'cognitive vaccine', in a similar way that we currently vaccinate against some infectious physical diseases" explains Holmes.

The research was conducted in collaboration with colleagues at Uppsala Clinical Research and Karolinska Trials Alliance, Karolinska Institutet, Karolinska University Hospital, Dalarna University, Sophiahemmet University, Ambulance Services in Region Vasterbotten, the University of Munster (Germany), P1Vital (UK) and the University of New South Wales, UNSW (Australia).
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How can we make the best possible use of large language models for a smarter and more inclusive society? | ScienceDaily
Large language models (LLMs) have developed rapidly in recent years and are becoming an integral part of our everyday lives through applications like ChatGPT. An article recently published in Nature Human Behaviour explains the opportunities and risks that arise from the use of LLMs for our ability to collectively deliberate, make decisions, and solve problems. Led by researchers from Copenhagen Business School and the Max Planck Institute for Human Development in Berlin, the interdisciplinary team of 28 scientists provides recommendations for researchers and policymakers to ensure LLMs are developed to complement rather than detract from human collective intelligence.


						
What do you do if you don't know a term like "LLM"? You probably quickly google it or ask your team. We use the knowledge of groups, known as collective intelligence, as a matter of course in everyday life. By combining individual skills and knowledge, our collective intelligence can achieve outcomes that exceed the capabilities of any individual alone, even experts. This collective intelligence drives the success of all kinds of groups, from small teams in the workplace to massive online communities like Wikipedia and even societies at large.

LLMs are artificial intelligence (AI) systems that analyze and generate text using large datasets and deep learning techniques. The new article explains how LLMs can enhance collective intelligence and discusses their potential impact on teams and society. "As large language models increasingly shape the information and decision-making landscape, it's crucial to strike a balance between harnessing their potential and safeguarding against risks. Our article details ways in which human collective intelligence can be enhanced by LLMs, and the various harms that are also possible," says Ralph Hertwig, co-author of the article and Director at the Max Planck Institute for Human Development, Berlin.

Among the potential benefits identified by the researchers is that LLMs can significantly increase accessibility in collective processes. They break down barriers through translation services and writing assistance, for example, allowing people from different backgrounds to participate equally in discussions. Furthermore, LLMs can accelerate idea generation or support opinion-forming processes by, for example, bringing helpful information into discussions, summarizing different opinions, and finding consensus.

Yet the use of LLMs also carries significant risks. For example, they could undermine people's motivation to contribute to collective knowledge commons like Wikipedia and Stack Overflow. If users increasingly rely on proprietary models, the openness and diversity of the knowledge landscape may be endangered. Another issue is the risk of false consensus and pluralistic ignorance, where there is a mistaken belief that the majority accepts a norm. "Since LLMs learn from information available online, there is a risk that minority viewpoints are unrepresented in LLM-generated responses. This can create a false sense of agreement and marginalize some perspectives," points out Jason Burton, lead author of the study and assistant professor at Copenhagen Business School and associate research scientist at the MPIB.

"The value of this article is that it demonstrates why we need to think proactively about how LLMs are changing the online information environment and, in turn, our collective intelligence -- for better and worse," summarizes co-author Joshua Becker, assistant professor at University College London. The authors call for greater transparency in creating LLMs, including disclosure of training data sources, and suggest that LLM developers should be subject to external audits and monitoring. This would allow for a better understanding of how LLMs are actually being developed and mitigate adverse developments.

In addition, the article offers compact information boxes on topics related to LLMs, including the role of collective intelligence in the training of LLMs. Here, the authors reflect on the role of humans in developing LLMs, including how to address goals such as diverse representation. Two information boxes with a focus on research outline how LLMs can be used to simulate human collective intelligence, and identify open research questions, like how to avoid homogenization of knowledge and how credit and accountability should be apportioned when collective outcomes are co-created with LLMs.

Key Points:
    	LLMs are changing how people search for, use, and communicate information, which can affect the collective intelligence of teams and society at large.
    	LLMs offer new opportunities for collective intelligence, such as support for deliberative, opinion-forming processes, but also pose risks, such as endangering the diversity of the information landscape.
    	If LLMs are to support rather than undermine collective intelligence, the technical details of the models must be disclosed, and monitoring mechanisms must be implemented.

Participating institutes
    	Department of Digitalization, Copenhagen Business School, Frederiksberg, DK
    	Center for Adaptive Rationality, Max Planck Institute for Human Development, Berlin, DE
    	Center for Humans and Machines, Max Planck Institute for Human Development, Berlin, DE
    	Humboldt-Universitat zu Berlin, Department of Psychology, Berlin, DE
    	Center for Cognitive and Decision Sciences, University of Basel, Basel, CH
    	Google DeepMind, London, UK
    	UCL School of Management, London, UK
    	Centre for Collective Intelligence Design, Nesta, London, UK
    	Bonn-Aachen International Center for Information Technology, University of Bonn, Bonn, DE
    	Lamarr Institute for Machine Learning and Artificial Intelligence, Bonn, DE
    	Collective Intelligence Project, San Francisco, CA, USA
    	Center for Information Technology Policy, Princeton University, Princeton, NJ, USA
    	Department of Computer Science, Princeton University, Princeton, NJ, USA
    	School of Sociology, University College Dublin, Dublin, IE
    	Geary Institute for Public Policy, University College Dublin, Dublin, IE
    	Sloan School of Management, Massachusetts Institute of Technology, Cambridge, MA, USA
    	Department of Psychological Sciences, Birkbeck, University of London, London, UK
    	Science of Intelligence Excellence Cluster, Technische Universitat Berlin, Berlin, DE
    	School of Information and Communication, Insight SFI Research Centre for Data Analytics, University College Dublin, Dublin, IE
    	Oxford Internet Institute, Oxford University, Oxford, UK
    	Deliberative Democracy Lab, Stanford University, Stanford, CA, USA
    	Tepper School of Business, Carnegie Mellon University, Pittsburgh, PA, USA
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Networks of Beliefs theory integrates internal and external dynamics | ScienceDaily
The beliefs we hold develop from a complex dance between our internal and external lives. Our personal-level cognition and our relationships with others work in concert to shape our views of the world and influence how likely we are to update those views when we encounter new information. In the past, these two levels of belief have been studied largely in isolation: psychologists have modeled the individual-level cognitive processes while researchers in fields from computational social science to statistical physics have offered insights into how beliefs spread and change within a society.


						
"This disconnect when different disciplines are doing parallel work limits progress," says Jonas Dalege, a former SFI Complexity Postdoctoral Fellow and current Marie Curie Fellow at the University of Amsterdam.

In a study published on September 19 in Psychological Review, Dalege and co-authors present the Networks of Beliefs theory, which integrates the interplay of individual- and social-level belief dynamics, and also incorporates social beliefs: how individuals perceive the beliefs of those around them.

"A crucial point about our model is that it's about perceptions," says Dalege, "You never actually know what a person thinks. If you identify very strongly as a Democrat, for instance, you might assume that your friends do as well. It can take a lot to shift those perceptions."

The Networks of Beliefs theory "is the first to explicitly differentiate between personal, social, and external dissonances," write the authors. "To fully understand when and why individuals change their beliefs, we need to understand how these dissonances together lead to different social phenomena."

The Networks of Beliefs theory is built around three main premises.

The first is that beliefs can be represented as two interacting classes of networks: internal and external. The internal network is made up of various related beliefs -- a person's beliefs about vaccines, for instance, may be related to their beliefs about science, economics, and religion -- as well as social beliefs. The external network describes how someone's social beliefs relate to another's actual beliefs and vice versa.




The second premise is that people want to reduce the dissonance in their beliefs, personally, socially, and externally. Someone might feel personal dissonance when they hold two conflicting beliefs -- perhaps that vaccines are effective but also unsafe. Social dissonance arises when someone's beliefs conflict with what they think people around them believe. External dissonance occurs when someone's social beliefs -- their perceptions of others -- are out of sync with others' actual beliefs.

The third premise is that the amount of dissonance a person feels depends on how much attention they pay to inconsistencies in their beliefs. This can vary widely based on personal and cultural preferences and depending on the issue at hand.

The authors then used an analogy with statistical physics to create a quantitative model of their new theory. "We map psychological concepts onto statistical physics concepts," says SFI External Professor Henrik Olsson, a co-author on the paper and researcher at Complexity Science Hub in Austria. "We represent potential dissonance as energy and attention as temperature. This enables us to capitalize on well-known formalisms in statistical physics to model the complex dynamics of belief networks."

The Networks of Belief theory allows researchers to model the interplay of individuals and the people around them, of perceived and actual beliefs, and of various levels of attention. And, it describes how beliefs change when we pay attention to different parts of our belief system.

"Sometimes we pay more attention to our personal dissonance and want to make sure that our beliefs are in tune with our own values," says SFI Professor Mirta Galesic, who is also a co-author on the paper and a researcher at Complexity Science Hub. "Sometimes, maybe if we're in a socially sensitive situation, we pay more attention to the dissonance between ours and others' beliefs. In such situations, we might change our beliefs to conform to the perceived social pressure."

The model, which the authors validated in two large surveys, could be applied to a variety of real-world problems. It could, for instance, offer new tools for tackling the increase in polarization around the world. "To understand and be able to do something about polarization, we have to look beyond just the individual or social answer," says Dalege. "Partial answers can lead to dangerous policies. You might get the opposite effects of what you're looking for."
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Volcanoes may help reveal interior heat on Jupiter moon | ScienceDaily
By staring into the hellish landscape of Jupiter's moon Io -- the most volcanically active location in the solar system -- Cornell University astronomers have been able to study a fundamental process in planetary formation and evolution: tidal heating.


						
"Tidal heating plays an important role in the heating and orbital evolution of celestial bodies," said Alex Hayes, professor of astronomy. "It provides the warmth necessary to form and sustain subsurface oceans in the moons around giant planets like Jupiter and Saturn."

"Studying the inhospitable landscape of Io's volcanoes actually inspires science to look for life," said lead author Madeline Pettine, a doctoral student in astronomy.

By examining flyby data from the NASA spacecraft Juno, the astronomers found that Io has active volcanoes at its poles that may help to regulate tidal heating -- which causes friction -- in its magma interior.

The research published in Geophysical Research Letters.

"The gravity from Jupiter is incredibly strong," Pettine said. "Considering the gravitational interactions with the large planet's other moons, Io ends up getting bullied, constantly stretched and scrunched up. With that tidal deformation, it creates a lot of internal heat within the moon."

Pettine found a surprising number of active volcanoes at Io's poles, as opposed to the more-common equatorial regions. The interior liquid water oceans in the icy moons may be kept liquefied by tidal heating, Pettine said.

In the north, a cluster of four volcanoes -- Asis, Zal, Tonatiuh, one unnamed and an independent one named Loki -- were highly active and persistent with a long history of space mission and ground-based observations. A southern group, the volcanoes Kanehekili, Uta and Laki-Oi demonstrated strong activity.

The long-lived quartet of northern volcanoes concurrently became bright and seemed to respond to one another. "They all got bright and then dim at a comparable pace," Pettine said. "It's interesting to see volcanoes and seeing how they respond to each other.

This research was funded by NASA's New Frontiers Data Analysis Program and by the New York Space Grant.
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Engineers 3D print sturdy glass bricks for building structures | ScienceDaily
What if construction materials could be put together and taken apart as easily as LEGO bricks? Such reconfigurable masonry would be disassembled at the end of a building's lifetime and reassembled into a new structure, in a sustainable cycle that could supply generations of buildings using the same physical building blocks.


						
That's the idea behind circular construction, which aims to reuse and repurpose a building's materials whenever possible, to minimize the manufacturing of new materials and reduce the construction industry's "embodied carbon," which refers to the greenhouse gas emissions associated with every process throughout a building's construction, from manufacturing to demolition.

Now MIT engineers, motivated by circular construction's eco potential, are developing a new kind of reconfigurable masonry made from 3D-printed, recycled glass. Using a custom 3D glass printing technology provided by MIT spinoff Evenline, the team has made strong, multilayered glass bricks, each in the shape of a figure eight, that are designed to interlock, much like LEGO bricks.

In mechanical testing, a single glass brick withstood pressures similar to that of a concrete block. As a structural demonstration, the researchers constructed a wall of interlocking glass bricks. They envision that 3D-printable glass masonry could be reused many times over as recyclable bricks for building facades and internal walls.

"Glass is a highly recyclable material," says Kaitlyn Becker, assistant professor of mechanical engineering at MIT. "We're taking glass and turning it into masonry that, at the end of a structure's life, can be disassembled and reassembled into a new structure, or can be stuck back into the printer and turned into a completely different shape. All this builds into our idea of a sustainable, circular building material."

"Glass as a structural material kind of breaks people's brains a little bit," says Michael Stern, a former MIT graduate student and researcher in both MIT's Media Lab and Lincoln Laboratory, who is also founder and director of Evenline. "We're showing this is an opportunity to push the limits of what's been done in architecture."

Becker and Stern, with their colleagues, detail their glass brick design in a study appearing in the journal Glass Structures and Engineering. Their MIT co-authors include lead author Daniel Massimino and Charlotte Folinus, along with Ethan Townsend at Evenline.




Lock step

The inspiration for the new circular masonry design arose partly in MIT's Glass Lab, where Becker and Stern, then undergraduate students, first learned the art and science of blowing glass.

"I found the material fascinating," says Stern, who later designed a 3D printer capable of printing molten recycled glass -- a project he took on while studying in the mechanical engineering department. "I started thinking of how glass printing can find its place and do interesting things, construction being one possible route."

Meanwhile, Becker, who accepted a faculty position at MIT, began exploring the intersection of manufacturing and design, and ways to develop new processes that enable innovative designs.

"I get excited about expanding design and manfucaturing spaces for challenging materials with interesting characteristics, like glass and its optical properties and recyclability," Becker says. "As long as it's not contaminated, you can recycle glass almost infinitely."

She and Stern teamed up to see whether and how 3D-printable glass could be made into a structural masonry unit as sturdy and stackable as traditional bricks. For their new study, the team used the Glass 3D Printer 3 (G3DP3), the latest version of Evenline's glass printer, which pairs with a furnace to melt crushed glass bottles into a molten, printable form that the printer then deposits in layered patterns.




The team printed prototype glass bricks using soda-lime glass that is typically used in a glassblowing studio. They incorporated two round pegs onto each printed brick, similar to the studs on a LEGO brick. Like the toy blocks, the pegs enable bricks to interlock and assemble into larger structures. Another material placed between the bricks prevent scratches or cracks between glass surfaces but can be removed if a brick structure were to be dismantled and recycled, also allowing bricks to be remelted in the printer and formed into new shapes. The team decided to make the blocks into a figure-eight shape.

"With the figure-eight shape, we can constrain the bricks while also assembling them into walls that have some curvature," Massimino says.

Stepping stones

The team printed glass bricks and tested their mechanical strength in an industrial hydraulic press that squeezed the bricks until they began to fracture. The researchers found that the strongest bricks were able to hold up to pressures that are comparable to what concrete blocks can withstand. Those strongest bricks were made mostly from printed glass, with a separately manufactured interlocking feature that attached to the bottom of the brick. These results suggest that most of a masonry brick could be made from printed glass, with an interlocking feature that could be printed, cast, or separately manufactured from a different material.

"Glass is a complicated material to work with," Becker says. "The interlocking elements, made from a different material, showed the most promise at this stage."

The group is looking into whether more of a brick's interlocking feature could be made from printed glass, but doesn't see this as a dealbreaker in moving forward to scale up the design. To demonstrate glass masonry's potential, they constructed a curved wall of interlocking glass bricks. Next, they aim to build progressively bigger, self-supporting glass structures.

"We have more understanding of what the material's limits are, and how to scale," Stern says. "We're thinking of stepping stones to buildings, and want to start with something like a pavilion -- a temporary structure that humans can interact with, and that you could then reconfigure into a second design. And you could imagine that these blocks could go through a lot of lives."

This research was supported, in part, by the Bose Research Grant Program and MIT's Research Support Committee.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240919174756.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



AI model can reveal the structures of crystalline materials | ScienceDaily
For more than 100 years, scientists have been using X-ray crystallography to determine the structure of crystalline materials such as metals, rocks, and ceramics.


						
This technique works best when the crystal is intact, but in many cases, scientists have only a powdered version of the material, which contains random fragments of the crystal. This makes it more challenging to piece together the overall structure.

MIT chemists have now come up with a new generative AI model that can make it much easier to determine the structures of these powdered crystals. The prediction model could help researchers characterize materials for use in batteries, magnets, and many other applications.

"Structure is the first thing that you need to know for any material. It's important for superconductivity, it's important for magnets, it's important for knowing what photovoltaic you created. It's important for any application that you can think of which is materials-centric," says Danna Freedman, the Frederick George Keyes Professor of Chemistry at MIT.

Freedman and Jure Leskovec, a professor of computer science at Stanford University, are the senior authors of the new study, which appears in the Journal of the American Chemical Society. MIT graduate student Eric Riesel and Yale University undergraduate Tsach Mackey are the lead authors of the paper.

Distinctive patterns

Crystalline materials, which include metals and most other inorganic solid materials, are made of lattices that consist of many identical, repeating units. These units can be thought of as "boxes" with a distinctive shape and size, with atoms arranged precisely within them.




When X-rays are beamed at these lattices, they diffract off atoms with different angles and intensities, revealing information about the positions of the atoms and the bonds between them. Since the early 1900s, this technique has been used to analyze materials, including biological molecules that have a crystalline structure, such as DNA and some proteins.

For materials that exist only as a powdered crystal, solving these structures becomes much more difficult because the fragments don't carry the full 3D structure of the original crystal.

"The precise lattice still exists, because what we call a powder is really a collection of microcrystals. So, you have the same lattice as a large crystal, but they're in a fully randomized orientation," Freedman says.

For thousands of these materials, X-ray diffraction patterns exist but remain unsolved. To try to crack the structures of these materials, Freedman and her colleagues trained a machine-learning model on data from a database called the Materials Project, which contains more than 150,000 materials. First, they fed tens of thousands of these materials into an existing model that can simulate what the X-ray diffraction patterns would look like. Then, they used those patterns to train their AI model, which they call Crystalyze, to predict structures based on the X-ray patterns.

The model breaks the process of predicting structures into several subtasks. First, it determines the size and shape of the lattice "box" and which atoms will go into it. Then, it predicts the arrangement of atoms within the box. For each diffraction pattern, the model generates several possible structures, which can be tested by feeding the structures into a model that determines diffraction patterns for a given structure.

"Our model is generative AI, meaning that it generates something that it hasn't seen before, and that allows us to generate several different guesses," Riesel says. "We can make a hundred guesses, and then we can predict what the powder pattern should look like for our guesses. And then if the input looks exactly like the output, then we know we got it right."

Solving unknown structures




The researchers tested the model on several thousand simulated diffraction patterns from the Materials Project. They also tested it on more than 100 experimental diffraction patterns from the RRUFF database, which contains powdered X-ray diffraction data for nearly 14,000 natural crystalline minerals, that they had held out of the training data. On these data, the model was accurate about 67 percent of the time. Then, they began testing the model on diffraction patterns that hadn't been solved before. This data came from the Powder Diffraction File, which contains diffraction data for more than 400,000 solved and unsolved materials.

Using their model, the researchers came up with structures for more than 100 of these previously unsolved patterns. They also used their model to discover structures for three materials that Freedman's lab created by forcing elements that do not react at atmospheric pressure to form compounds under high pressure. This approach can be used to generate new materials that have radically different crystal structures and physical properties, even though their chemical composition is the same.

Graphite and diamond -- both made of pure carbon -- are examples of such materials. The materials that Freedman has developed, which each contain bismuth and one other element, could be useful in the design of new materials for permanent magnets.

"We found a lot of new materials from existing data, and most importantly, solved three unknown structures from our lab that comprise the first new binary phases of those combinations of elements," Freedman says.

Being able to determine the structures of powdered crystalline materials could help researchers working in nearly any materials-related field, according to the MIT team, which has posted a web interface for the model at crystalyze.org.

The research was funded by the U.S. Department of Energy and the National Science Foundation.
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Innovating alloy production: A single step from ores to sustainable metals | ScienceDaily
Max Planck scientists design a process that merges metal extraction, alloying and processing into one single, eco-friendly step. Their results are now published in the journal Nature.


						
Metal production is responsible for 10% of global CO2 emissions, with iron production emitting two tons of CO2 for every ton of metal produced, and nickel production emitting 14 tons of CO2 per ton and even more, depending on the ore used. These metals form the foundation of alloys that have a low thermal expansion, called Invar. They are critical for the aerospace, cryogenic transport, energy and precision instrument sectors. Recognizing the environmental toll, scientists at the Max Planck Institute for Sustainable Materials (MPI-SusMat) have now developed a new method to produce Invar alloys without emitting CO2 while saving a vast amount of energy -- achieving this in a single-step process that integrates metal extraction, alloying, and thermomechanical processing into a single reactor and process step.

Their approach dissolves some of the classical boundaries between extractive and physical metallurgy, inspiring direct conversion from oxides to application-worthy products in one single solid-state operation. Their findings were published in the journal Nature.

One-step-metallurgy saves energy and CO2

"We asked ourselves: can we produce an alloy with near-optimized microstructure-property combination directly from ores or oxides with zero CO2emission?" says Dr. Shaolou Wei, Humboldt research fellow at MPI-SusMat and first author of the publication. Conventional alloy production is typically a three-step process: first, reducing ores to their metallic form, then mixing liquified elements to create the alloy, and finally applying thermomechanical treatments to achieve the desired properties. Each of these steps is energy-intensive and relies on carbon as both an energy carrier and a reducing agent, resulting in significant CO2 emissions. "The key idea is to understand the thermodynamics and kinetics of each element and use oxides with similar reducibility and mixability at around 700degC," Shaolou continues, "This temperature is far below the bulk melting point, which still allows us to extract metals from their oxide states and mix into alloys via one single solid-state process step without reheating." Unlike conventional methods where ores are reduced using carbon, which results in carbon-contaminated metals, the team's new method uses hydrogen as the reducing agent. "Using hydrogen instead of carbon brings four key advantages," explains Professor Dierk Raabe, managing director at MPI-SusMat and corresponding author of the study. "First, the hydrogen-based reduction only produces water as a byproduct, meaning zero CO2 emissions. Second, it yields pure metals directly, eliminating the need to remove carbon from the final product, thus saving time and energy. Third, we do the process at comparably low temperatures, in the solid state. Fourth, we avoid the frequent cooling and reheating characteristic of conventional metallurgical processes."

The resulting Invar alloys produced using this technique not only match the low thermal expansion properties of conventionally produced Invar alloys, but also offer superior mechanical strength due to the refined grain size naturally inherited from the process.

Upscaling to industrial dimensions

The Max Planck scientists have demonstrated that producing Invar alloys through a fast, carbon-free, and energy-efficient process is not only possible but highly promising. However, scaling this method to meet industrial demands presents three key challenges:




First, while the researchers used pure oxides for a proof-of-concept study, industrial applications would likely involve conventional, impurity-laden oxides. This introduces the need to adapt the process to handle less refined materials while maintaining alloy quality. Second, the use of pure hydrogen in the reduction process, though effective, is costly for large-scale operations. The team is now conducting experiments with lower hydrogen concentrations at elevated temperatures to find an optimal balance between hydrogen use and energy costs, making the process more economically viable for industry. Third, while the current method uses pressure-free sintering, producing finely coarsened bulk materials on an industrial scale would likely require the addition of pressing steps. Incorporating mechanical deformation into the same process could further enhance the material's structural integrity while keeping the production streamlined.

Looking ahead, the versatility of this one-step process opens up new possibilities. Since iron, nickel, copper, and cobalt can all be processed this way, high-entropy alloys could be the next focus. These alloys, known for their ability to maintain unique properties across a broad range of compositions, hold potential for developing new materials, such as soft magnetic alloys, ideal for high-tech applications. Another promising direction could be the use of metallurgical waste instead of pure oxides. By removing impurities from waste materials, this approach could transform industrial byproducts into valuable feedstock, further enhancing the sustainability of metal production.

By eliminating the need for high temperatures and fossil fuels, this one-step hydrogen-based process could drastically reduce the environmental footprint of alloy production, paving the way for a greener, more sustainable future in metallurgy.

The research was funded with a fellowship to Shaolou Wei by the Alexander von Humboldt Foundation and a European Advanced Research Grant of Dierk Raabe.
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      Top stories featured on ScienceDaily's Plants & Animals, Earth & Climate, and Fossils & Ruins sections.


      
        Pigs may be transmission route of rat hepatitis E to humans
        New research suggests that pigs may function as a transmission vehicle for a strain of the hepatitis E virus (HEV) common in rats that has recently been found to infect humans.

      

      
        Researchers innovate sustainable metal-recycling method
        A research team has developed a method to recycle valuable metals from electronic waste more efficiently while significantly reducing the environmental impact typically associated with metal recycling.

      

      
        Drone footage provides new insight into gray whales' acrobatic feeding behavior
        Drone footage is offering new insight into the acrobatics undertaken by gray whales foraging in the waters off the coast of Oregon.

      

      
        Digital biomarkers shedding light on seasonality in mood disorders
        Wrist-based activity sensors worn by individuals with depression and those without over the course of two weeks provided evidence for the relationship between daily sunlight exposure and physical activity, according to a new study.

      

      
        New study mapping stem cells reveals molecular choreography behind individual variation in human development
        Researchers have mapped variation in human stem cells that explains how cells of an individual may shape a unique 'developmental dance' at the molecular level, thereby controlling how the brain and body are created.

      

      
        Lack of food -- not money -- drives poaching in East African national parks, study finds
        Researchers conducted a survey of 267 households near Mkomazi National Park in northern Tanzania and found that food security was much more important than financial or educational security in motivating people to engage in poaching or illegal grazing in the park.

      

      
        Brazilian fossils reveal jaw-dropping discovery in mammal evolution
        The discovery of new cynodont fossils from southern Brazil by a team of palaeontologists has led to a significant breakthrough in understanding the evolution of mammals.

      

      
        Deep-sea discovery shines light on life in the twilight zone
        A new study could change the way scientists view microbial processes in the deep ocean. The unexpected findings expand our understanding of the impacts of climate change, including how and where the ocean stores carbon.

      

      
        One in two El Nino events could be extreme by mid-century
        Climate change from greenhouse gas emissions could make extreme El Nino events more frequent, according to new research.

      

      
        Bacterial 'flipping' allows genes to assume different forms
        Imagine being one cartwheel away from changing your appearance. One flip, and your brunette locks are platinum blond. That's not too far from what happens in some prokaryotes, or single-cell organisms, such as bacteria, that undergo something called inversions. A study has now shown that inversions, which cause a physical flip of a segment of DNA and change an organism's genetic identity, can occur within a single gene, challenging a central dogma of biology -- that one gene can code for only one...

      

      
        Fossils from the Adriatic Sea show a recent and worrying reversal of fortunes
        Using shells from the recent fossil record, researchers have determine that interactions between predator and prey in the northern Adriatic Sea have significantly declined due to human activity.

      

      
        Thinking about the future: Examining the exacerbating and attenuating factors of despair-induced climate burnout
        New research explored the exacerbating and attenuating factors of despair-induced climate burnout to learn how people can overcome despair and maintain motivation to fight climate change.

      

      
        Citizen scientists help discover microplastics along the entire German coastline
        The AWI's citizen science project 'Microplastic Detectives' has analyzed 2.2 tons of sand from German coasts for microplastics.

      

      
        Night-time noise linked to restless nights for airport neighbors, study finds
        A research team combined measurements from activity monitors and questionnaires for a new study of impact of aircraft noise on sleep. Higher levels of noise were associated with disturbed sleep quality measured by activity monitors. Noise had little impact on sleep duration but higher likelihood of reporting sleeplessness.

      

      
        Ancient reef-builders dodged extinction -- at least temporarily
        Scientists discovered that ancient reef-building stromatoporoids survived the Late Devonian extinction, contrary to previous beliefs, and continued to thrive. The findings reveal how these organisms adapted to past environmental changes, offering valuable insights into the resilience of marine ecosystems and lessons for modern conservation efforts.

      

      
        Campylobacter jejuni-specific antibody gives hope to vaccine development
        A team has discovered an antibody that specifically binds to the food poisoning bacteria Campylobacter jejuni. It was also found that this antibody inhibits the activity of proteins involved in bacterial energy production.

      

      
        A viral close-up of HTLV-1
        Almost everyone knows about HIV. Fewer people know about its relative, HTLV-1. However, HTLV-1 can cause serious illnesses, including cancer. To develop ways to combat this virus, understanding its structure is essential.

      

      
        Air pollution exposure during early life can have lasting effects on the brain's white matter
        Exposure to certain pollutants, like fine particles (PM2.5) and nitrogen oxides (NOx), during pregnancy and childhood is associated with differences in the microstructure of the brain s white matter, and some of these effects persist throughout adolescence.

      

      
        Soil and water pollution: An invisible threat to cardiovascular health
        Pesticides, heavy metals, micro- and nanoplastics in the soil, and environmentally harmful chemicals can have a detrimental effect on the cardiovascular system, according to a review paper. The article provides an overview of the effects of soil and water pollution on human health and pathology and discusses the prevalence of soil and water pollutants and how they negatively affect health, particularly the risk of cardiovascular disease.

      

      
        Major boost in carbon capture and storage essential to reach 2degC climate target
        Large expansion of carbon capture and storage is necessary to fulfill the Paris Climate Agreement. Yet a new study shows that without major efforts, the technology will not expand fast enough to meet the 2 C target and even with major efforts it is unlikely to expand fast enough for the 1.5 C target.

      

      
        'Invisible forest' of algae thrives as ocean warms
        An 'invisible forest' of phytoplankton is thriving in part of our warming ocean, new research shows.

      

      
        Twice as many women as men were buried in the megalithic necropolis of Panoria, study finds
        A new study uncovers gender bias at the megalithic necropolis of Panoria where twice as many women were buried.

      

      
        Reconstructing the evolutionary history of the grape family
        Until now, it was believed that plants of the grape family arrived at the European continent less than 23 million years ago. A study on fossil plants draws a new scenario on the dispersal of the ancestors of grape plants and reveals that these species were already on the territory of Europe some 41 million years ago. The paper describes a new fossil species of the same family, Nekemias mucronata, which allows us to better understand the evolutionary history of this plant group, which inhabited Eu...

      

      
        To make fluid flow in one direction down a pipe, it helps to be a shark
        Researchers have discovered a new way to help liquid flow in only one direction, but without using the flaps that engines and our circulatory system rely upon to prevent fluid backup. The team created a flexible pipe with an interior helical structure inspired by the anatomy of shark intestines -- creating a prototype inspired by biology but with applications in engineering and medicine.

      

      
        World's oldest cheese reveals origins of kefir
        Scientists successfully extracted and analyzed DNA from ancient cheese samples found alongside the Tarim Basin mummies in China, dating back approximately 3,600 years. The research suggests a new origin for kefir cheese and sheds light on the evolution of probiotic bacteria.

      

      
        Protein behavior can be predicted with simple math
        Researchers have discovered that mutations affect protein stability following remarkably simple rules. The discovery has profound implications for accelerating the development of new treatments for diseases or the design of new proteins with industrial applications.

      

      
        Harvests, wildfires, epidemics: How the jet stream has shaped extreme weather in Europe for centuries
        Tree-ring data reveal that periodic shifts in strong winds high above the Earth's surface have driven opposite climates in different parts of Europe for the past 700 years and likely much longer, resulting in contrasting patterns in weather, agricultural and societal extremes.

      

      
        New milestone in plant magnetic resonance imaging
        Magnetic resonance imaging (MRI) is a versatile technique in the biomedical field, but its application to the study of plant metabolism in vivo remains challenging. A research team reports the establishment of chemical exchange saturation transfer (CEST) for plant MRI. This method enables noninvasive access to the metabolism of sugars and amino acids in complex sink organs (seeds, fruits, taproots, and tubers) of major crops (maize, barley, pea, potato, sugar beet, and sugarcane).

      

      
        Atmospheric methane increase during pandemic due primarily to wetland flooding
        A new analysis of satellite data finds that the record surge in atmospheric methane emissions from 2020 to 2022 was driven by increased inundation and water storage in wetlands, combined with a slight decrease in atmospheric hydroxide (OH).

      

      
        Researchers acquire and analyze data through AI network that predicts maize yield
        Artificial intelligence (AI) is the buzz phrase of 2024. Though far from that cultural spotlight, scientists from agricultural, biological and technological backgrounds are also turning to AI as they collaborate to find ways for these algorithms and models to analyze datasets to better understand and predict a world impacted by climate change. Scientists have now demonstrated the capability of a recurrent neural network -- a model that teaches computers to process data using long short-term memor...

      

      
        Better together: Gut microbiome communities' resilience to drugs
        Many common drugs can impact the composition of gut microbiome communities. Scientists compared directly, for the first time, the effect of 30 diverse drug treatments on bacteria when they were grown in isolation versus as part of a complex community. The researchers found that the impact of drugs on bacteria is often less pronounced when they are part of a community, due to cross-protection strategies. Mapping and understanding emergent drug-microbiome interactions within the community context m...

      

      
        Fruit-only diet improves bats' immune response to viruses
        Fruit bats generate more diverse antibodies than mice, but overall have a weaker antibody response, according to a new study.

      

      
        Multilingual gossip in Elizabethan London
        Stranger churches in early modern London had 'eyes everywhere' to hear, spread and dispel gossip in multiple languages, according to new research.

      

      
        Lasers provide boon for manufacturing of ceremonial Thai umbrellas
        The tiered umbrella is one of Thailand's oldest and most sacred ornamental symbols. Constructing one of these ornate pieces, also called chatras, can take master artisans up to six months. However, researchers demonstrate a technique for constructing seven-tiered umbrellas using high-powered lasers, which dramatically reduces the production time. Employing carbon dioxide lasers, they were able to fashion umbrellas from stainless steel in a matter of days while preserving their intricate beauty.

      

      
        Extinct volcanoes a 'rich' source of rare earth elements
        A mysterious type of iron-rich magma entombed within extinct volcanoes is likely abundant with rare earth elements and could offer a new way to source these in-demand metals, according to new research. Rare earth elements are found in smartphones, flat screen TVs, magnets, and even trains and missiles. They are also vital to the development of electric vehicles and renewable energy technologies such as wind turbines.

      

      
        Abrupt intensification of northern wildfires due to future permafrost thawing
        Climate scientists and permafrost experts show that, according to new climate computer model simulations, global warming will accelerate permafrost thawing and as a result lead to an abrupt intensification of wildfires in the Subarctic and Arctic regions of northern Canada and Siberia.

      

      
        Another Franklin expedition crew member has been identified
        The skeletal remains of a senior officer of Sir John Franklin's 1845 Northwest Passage expedition have been identified using DNA and genealogical analyses.

      

      
        Atmospheric blocking slows ocean-driven melting of Greenland's largest glacier tongue
        Northeast Greenland is home to the 79 N Glacier -- the country's largest floating glacier tongue, but also one seriously threatened by global warming: warm water from the Atlantic is melting it from below. Experts have however now determined that the temperature of the water flowing into the glacier cavern declined from 2018 to 2021, even though the ocean has steadily warmed in the region over the past several decades. This could be due to temporarily changed atmospheric circulation patterns. Res...

      

      
        These tadpoles have discovered a unique way of not contaminating their water supply: Not pooping
        The Eiffinger's tree frog found in Japan has a unique biological adaptation: its tadpoles do not defecate during their early developmental stages to reduce the risk of contaminating their small spawning areas. This finding contributes to our understanding of how the species survives in small, enclosed bodies of water.

      

      
        Good nutrition boosts honey bee resilience against pesticides, viruses
        In a new study, researchers have tackled a thorny problem: How do nutritional stress, viral infections and exposure to pesticides together influence honey bee survival? By looking at all three stressors together, the scientists found that good nutrition enhances honey bee resilience against the other threats.

      

      
        Unveiling ancient life: New method sheds light on early cellular and metabolic evolution
        Analyzing fossils can be difficult -- especially when they're so small that they can only be seen with a microscope. Researchers have now come up with a solution.

      

      
        New catalyst developed for sustainable propylene production from biomass
        Researchers have found a way to use a component of glycerol to produce bio-based propylene.

      

      
        Outbreak detection under-resourced in Asia, study finds
        A new study has revealed that despite the recent pandemic, outbreak detection efforts remain under-resourced in South and Southeast Asia, with only about half the countries reviewed having integrated pathogen genomic surveillance initiatives in their national plans. The study also identifies key priorities to enhance the preparedness of the region against future pandemics.

      

      
        Graphene spike mat and fridge magnet technology to fight against antibiotic resistance
        With strong bactericidal properties, graphene has the potential to become a game changer in the fight against antibiotic-resistant bacteria. So far there have been no efficient ways to control these properties -- and thus no way to make use of graphene's potential in healthcare. Now researchers have solved the problem by using the same technology found in an ordinary fridge magnet. The result of which, is an ultra-thin acupuncture-like surface that can act as a coating on catheters and implants -...

      

      
        Low-temperature conversion of ammonia to hydrogen via electric field-aided surface protonics
        Ammonia (NH3) can be decomposed to produce hydrogen gas without releasing CO2. The ease of transport and high hydrogen density make it valuable for the green energy industry. A drawback of using NH3 is that it requires very high temperatures for decomposition reactions. Researchers have now presented a surface protonics-assisted method for the on-demand production of green hydrogen from ammonia using an electric field and Ru/CeO2 catalyst.

      

      
        Spinning artificial spider silk into next-generation medical materials
        It's almost time to dust off the Halloween decorations and adorn the house with all manner of spooky things, including the classic polyester spider webs. Scientists have made their own version of fake spider silk, but this one consists of proteins and heals wounds instead of haunting hallways. The artificial silk is strong enough to be woven into bandages that helped treat joint injuries and skin lesions in mice.

      

      
        The curious immune cells caught between worlds
        Scientists have uncovered critical differences between how innate-like T cells mature in humans and mice. Early in life, most innate-like T cells in the human thymus aren't able to use all of their immune abilities. The discovery could point to better preclinical studies and, perhaps someday, a new form of immunotherapy.

      

      
        Improved cement to protect the living treasures of our coastlines
        Artificial coastlines, including human-made dikes and other engineered constructions, can help prevent erosion and protect from storms and flooding. However, ecological functions remain unprotected from many of these structures. So researchers in China have investigated the use of specialized types of cement. The team started with a limestone and clay cement that hardens underwater and then added polyacrylamide and chitosan. The two treatments were mixed into the cement to form the hardened subst...

      

      
        New battery cathode material could revolutionize EV market and energy storage
        A research team has developed a low-cost iron chloride cathode for all-solid-state lithium-ion batteries, which could significantly reduce costs and improve performance for electric vehicles and large-scale energy storage systems.

      

      
        Climate science: How a believer becomes a skeptic
        Researchers explored the powerful effect of repetition on people's beliefs.
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Pigs may be transmission route of rat hepatitis E to humans | ScienceDaily
New research suggests that pigs may function as a transmission vehicle for a strain of the hepatitis E virus (HEV) common in rats that has recently been found to infect humans.


						
The Rocahepevirus ratti strain is called "rat HEV" because rats are the primary reservoir of the virus. Since the first human case was reported in a person with a suppressed immune system in Hong Kong in 2018, at least 20 total human cases have been reported -- including in people with normal immune function.

People infected with rat HEV did not report exposure to rats, leaving the cause of infection undefined. The suspected cause during other human HEV infections, in many cases, is consumption of raw pork -- making it a potential route for rat HEV as well.

Researchers at The Ohio State University found that a strain of rat HEV isolated from humans could infect pigs and was transmitted among co-housed animals in farm-like conditions. Rats are common pests in swine barns -- suggesting that the pork production industry may be a setting in which rat HEV could make its way to humans.

"We always want to know which viruses might be up and coming, so we need to know the genetics behind this virus in the unlikely event something happens in the United States that would enable rat HEV to expand," said senior author Scott Kenney, an associate professor of veterinary preventive medicine at Ohio State based in the Center for Food Animal Health at the College of Food, Agricultural, and Environmental Sciences' Wooster campus.

The study was published recently in PNAS Nexus.

Hepatitis E is the leading cause of the acute viral liver infection in humans worldwide, mostly in developing regions where sanitation is poor. The virus is also endemic in pigs in the United States -- though it is present mostly in liver rather than muscle, and is killed when the meat is cooked.




Past studies testing the cross-species infectiousness of rat HEV showed the strain used in experiments did not infect non-human primates.

"It dropped off the radar for six or seven years because it was thought not to be a human pathogen. And now it's infecting humans, so we need to figure out why," Kenney said.

One strain linked to human disease is known as LCK-3110. First author Kush Yadav, who completed this work as a PhD student in the Center for Food Animal Health, used the viral genomic sequence to construct an infectious clone of LCK-3110.

The team first showed the cloned virus could replicate in multiple types of human and mammal cell cultures and in pigs. Researchers then injected pigs with an infectious solution containing the LCK-3110 strain or another HEV strain present in pigs in the U.S., as well as saline as a control condition.

Viral particles in the blood and feces were detected one week later in both groups receiving HEV strains, but levels were higher in pigs infected with rat HEV. Two weeks later, co-housed pigs that received no inoculations also began to shed rat HEV virus in their feces -- an indication the virus had spread through the fecal-oral route.

Though infected pigs' organs and bodily fluids were also positive for viral RNA, the animals did not show signs of feeling sick. Previous research suggests rats don't have clinical symptoms, either.




Even so, the rat HEV virus was detected in cerebrospinal fluid of infected pigs -- a finding that aligns with growing concern that various strains of HEV that infect humans can harm the brain. One human death linked to rat HEV was caused by meningoencephalitis.

"HEV is gaining importance for neurological disorders, and a lot of the research now points toward how neuropathology is caused by the hepatitis E virus," Yadav said. "And even though we have a small number of known human cases, a high percentage of them are immunosuppressed. That means transplant recipients in the United States could be at risk of infection by general HEV as well as rat HEV.

"Research could now focus on whether pork liver products contain rat HEV and explore food safety procedures to block the disease."

Yadav is now a postdoctoral researcher in the Virginia-Maryland College of Veterinary Medicine at Virginia Tech. Co-authors of the study, all from Ohio State, were Patricia Boley, Carolyn Lee, Saroj Khatiwada, Kwonil Jung, Thamonpan Laocharoensuk, Jake Hofstetter, Ronna Wood and Juliette Hanson.
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Researchers innovate sustainable metal-recycling method | ScienceDaily
A research team led by Rice University's James Tour has developed a method to recycle valuable metals from electronic waste more efficiently while significantly reducing the environmental impact typically associated with metal recycling.


						
Metal recycling can reduce the need for mining, which decreases the environmental damage associated with extracting raw materials such as deforestation, water pollution and greenhouse gas emissions. "Our process offers significant reductions in operational costs and greenhouse gas emissions, making it a pivotal advancement in sustainable recycling," said Tour, the T.T. and W.F. Chao Professor of Chemistry and professor of materials science and nanoengineering.

The research team's work was published in  Nature Chemical Engineering  on Sept. 25.

Innovative technique

The new technique enhances the recovery of critical metals and builds upon Tour's earlier work in waste disposal using flash Joule heating (FJH). This process involves passing an electric current through a material to rapidly heat it to extremely high temperatures, transforming it into different substances.

The researchers applied FJH chlorination and carbochlorination processes to extract valuable metals, including gallium, indium and tantalum, from e-waste. Traditional recycling methods such as hydrometallurgy and pyrometallurgy are energy-intensive, produce harmful waste streams and involve large amounts of acid.

In contrast, the new method eliminates these challenges by enabling precise temperature control and rapid metal separation without using water, acids or other solvents, significantly reducing environmental harm.




"We are trying to adapt this method for recovery of other critical metals from waste streams," said Bing Deng, former Rice postdoctoral student, current assistant professor at Tsinghua University and co-first author of the study.

Efficient results

The scientists found that their method effectively separates tantalum from capacitors, gallium from discarded light-emitting diodes and indium from used solar conductive films. By precisely controlling the reaction conditions, the team achieved a metal purity of over 95% and a yield of over 85%.

Moreover, the method holds promise for the extraction of lithium and rare Earth elements, said Shichen Xu, a postdoctoral researcher at Rice and co-first author of the study.

"This breakthrough addresses the pressing issue of critical metal shortages and negative environmental impacts while economically incentivizing recycling industries on a global scale with a more efficient recovery process," Xu said.

Other study authors include Jaeho Shin, Yi Cheng, Carter Kittrell, Justin Sharp, Long Qian, Shihui Chen and Lucas Eddy of Rice's Department of Chemistry and Khalil JeBailey of Rice's Department of Materials Science and NanoEngineering.

The Defense Advanced Research Projects Agency, U.S. Army Corps of Engineers, Rice Academy Fellowship and startup funds from Tsinghua supported this study.
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Drone footage provides new insight into gray whales' acrobatic feeding behavior | ScienceDaily
Drone footage captured by researchers in Oregon State University's Marine Mammal Institute is offering new insight into the acrobatics undertaken by gray whales foraging in the waters off the coast of Oregon.


						
The whales' movements, including forward and side-swimming, headstands and the use of "bubble blasts" change as the whales grow, said Clara Bird, a researcher in the Marine Mammal Institute's Geospatial Ecology of Marine Megafauna Laboratory.

Using drone footage captured over seven years, Bird quantified the gray whales' behavior and their individual size and body condition. She found that the probability of whales using these behaviors changes with age.

Younger, smaller whales are more apt to use forward swimming behaviors while foraging. Older, larger whales are more likely to headstand, a head-down position where the whale is pushing its mouth into the ocean floor. The probability of whales using these behaviors changes with age.

"Our findings suggest that this headstanding behavior requires strength and coordination. For example, we often see whales sculling much like synchronized swimmers do while they are headstanding. It is likely this behavior is learned by the whales as they mature," said Bird, who led the research as part of her doctoral dissertation. "We have footage of whale calves trying to copy this behavior and they're not able to do it successfully."

The findings were just published in two new papers authored by Bird and co-authored by Associate Professor Leigh Torres, who leads the GEMM Lab at Hatfield Marine Science Center in Newport.

Since 2015, Torres and her research team have been studying the health and habits of the Pacific Coast Feeding Group, a roughly 200-member subgroup of whales who spend their summers feeding off the coast of Oregon, Washington, northern California and southern Canada, rather than traveling north to the Arctic as most of the 19,000 gray whales in the Eastern North Pacific population do. These whales face elevated exposure to human activities in some locations, including boat traffic, noise and pollution, while they feed in the shallow waters along the Pacific Northwest Coast.




"It's been an amazing journey of discovery over the last 10 years learning about how cool these gray whales are. They are underwater acrobats, doing tight turns, upside-down swimming and headstands," Torres said. "We have now connected these behaviors with the habitat, size and age of the whale, which allows us to understand much more about why they go where they go and do what they do. This will help us protect them in the long run."

The new study shows that whales are changing foraging tactics depending on the habitat and depth of the water they are in. For example, they are more likely to use headstanding when they are on a reef, because their primary prey, mysid shrimp, tend to aggregate on reefs with kelp, Bird said.

The researchers also investigated why the gray whales perform "bubble blasts" -- a single big exhale while they're underwater that produces a large circle pattern at the surface.

"While it was thought that bubble blasts helped gray whales aggregate or capture prey, our study shows that bubble blasts are a behavioral adaptation used by the whales to regulate their buoyancy while feeding in very shallow water," Torres explained.

Larger, fatter whales were more likely to bubble blast, especially while performing headstands. The bubble blasts also were associated with longer dives, supporting the hypothesis that the behavior helps whales feed for a longer period of time underwater.

"It is just like when we dive underwater, if we release air from our lungs, then we can stay underwater more easily without fighting the buoyancy forces that push us back toward the surface," Bird said.

Together, the two papers provide new insight into how whales' size affects their behavior and the role social learning may play in whales' adoption of these behaviors, she said.

"Because these whales are feeding close to shore, where the water is shallow and we can capture their behavior on video, we're able to really see what is happening," Bird said. "To be able to study the whales, in our backyard, and fill in some answers to questions about their behavior, feels very special."
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Digital biomarkers shedding light on seasonality in mood disorders | ScienceDaily
Wrist-based activity sensors worn by individuals with depression and those without over the course of two weeks provided evidence for the relationship between daily sunlight exposure and physical activity, according to a study published September 25, 2024, in the open-access journal PLOS Mental Health by Oleg Kovtun and Sandra Rosenthal from Vanderbilt University, U.S.


						
Mood disorders are the leading cause of 'disability' worldwide. Up to 30 percent of individuals with major depressive disorder and bipolar disorder display a seasonal pattern of symptoms. This phenomenon is now recognized in official diagnostic manuals. Yet very little is known about the influence of day length (i.e., photoperiod) and sunlight intensity (i.e., solar insolation) on seasonal patterns in major depressive disorder and bipolar disorder.

In their new study, Kovtun and Rosenthal used a quantitative approach to examine the relationship between sunlight measures and objectively measured movement activity patterns to begin to understand the environmental factors driving seasonality in major depressive disorder and bipolar disorder. They used motor-activity recordings collected via accelerometers (which measure the rate of change of the velocity of an object with respect to time) from 23 individuals with unipolar or bipolar depression and 32 individuals without depression. Participants were recruited at the University of Bergen, Norway.

The findings revealed relationships between daytime physical activity, depressed state, photoperiod and solar insolation. In particular, more depressed states were associated with lower daytime activity, whilst daytime activity increased with photoperiod and solar insolation. Additional results suggest that the impact of solar insolation on physical activity may differ between depressed individuals and those who are not. This finding could indicate that depressed individuals exhibit an altered physiological link between energy input (i.e., solar insolation) and physical activity. On the other hand, it is also possible that increased sedentary behavior results in reduced time spent outdoors and does not allow depressed people to capitalize on the benefits of sunlight exposure.

According to the authors, the study presents a generalizable strategy to understand the complex interplay between sunlight, physical activity, and depressed state using open-source digital tools. The ability to identify mood disturbances, particularly in seasonally susceptible individuals, using passive digital biomarker data offers promise in informing next-generation predictive, personalized diagnostics in mental health.

Specifically, a digital biomarker, such as accelerometer-derived motor activity patterns, could form the basis of an early warning system that alerts a clinician to initiate a timely intervention. Incorporating objectively measured sunlight exposure markers (i.e., NASA-collected solar insolation data or accelerometer-measured light exposure) could further enhance the predictive power of such tools and lay the foundation for personalized models aimed at individuals susceptible to mood disturbances with seasonal patterns.

Rosenthal and Kovtun add, "Individuals with seasonal mood disorders may not yet recognize the pattern of their illness. One of the goals of our study is to motivate the development of digital tools to assist clinicians and help affected individuals with self management of their symptoms."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240925143945.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



New study mapping stem cells reveals molecular choreography behind individual variation in human development | ScienceDaily
Researchers at the Johns Hopkins University School of Medicine have mapped variation in human stem cells that explains how cells of an individual may shape a unique "developmental dance" at the molecular level, thereby controlling how the brain and body are created. The findings further our understanding of the origins and implications of cellular variation in people and may advance the design of individualized therapeutics and methods to rebuild diseased or damaged human organs.


						
The study, published Sep. 10 in Stem Cell Reports, used human induced pluripotent stem cells -- a type of stem cell that are equivalent to cells in early embryonic development that can develop multiple types of tissue. Studying pluripotent cells from several donors showed how genetic and epigenetic (nonnuclear DNA) factors contribute to individual variation in early brain development.

"The entirety of each individual human body is created from a single cell, and as cells of the developing embryo begin to divide, they perform genetically programmed choreography to construct the new human," says Carlo Colantuoni, Ph.D., assistant professor in the departments of neurology and neuroscience at the Johns Hopkins University School of Medicine.

But, notes Colantuoni, while this developmental dance has major steps that are consistent across the human population (and the animal kingdom), this study has uncovered molecular patterns and gene expression traits that modify the conserved human steps and create unique individual development.

In this study, researchers at The Johns Hopkins University and Yale University used a process known as "cellular reprogramming," in which mature cells can revert to their embryonic pluripotent status -- a technique that won a Nobel Prize in 2012. Specifically, the researchers took skin cells from adult humans and returned them to an early embryonic state. Called induced pluripotent stem cells (iPSCs), they have the potential to develop into any human body cell.

Researchers let the iPSCs grow and interact unconstrained, enabling cells to reveal their inherent nature and individuality. RNA sequencing, which examines how much RNA is being produced from each gene, gave researchers a detailed molecular perspective on what the cells were doing. Then, by combining the RNA data from iPSCs with data from developing mouse embryos, the researchers mapped variation of the donors' cells onto the landscape of mammalian development. This allowed observation of systematic differences in how individual human cells navigate early development -- differences also observed in public data from 100 human stem cell donors.

Researchers saw two types of patterns, or rhythms, of the developmental dance emerge from the RNA data. The first type of pattern was consistent across all individual donors, defining large modules responsible for creating elements of the human body such as the brain, heart and liver. Patterns of the second type were more subtle, newer in evolutionary terms and present only in the cells of specific individuals regardless of the final function of the cells.




Notably, the newer patterns that show individual variation in the human programmed choreography were present not only in the cells observed in the laboratory, but also in the mature cells of the donors' bodies. The researchers say this indicates that the variations they saw in cellular development, each specific to an individual person, influenced the steps the donor cells took during early development.

By logical extension, the scientists say, their findings not only indicate the unique steps an individual's cells take, but also that these cells hold information about the health or risk of diseases of a person over their lifetime. Colantuoni says these insights may pave the way for individualized approaches in regenerative medicine that are more precise.

"We advocate studying induced pluripotent stem cells and their derivatives to understand each patient's risk for complex disease and specific treatments that will be most effective for that individual," says Colantuoni. "We see a future in which a patient's traditional medical history, genome sequence and living cells are routinely used together to diagnose and customize treatment for patients."

Colantuoni says scientists are just beginning to uncover the specific molecular mechanisms underlying differences in human cellular development. More studies with larger and more varied donor pools are needed to understand the long-term health impacts of an individual's developing cells dancing to the beat of their own drum.

Other scientists who have contributed to this research are Suel-Kee Kim, Seungmae Seo, Genevieve Stein-O'Brien, Amritha Jaishankar, Kazuya Ogawa, Nicola Micali, Yanhong Wang, Thomas Hyde, Joel Kleinman, Elana Fertig, Joo Heon Shin, Daniel Weinberger, Joshua Chenoweth, Daniel Hoeppner and Ronald McKay.

Funding for this research was provided by NCI/NIH grants R01CA177669, P30CA006973, U01CA212007 and U01CA253403, and the Johns Hopkins University Catalyst Award won by EJF R01NS116418, R01HG010898, MH116488 and U01MH124619, awarded to N.S. Data sharing and visualization via NeMO Analytics, were supported by grants R24MH114815 and R01DC019370.
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Lack of food -- not money -- drives poaching in East African national parks, study finds | ScienceDaily
National parks in East Africa protect endangered wildlife but sometimes do not support local human populations, according to Edwin Sabuhoro, assistant professor of recreation, park, and tourism management at Penn State. New research by Sabuhoro and two Penn State doctoral students from East Africa demonstrated that poverty and lack of adequate food supply drive most of the poaching and other illegal activities in one such park.


						
The researchers, led by Gasto Lyakurwa, doctoral student in recreation, park, and tourism, management at Penn State, surveyed 267 household heads in eight villages that border Mkomazi National Park in northern Tanzania. The survey focused on their use of park land and their family's food security, financial security and educational security to understand which factors led to illegal park use. Their results were published in Conservation.

Mkomazi National Park comprises more than 1,250 square miles of protected habitat for rare and endangered wildlife including elephants, lions, buffalo and rhinoceroses. The park, created in 1951, displaced large numbers of people from the park land into surrounding regions two times -- once in the early 1950s and again in the late 1980s.

Since the foundation of the park -- and other protected areas throughout East Africa -- the researchers said park officials and rangers have viewed local people as a threat, rather than as a potential conservation partner.

"For countless generations, the people in this area relied on that land for meat, traditional medicines, firewood, fish and timber," Lyakurwa said. "These resources were essential to the people's livelihood, but suddenly, they were cut off from the land. Even though local people told us they feel connected to the wild animals, they also made it clear that they are not likely to respect park boundaries if they cannot feed themselves or their children."

Tourism in the park -- driven largely by visitors who want to see the large mammals -- generates income that is managed by the national government, the researchers said. Some park revenue is used to fund projects designed to improve the lives of the 45,000 people who live in the 22 villages near the park. Though many government programs have focused on improving infrastructure for health care and education, the results of this study indicate that alleviating food insecurity and poverty are the only ways to build cooperation between the parks and the villages, the researchers said.

Of the 267 families surveyed, 253 earned their livelihood through agriculture -- either growing crops or raising grazing animals for food. The average annual household income for these families was $1,115 United States dollars, and 74% of household heads had been educated only through primary school.




When asked about if and why they used the park for illegal animal grazing or poaching, many villagers reported that they did use park land. The researchers compared these results to people's statements about their family's consistent access to -- or "security" in -- food, education and adequate finances.

Results showed that food security was the primary driver of illegal activity, while education security and financial security had minimal influence on poaching.

The researchers said the findings demonstrated that people poach for food, not to enrich themselves or to pay for their children's education. To successfully protect wildlife and their habitat, parks need to address food security for residents, the researchers said.

"Communities are expected to support conservation, but they are facing deprivation," Lyakurwa said. "Animals -- especially elephants and lions -- come out of the parks and trample crops and injure or kill people. Also, the people feel they need park lands to graze their own animals. It is easy to understand why they are not more supportive of park boundaries when their lives are at stake."

In addition to existential concerns, many villagers told the researchers that they believe more money earned from tourism in the park should be used to support people in the area, but that much of the money is extracted to fund other projects around the nation. Sabuhoro said that this common frustration inspired him to help spearhead a regional effort to reduce conflicts between the needs of humans and wildlife.

"Traditionally, local people have been expected to comply with rules but have not been invited to participate in the planning or benefits associated with the parks," Sabuhoro said. "Through the Human Wildlife Co-existence Research Network, we are trying to change that."

Sabuhoro helps lead the network, which brings together non-governmental organizations, government officials, academics, park leadership and local people across East Africa to address ways conservation efforts can support the needs of local communities and local communities can support conservation efforts.




"People in each nation are expressing their own needs and developing their own solutions," Sabuhoro said. "Last year, we held a conservation stakeholders meeting in Uganda. This year, we had a meeting in Tanzania, and next year we have meetings planned in Kenya and Rwanda."

To support and expand the work of the Human Wildlife Co-existence Research Network, Sabuhoro sought to recruit and train a researcher from East Africa. After combing through many applications, he said that he found an ideal candidate in Lyakurwa.

Lyakurwa was born in Tanzania and previously worked as a park ranger there. This meant that he had the language skills, cultural knowledge and perspective needed to conduct studies like this one. Sabuhoro also emphasized that local connections are needed to build trust.

"Traditionally, western researchers studied African animals or people and then left without helping the local community understand the results of the study or providing any sustained tangible benefits," Sabuhoro said. "When the researcher has local connections like Gasto does, there is more faith that the researcher will bring the knowledge back to the community."

Lyakurwa agreed.

"They can hold me accountable because I am from there," he said. "I believe that helps me get more honest and complete answers from people -- both villagers and park rangers. All these people are trying to what is right in a difficult situation, but they need to feel safe to explain themselves."

Sabuhoro said universities like Penn State play an important role in training local people like Lyakurwa and Mercy Chepkemoi Chepkwony, graduate student in recreation, park, and tourism management at Penn State and the other co-author of this research.

"By training local people in research methods and helping to develop and support meaningful research projects, we can help support management of parks in ways that are sustainable for humans and animals alike," Sabuhoro said.

The Ann Atherton Hertzler Early Career Professorship in Global Health funded this research.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240925143909.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Brazilian fossils reveal jaw-dropping discovery in mammal evolution | ScienceDaily

Mammals stand out among vertebrates for their distinct jaw structure and the presence of three middle ear bones. This transition from earlier vertebrates, which had a single middle ear bone, has long fascinated scientists. The new study explores how mammal ancestors, known as cynodonts, evolved these features over time.

Using CT scanning, researchers were able to digitally reconstruct the jaw joint of these cynodonts for the first time. The researchers uncovered a 'mammalian-style' contact between the skull and the lower jaw in Riograndia guaibensis, a cynodont species that lived 17 million years before the previously oldest known example of this structure, but did not find one in Brasilodon quadrangularis, a species more closely related to mammals. This indicates that the defining mammalian jaw feature evolved multiple times in different groups of cynodonts, earlier than expected.

These findings suggest that mammalian ancestors experimented with different jaw functions, leading to the evolution of 'mammalian' traits independently in various lineages. The early evolution of mammals, it turns out, was far more complex and varied than previously understood.

Lead author James Rawson based in Bristol's School of Earth Sciences explained: "The acquisition of the mammalian jaw contact was a key moment in mammal evolution.

"What these new Brazilian fossils have shown is that different cynodont groups were experimenting with various jaw joint types, and that some features once considered uniquely mammalian evolved numerous times in other lineages as well."

This discovery has broad implications for the understanding of the early stages of mammal evolution, illustrating that features such as the mammalian jaw joint and middle ear bones evolved in a patchwork, or mosaic, fashion across different cynodont groups.




Dr. Agustin Martinelli, from the Museo Argentino de Ciencias Natural of Buenos Aires, stated: "Over the last years, these tiny fossil species from Brazil have brought marvellous information that enrich our knowledge about the origin and evolution of mammalian features. We are just in the beginning and our multi-national collaborations will bring more news soon."

The research team is eager to further investigate the South American fossil record, which has proven to be a rich source of new information on mammalian evolution.

Professor Marina Soares of the Museu Nacional, Brazil, stated: "Nowhere else in the world has such a diverse array of cynodont forms, closely related to the earliest mammals."

By integrating these findings with existing data, the scientists hope to deepen their understanding of how early jaw joints functioned and contributed to the development of the mammalian form.

James added: "The study opens new doors for paleontological research, as these fossils provide invaluable evidence of the complex and varied evolutionary experiments that ultimately gave rise to modern mammals."
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Deep-sea discovery shines light on life in the twilight zone | ScienceDaily
The ocean's twilight zone is deep, dark, and -- according to new research -- iron deficient.


						
No sunlight reaches this region 200 to 1,000 meters below the sea surface, where levels of iron, a key micronutrient, are so low that the growth of bacteria is restricted. To compensate, these bacteria produce molecules called siderophores, which help the bacteria scavenge trace amounts of iron from the surrounding seawater.

The study could change the way scientists view microbial processes in the deep ocean and offer new insight into the ocean's capacity to absorb carbon.

"Understanding the organisms that facilitate carbon uptake in the ocean is important for understanding the impacts of climate change," said Tim Conway, associate professor of chemical oceanography at the USF College of Marine Science, who co-authored the recent study. "When organic matter from the surface ocean descends to the deep ocean, it acts as a biological pump that removes carbon from the atmosphere and stores it in seawater and sediments. Measuring the rates and processes that influence this pump gives us insight into how and where the ocean stores carbon."

To conduct the study, researchers collected water samples from the upper 1,000 meters of the water column during an expedition through the eastern Pacific Ocean from Alaska to Tahiti. What they found in the samples surprised them. Not only were concentrations of siderophores high in surface waters where iron is expected to be deficient, but they were also elevated in waters between 200 and 400 meters deep, where nutrient and iron concentrations were thought to have little impact on the growth of bacteria.

"Unlike in surface waters, we did not expect to find siderophores in the ocean's twilight zone," said Conway. "Our study shows that iron-deficiency is high for bacteria living in this region throughout much of the east Pacific Ocean, and that the bacteria use siderophores to increase their uptake of iron. This has a knock-on effect on the biological carbon pump, because these bacteria are responsible for the breakdown of organic matter as it sinks through the twilight zone."

The recent discovery was part of GEOTRACES, an international effort to provide high-quality data for the study of climate-driven changes in ocean biogeochemistry.




The study of siderophores is still in the early stages. Researchers involved in GEOTRACES only recently developed reliable methods to measure these molecules in water samples, and they're still working to understand where and when microbes use siderophores to acquire iron.

Although the research into siderophores is new, this study demonstrates their clear impact on the movement of nutrients in the ocean's twilight zone.

"For a full picture of how nutrients shape marine biogeochemical cycles, future studies will need to take these findings into account," said Daniel Repeta, senior scientist at Woods Hole Oceanographic Institution and co-author of the article. "In other words, experiments near the surface must expand to include the twilight zone."

Funding for this work was provided by the National Science Foundation and the Simons Foundation. The U.S. portion of GEOTRACES is provided by the National Science Foundation.
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One in two El Nino events could be extreme by mid-century | ScienceDaily
With the climate pattern known as El Nino in full force from mid-2023 to mid-2024, global temperatures broke records for 12 months in a row. As one of the strongest El Nino events on record, it was likely the main culprit of unprecedented heat, floods and droughts worldwide.


						
In a new study published Sep. 25 in the journal Nature, a University of Colorado Boulder climate scientist and collaborators reveal that the planet could see more frequent extreme El Nino events by 2050 if greenhouse gas emissions continue to increase.

"It's pretty scary that 2050 is not very far away," said Pedro DiNezio, the paper's co-lead author and associate professor in the Department of Atmospheric and Oceanic Sciences. "If these extreme events become more frequent, society may not have enough time to recover, rebuild and adapt before the next El Nino strikes. The consequences would be devastating."

Shifting wind and soaring temperatures

El Nino occurs when water temperatures along the equator in the Pacific Ocean rise by at least 0.9 degF above average for an extended period.

The seemingly marginal temperature change can shift wind patterns and ocean currents, triggering unusual weather worldwide, including heat waves, floods and droughts.

When the area warms by 3.6degF above average, scientists classify the El Nino event as extreme. Since the U.S. National Oceanic and Atmospheric Administration began collecting data in the 1950s, the agency has recorded up to four extreme El Nino events.




During an extreme El Nino, the impacts on global weather tend to be more severe. For example, during the winter of 1997-98, El Nino brought record rainfall to California, causing devastating landslides that killed more than a dozen people. Over the same period, the planet lost about 15% of its coral reefs due to prolonged warming.

Last winter El Nino almost reached extreme magnitude, DiNezio said.

"El Nino events are difficult to simulate and predict because there are many mechanisms driving them. This has hindered our ability to produce accurate predictions and help society prepare and reduce the potential damage," they said.

Prior research suggests that climate change is intensifying and increasing the frequency of extreme weather events, possibly linked to changes in El Nino patterns. However, due to limited data, scientists have yet to confirm whether El Nino will strengthen with warming.

DiNezio and their team set out to simulate El Nino events in the past 21,000 years -- since the peak of Earth's last Ice Age -- using a computer model.

The model shows that during the Ice Age, when Earth's climate was colder, extreme El Nino events were very rare. As the planet warmed since the end of the Ice Age, the frequency and intensity of El Nino have been increasing.




The team validated the model by comparing the simulated data with past ocean temperature data retrieved from fossilized shells of foraminifera, a group of single-celled organisms ubiquitous in the oceans long before human existence. By analyzing the type of oxygen compounds preserved in these fossilized shells, the team reconstructed how El Nino drove ocean temperature fluctuations across the Pacific Ocean for the past 21,000 years. The ancient record aligned with the model's simulations.

"We are the first to show a model that can realistically simulate past El Nino events, enhancing our confidence in its future predictions. We are also proud of the robust technique we developed to evaluate our model, but unfortunately, it brought us no good news," DiNezio added.

The model predicts that if society continues to pump greenhouse gases into the atmosphere at the current rate, one in two El Nino events could be extreme by 2050.

The control knob

Despite El Nino's complexity, the model reveals that a single mechanism has controlled the frequency and intensity of all El Nino events as the planet has warmed since the last Ice Age.

When the eastern Pacific Ocean water warms from natural fluctuation, the winds that always blow east to west over the equatorial Pacific weaken due to changes in air pressure above the ocean. But during an El Nino, weakened winds allow warm water to flow east, and the warmer water weakens the winds even more, creating a feedback loop known as the Bjerknes feedback.

DiNezio's research suggests that as the atmosphere warms rapidly from greenhouse gas emissions, the planet experiences a stronger Bjerknes feedback, leading to more frequent extreme El Nino events.

With the most recent El Nino now in the past, DiNezio emphasized that society needs to focus on taking measures to reduce the impact from future extreme El Nino events, including cutting emissions and helping communities, particularly those in the developing countries, become resilient to extreme weather.

"We now understand how these extreme events happen, and we just need the will to reduce our reliance on fossil fuels," they said. "Our findings emphasize the urgent need to limit warming to 1.5 degC to avoid catastrophic climate impacts."
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Bacterial 'flipping' allows genes to assume different forms | ScienceDaily
Imagine being one cartwheel away from changing your appearance. One flip, and your brunette locks are platinum blond. That's not too far from what happens in some prokaryotes, or single-cell organisms, such as bacteria, that undergo something called inversions.


						
A study led by scientists at Stanford Medicine has shown that inversions, which cause a physical flip of a segment of DNA and change an organism's genetic identity, can occur within a single gene, challenging a central dogma of biology -- that one gene can code for only one protein.

"Bacteria are even cooler than I originally thought, and I'm a microbiologist, so I already thought they were pretty cool," said Rachael Chanin, PhD, a postdoctoral scholar in hematology. Microbiologists have known for decades that bacteria can flip small sections of their DNA to activate or deactivate genes, Chanin said. To the team's knowledge, however, those somersaulting pieces have never been found within the confines of a single gene.

In the same way that reversing the order of the letters in the word "dog" could entirely change the meaning of a sentence ("I'm a dog." versus "I'm a god."), the within-gene inversion essentially recodes the bacterium's genetics using the same material. That could result in the activation of a gene, a halt in gene activity or a sequence that codes for the creation of a different protein when inverted.

"I remember seeing the data, and I thought, 'No way, this can't be right, because it's too crazy to be true,'" said Ami Bhatt, PhD, professor of genetics and of medicine. "We then spent the next several years trying to convince ourselves that we had made a mistake. But as far as we can tell, we have not."

A study detailing the scientists' findings was published Sept. 25 in Nature. Chanin and former postdoctoral scholar Patrick West, PhD, co-led the study. Bhatt is the senior author.

Flip-flopping

In the 1920s, scientists encountered the first hint of inversions when they were searching for a salmonella treatment. They tried collecting antibodies from animals infected by the bacteria in the hopes that the immune molecules could be transferred to other animals and stave off infection. But it never worked -- even the bacterial strains they knew to be genetically identical were able to fight back. Scientists now know that evasion was thanks to an inversion recoding the bacterium in a way that allowed it to escape the animals' immunity.




Microbiologists have since found inversions occurring in small DNA segments of various kinds of prokaryotes. But Bhatt and her team wondered if they could also happen within a single gene. West created an algorithm, called PhaVa, that identified possible inversions within bacterial genomes.

The software essentially downloads thousands of genome sequence segments from various prokaryotes and scans for regions that look "flippable" -- segments with something called inverted repeats, which have a redundant palindromic quality (for instance, ATTCC and CCTTA) -- on other side of the potential inversion. The algorithm creates a catalog of what these sequences would look like if they flipped, and it makes comparisons between the made-up genomes and the true sequence. Then it counts the regions where both the flipped and unflipped sequences are present within an organism's genome, with every match indicating a likely inversion.

The software identified thousands of inversions that exist in bacterial and other prokaryotic species, revealing for the first time that inversions occur within genes. That sparked the idea that not only do single-gene inversions occur, but that they may be relatively common, Bhatt said.

"This was really surprising to us," Bhatt said. "To our knowledge this has never been seen before."

One big question remains: What causes an inversion? The team suspects there are specific enzymes that mediate the flip, as well as certain environmental cues that drive the change.

"That's a to-do now," Bhatt said. "One of our next steps is to try to decode the molecular grammar so we can build a database of enzymes and a database of the inverted repeats that they flip."

Interpreting inversions




While there's still much more to understand about inversions, Bhatt sees potential for numerous applications. "This is effectively a heritable, reversible type of genetic regulation," she said.

She posits that scientists may eventually be able to use inversions to create a toggleable bacterial system to control their gene expression, something that could behoove synthetic biology research. Or perhaps there are links between certain diseases and the state of bacterial inversions, in which case there may be a way to switch the bacteria's state and regulate a disease.

"This type of adaptation has just been hiding in front of us, waiting for the right tool and the right technology and biological question to be asked," Chanin said. "And it makes me wonder, how many more bacterial secrets are just waiting for us to uncover them?"

Researchers from Princeton University contributed to this study.

This study was funded by the National Institutes of Health (grants R01 AI148623, R01 AI143757, R01 AI174515, HG000044, HL120824, TL1TR003019, 1S10OD02014101), the AP Giannini Foundation, the National Science Foundation Graduate Research Fellowship, the Stanford DARE fellowship and the Stand Up 2 Cancer Foundation.
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Fossils from the Adriatic Sea show a recent and worrying reversal of fortunes | ScienceDaily

Then, a threshold was crossed. Populations of both predator and prey abruptly plummeted and in some cases disappeared entirely. They were replaced by the common corbulid clam (Varicorbula gibba), which has the ability to slow down its metabolism in unfavorable conditions. Whenever paleontologists find an abundance of this species in the marine fossil record, it often means the environment they inhabited was challenging and unsuitable for other organisms.

"This species became more abundant and grows much larger than it did previously because there are fewer predators and less competition from other species," said Martin Zuschin, a paleontology professor at the University of Vienna. He and colleagues from Slovakia, New Zealand, Austria, Italy and the United States have published a new study documenting the decline of predator/prey interactions in the Adriatic Sea.

The findings add to a growing body of evidence that shows human activity has dangerously destabilized marine environments in the region. The rapid increase in fishing, bottom-trawling, nutrient runoff, the introduction of invasive species, and warming water temperatures caused by climate change have radically altered marine animal communities along parts of the Italian peninsula.

"From our research in the northern Adriatic Sea, we can say that species composition in these environments is much simpler than it used to be. In many places today, we're lacking predators, grazers and organisms that live on top of the sediment, while other species, like deposit feeders and animals that live in the sediment, have become more abundant," Zuschin said.

For a more familiar land-based analog, the northern Adriatic has essentially become the marine equivalent of a golf course, with low biodiversity and excess nutrients. Zuschin and his colleagues have studied the Adriatic's deterioration for several years by comparing the organisms that currently live there with fossils from those that existed before the arrival of humans in the region.

This type of research, called conservation paleobiology, allows scientists to measure declines in biodiversity and make informed recommendations on how to restore natural areas.




The authors of the current study had the rare opportunity to go a step further. Instead of looking only at declines in the number of individuals and species, they could determine whether the interactions between species were affected as well. This task is virtually impossible with most types of fossils. Physical damage, like bite marks, can be used to study ancient scuffles between predator and prey, but paleontologists seldom find such fossils, and when they do, it can be extraordinarily difficult to determine the type of animal that inflicted the wound.

Seafloor environments are one of the only exceptions to this rule. For as long as there have been marine invertebrates that produce protective outer shells, there have been predators with the ability to bore through them. A variety of marine snails, worms and even octopi have evolved structures to grind and pulverize shells.

"Some snails have specialized organs that secrete acid to soften the calcium carbonate in shells. This makes the drilling process more efficient," said co-author Michal Kowalewski, the Thompson chair of Invertebrate Paleontology at the Florida Museum of Natural History.

The circular holes left behind are a calling card, which scientists use to quantify predation.

The researchers took samples from two regions, one in the northwest Adriatic along the mouth of the Po River and another in the northeast Gulf of Trieste. At each site, they extracted sediment cores from the seafloor using long, cylindrical tubes. Sediment near the top was younger and had settled onto the seafloor more recently than sediment at the bottom of the tube.

Both locations showed the same pattern. The abundance of predators and prey along with the frequency of drill holes remained consistent until the mid-19th century, when all three spiked. Zuschin says this brief window of frenetic activity is a signature from the early days of Italian industrialization.




"A moderate increase in nutrient input is good for the ecosystem," he said.

But this grace period didn't last long. Excess nutrients in the Adriatic fueled the growth of algae, which sank to the seafloor when they died. Bacteria that degraded the dead algae used up much of the dissolved oxygen in the water, which suffocated nearby marine organisms. "It simply became too much, and the whole system crashed," Zuschin said.

These periods of low oxygen, called eutrophication, weren't detrimental to everything, though. They may have been beneficial for the common corbulid clam, Kowalewski said. "They're less vulnerable to lower oxygen levels than some of their competitors, and they can proliferate quickly."

Corbulid clams also don't seem to be a favored food source for drilling predators. Their shells are occasionally found with tell-tale holes in them, but at a lower frequency than other species. With their only limitation being how much they can eat, corbulid clams have thrived in the denuded waters of the northern Adriatic.

And there's another problem lurking on the horizon. Climate change is heating up the Adriatic, which means its water is becoming more stratified. This happens when increasingly warmer water on top mixes less with the colder water below, impeding the flow of oxygen from the surface to lower depths. In areas where eutrophication is already a problem, things are likely going to get worse.

Still, Zuschin says, there's reason to be optimistic. Efforts are underway to reduce the amount of pollution that makes its way into Italy's rivers, and samples from one location in the Po River Delta even show a small uptick in drill-hole frequency. Zuschin also warns that restoration won't be easy and will only get harder the longer it gets put off.

"Environmental degradation is extremely expensive. You cannot even quantify it, because something that is gone that had a tremendous impact on the quality of life cannot be accounted for in terms of money."
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Thinking about the future: Examining the exacerbating and attenuating factors of despair-induced climate burnout | ScienceDaily
As the occurrence of weather extremes continues to escalate, the climate change movement now grapples with a new challenge, 'climate burnout'.


						
The troubling trend of despair and fatigue among those who work for environmental and climate change -- a phenomenon described as 'climate burnout' -- could jeopardise vital commitment to the cause.

New Flinders University research explored the exacerbating and attenuating factors of despair-induced climate burnout to learn how people can overcome despair and maintain motivation to fight climate change.

"Our research highlights the growing issue of climate burnout, where people involved in the climate justice movement experience sheer exhaustion and disengagement due to feelings of despair about the crisis," says lead author, Dr Lucy Bird from the College of Education, Psychology and Social Work.

"We found that people are more likely to experience burnout when they feel despair and exhaustion about tackling climate change.

"But importantly, our findings show that when people contemplated pragmatic steps, such as using their car less and reducing waste, as well as acting collectively to encourage organisations to make changes, they felt markedly less disengaged.

"When people focus on actionable steps and fostering a sense of community and shared purpose, they can combat burnout and continue to make meaningful progress in addressing one of humanity's most defining challenges," she says.




The research involved two studies using over 1,200 participants to examine whether despair about the climate crisis is associated with experiencing burnout.

It also explored whether thinking about a positive future where the climate crisis has been addressed (utopian thinking) or considering the steps necessary to address climate change (pragmatic thinking) could reduce climate burnout.

In some instances, the findings show that simply imagining a climate utopia could reduce peoples' urge to disengage from the climate movement.

"Given the urgent need to address the climate crisis, it is important to protect people from experiencing despair induced burnout and disengaging from the climate movement," says Dr Bird.

"This approach aligns with evolving strategies within the climate advocacy community, focusing on actionable solutions rather than overwhelming sentiments of despair.

"As communities around the globe strive for impactful climate policies and initiatives, it is imperative that they foster an environment that encourages sustained engagement and mutual support."

She says that future research needs to consider different interventions to reduce peoples' exhaustion and fatigue regarding climate change as this was not always reduced by engaging in pragmatism and utopian thinking.

Dr Bird sums up her research by referencing street artist Banksy's mural near London's Hyde Park in support of Extinction Rebellion protests in 2019, "From this moment despair ends and tactics begin."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240925123634.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Citizen scientists help discover microplastics along the entire German coastline | ScienceDaily
The global production of plastics and the resulting plastic waste has increased to such an extent that plastics have become ubiquitous in our environment. Plastics of various sizes are also found along the German North Sea and Baltic coasts. Previous studies of microplastic pollution on German beaches have often been limited to a few locations. In the citizen science project "Microplastic Detectives," researchers from the Alfred Wegener Institute, together with citizens, have now collected samples from beaches along the entire German coast to be analyzed for microplastics. The resulting dataset is the first to be large enough to make reliable estimates of the state of pollution along the entire German coastline. The team is publishing its findings in the journal Frontiers in Environmental Science.


						
Global plastics production could almost triple by 2060, according to estimates by the Organisation for Economic Co-operation and Development (OECD). This leads to more plastic waste and a build-up of plastic in water bodies, where it breaks down into microplastics -- particles smaller than or equal to five millimeters. "This irreversible plastic pollution is affecting species, populations and ecosystems, including along the German coast," says Dr Bruno Walther, formerly of the Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research (AWI), now at Heinrich Heine University Dusseldorf and lead author of the recently published study. The extent to which our beaches in the North Sea and Baltic Sea are polluted has so far only been assessed for individual areas or locations, but not for the entire German coast. "This is why we launched the citizen research project 'Microplastic Detectives' to collect comparable data on the large-scale distribution of microplastic pollution along the German coastline."

With the help of citizen scientists, the research team was able to collect a total of 2.2 tons of sand from 71 locations along the German coast, covering a total area of 68.36 square meters. "We have combined a total of 1139 comparable samples into one large dataset. That's more geographic coverage than we've ever had before," says co-author and AWI biologist Dr Melanie Bergmann. The samples were then dried at the AWI, sieved and analyzed under a microscope for plastic particles as small as one millimeter in size. "In this study, we deliberately focused on large microplastics in order to rule out airborne contamination with small microplastic particles and to simplify sampling for the citizen scientists."

The results were surprising: "Although we found plastic on 52 out of 71 beaches, the amount of large microplastics in the North Sea and Baltic Seas was lower than in other studies," explains Bruno Walther. "If we had also analyzed smaller microplastic particles, we would certainly have found much higher concentrations," adds Melanie Bergmann. In previous AWI studies in the North Sea and the Arctic, microplastics smaller than one millimeter accounted for over 90 per cent of the microplastics found in sediments. "We also randomly selected sampling sites on the beach, rather than focusing on accumulation areas such as drift lines." This may also explain differences.

Of the 1139 samples analyzed, 177 contained a total of 260 plastic particles. This is an average of about four plastic particles per square meter. On a ten-hectare beach, that would be 400,000 plastic particles. However, the analysis also shows that microplastic pollution varies greatly from place to place.

How effective are policies, and where do policies need to be re-adjusted?

"Our study is the first to provide comparable data on the large-scale distribution of plastic pollution along the entire German coast using standardized methods," emphasizes Melanie Bergmann. This is necessary, for instance, to be able to map the status quo against the success of future policies to limit plastic pollution. For example, monitoring results suggest that legislative changes may have led to fewer plastic bags being found on the seafloor in north-west Europe over the past 25 years. "But we need stronger, science-based policies that set binding rules on how we avoid, reduce and recycle plastics." This would include measures to limit the production and use of plastics to essential applications, to ban hazardous ingredients, to increase degradability in nature and thereby enable the circular use of fewer resources.

"Microplastic Detectives" also shows that monitoring programs that involve citizens to collect comprehensive and timely data collection are successful. Interest in supporting science to tackle plastic pollution is huge: "We were surprised by the number of citizen scientists who enthusiastically spent several hours on the beach, diligently collecting, packing and sending samples. We would like to express our heartfelt thanks for this," says Bruno Walther. "The ideal outcome of our project would be, to use it as a blueprint for long-term and even more intensive monitoring of microplastics pollution on German beaches," adds Melanie Bergmann. "This is the only way we can review and adapt the measures we urgently need to turn the tide on plastics and their negative impacts on our coastal environment, tourism and human health." The "Microplastic Detectives" project has now come to an end. However, citizens can still get involved in campaigns such as the Plastic Pirates citizen science project, which has school children collecting data on plastic pollution on coasts and rivers.
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Night-time noise linked to restless nights for airport neighbors, study finds | ScienceDaily
Noise from aircraft at night is linked with disturbed sleep quality and sleep-wake cycle, a new study using movement trackers has shown.


						
Environmental health experts at the University of Leicester combined measurements from activity monitors and self-reported sleep information for the first time to put together a more detailed picture of how aircraft noise impacts sleep, in the largest such study to date.

The results, published in Environmental Health Perspectives, show that people exposed to higher levels of night-time aircraft noise experienced more restlessness during sleep and disruption in daily sleep rhythm, even if they had a full night's sleep.

The team was led from the University of Leicester's Centre for Environmental Health and Sustainability and involved University Hospitals of Leicester NHS Trust, University College London, Imperial College London and City St George's, University of London. They used the UK Biobank cohort study, a large UK study originally set up to examine links between genes and disease, to identify and analyse data from over 80,000 people living near four major airports (London Heathrow, London Gatwick, Manchester and Birmingham) in England. Recruitment into the study was independent of airports or interest in aircraft noise, so the study is unlikely to reflect those with pre-existing concerns about aircraft noise.

To measure sleep, the researchers used wearable devices (similar in size to a watch) that tracked movement during sleep, a method called actimetry. Actimetry data were collected for approximately 20% of the participants between 2013 and 2015. Alongside this, they used responses to questionnaires collected between 2006 and 2013, in which people reported on their sleep quality, how long they slept, and whether they took daytime naps.

Lead author Xiangpu Gong, postdoctoral researcher at the University of Leicester, said: "We used information from both wearable devices that track movement during sleep and self-reported questionnaires to get a more comprehensive picture of sleep. The wearable devices provided objective data about how restful sleep was and the patterns of sleep, while questionnaires helped us understand how people felt about their sleep."

The aircraft noise each person was exposed to was estimated using noise maps created by the UK Civil Aviation Authority. The maps showed how loud the aircraft noise was (in decibels dB) in 2011 in areas around the airports and this was matched to where the participants lived. The sleep of those exposed to higher noise levels, defined as a night-time average of 55 dB or more, was compared with those exposed to less than 45 dB. The analyses took into account other factors that may affect sleep such as age, sex, ethnicity, income, physical activity, and environmental conditions.




Higher levels of night-time aircraft noise (55 dB or more) were associated with increased movement during sleep, which is a sign of sleep disruption. Participants exposed to high levels of noise also showed disrupted sleep-wake cycles, meaning their daily sleep rhythm was less regular. This is despite the fact that the total time they spent in bed was not much different.

Xiangpu added: "Our study suggests that night-time aircraft noise was associated with more restless sleep and disrupted sleep-wake cycles, suggestive of a link between night-time aircraft noise exposure and sleep disturbance. Poorer sleep patterns, as measured by actimetry, have been associated with higher risk of mental health problems, conditions like diabetes and obesity and with mortality risk.

"The key message for the public is that higher night-time aircraft noise was linked with disturbed sleep quality, even if people didn't realise it. Sleep disturbance could have long-term effects on health, so it's important for policies to address and reduce noise pollution from airplanes."

Anna Hansell, Professor of Environmental Epidemiology at the University of Leicester, led the study. Professor Hansell, who is funded by the National Institute for Health and Social Care (NIHR) Leicester Biomedical Research Centre (BRC), said: "This study is different because it is one of the largest on this topic and combined sleep data from wearable devices with self-reported sleep information. Most previous studies have relied on people's self-reports about their sleep, which can sometimes be inaccurate due to poor recall. In contrast, actimetry, which uses devices to track sleep, doesn't require people to remember how they slept, hence providing a more objective measure of sleep.

"Interestingly, while we found evidence that night-time aircraft noise was linked to poorer sleep (more movement and disrupted sleep-wake cycles) as measured by actimetric devices, the length of time people slept did not appear to be affected.

"It is of concern that current pressure on airports to increase night flights could result in more night-time aircraft noise from airplanes, with potential impacts on sleep disturbance and ultimately on health."

Associations between aircraft noise, sleep and sleep-wake cycle: actimetric data from the UK Biobank cohort near four major airports is published in Environmental Health Perspectives.
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Ancient reef-builders dodged extinction -- at least temporarily | ScienceDaily
Will modern coral reefs go extinct? The answer is uncertain, but some of their ancient counterparts managed to dodge a bullet -- for a while, at least.


						
Scientists from Osaka Metropolitan University have discovered that ancient reef-building organisms called stromatoporoids survived the Late Devonian mass extinction event and continued to thrive as major reef-builders long after their presumed extinction. These findings shed light on how life on Earth has responded to past environmental changes, offering valuable insights into the resilience and adaptability of marine ecosystems.

Corals are the most well-known reef-builders today, but reefs have been built by a variety of organisms throughout Earth history. One such group was the stromatoporoids, sponge-like organisms that played a major role in reef-building during the Paleozoic, particularly in the Silurian and Devonian periods (roughly 444 to 359 million years ago).

"Stromatoporoids were thought to have vanished as reef-builders after the Late Devonian extinction," said Yoichi Ezaki, a professor at Osaka Metropolitan University's Graduate School of Science and lead author of the study.

The Late Devonian extinction was one of five mass extinction events in Earth history. It significantly affected marine life, causing a decline in the diversity of reef-building organisms. During the Carboniferous (roughly 359 to 299 million years ago), which followed this devastating event, no stromatoporoid reef was known to exist...until now.

Scrutinizing fossils from Carboniferous rocks found in the Akiyoshi Limestone Group of southwest Japan, the research team discovered laminated skeletons with laminae, or layered, and pillar-like structures -- typical features of stromatoporoids.

"Contrary to previous beliefs, our findings in Japan show stromatoporoids not only survived but continued to be instrumental in reef construction during the Carboniferous," said Ezaki. "We feel sure this discovery will rewrite the content of textbooks."

The Akiyoshi Limestone formed on a seamount in the Panthalassa Ocean through the Mississippian (early Carboniferous) to middle Permian periods. Stromatoporoids, alongside the organism Chaetetes, thrived on the warm shallow-water seamounts of the Panthalassa Ocean, benefiting from conditions such as enhanced ocean circulation, upwelling, and nutrient supply, culminating in elevated carbonate saturation due to ongoing global glaciation.




This suggests that isolated and unique oceanic environments like Akiyoshi may have allowed the survival of these resilient organisms.

"The isolated Akiyoshi seamount might have harbored a unique biological community, potentially forming a 'Carboniferous Galapagos' that offers a glimpse into the complex dynamics of ancient marine ecosystems," said Ezaki.

Intensified global cooling and exposure above sea level eventually took their toll on the stromatoporoids. Still, the continued presence of these reef-building organisms in the late Carboniferous suggests that they adapted to new ecological niches in response to the changing climate.

The study's findings highlight the potential resilience of certain reef-building organisms in distinctive environments, providing valuable lessons for today's conservation efforts.

"Understanding how stromatoporoids and other organisms adapted to survive past climatic and environmental upheavals offers crucial insights into how modern reef ecosystems might handle current and future climate changes," said Ezaki.
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Campylobacter jejuni-specific antibody gives hope to vaccine development | ScienceDaily
Bacterial infections resulting in enteritis, sometimes extra-intestinal infections such as sepsis, continue to be a global health concern. A leading cause of diarrheal and extra-intestinal infectious mortality among children under 5 and elderly persons is infection with Campylobacter bacteria, against which there is no effective vaccine or medication. An Osaka Metropolitan University-led team has recently uncovered what could be an important step toward preventing, diagnosing, and treating a species of Campylobacter bacteria.


						
Researchers including Professor Shinji Yamasaki and Associate Professor Noritoshi Hatanaka of the Graduate School of Veterinary Science and the Osaka International Research Center for Infectious Diseases at OMU focused on Campylobacter jejuni, the species of the bacteria that commonly causes gastroenteritis and sometimes extra-intestinal infections. Together they developed an antibody that can identify C. jejuni and inhibit the bacteria's growth.

This monoclonal antibody reacts to a multiprotein complex known as QcrC, the expression of which is essential for the pathogenicity of C. jejuni. The QcrC molecule was found in multiple C. jejuni strains, lending high reliability to the antibody's use in identifying the species. This molecule is also involved in energy production for C. jejuni, and the antibody acts to suppress this function, slowing the bacteria's growth and decreasing pathogenicity.

"Our findings can lead to the development of preventive approaches so that Campylobacter infections do not become more severe, while also formulating a simple way to detect C. jejuni," Associate Professor Hatanaka stated.

"The development of a simple detection system," Professor Yamasaki explained, "will be useful for the rapid identification of contaminated food, which will be beneficial for the control of C. jejuni infections and food poisoning, along with vaccine development."
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A viral close-up of HTLV-1 | ScienceDaily
Almost everyone knows about HIV. Fewer people know about its relative, HTLV-1. However, HTLV-1 can cause serious illnesses, including cancer. To develop ways to combat this virus, understanding its structure is essential. Martin Obr and Florian Schur from the Institute of Science and Technology Austria (ISTA) and US colleagues now show the virus in close-up in a new paper, published in Nature Structural & Molecular Biology.


						
Martin Obr is on edge, anxiously waiting for his train to the airport. A storm called "Sabine" is brewing, shutting down all public transport. He catches his flight from Frankfurt to Vienna just in time.

Obr spent the last days in Germany meticulously analyzing what he calls the "perfect sample." This sample helped him and Florian Schur from the Institute of Science and Technology Austria (ISTA) decode the structure of a virus called HTLV-1 (Human T-cell Leukemia Virus Type 1).

In collaboration with the University of Minnesota and Cornell University, the scientists provide new details into the virus' architecture using Cryo-Electron Tomography (Cryo-ET) -- a method to analyze the structures of biomolecules in high resolution. Their results were published in Nature Structural & Molecular Biology.

The cousin of HIV

Obr and Schur first crossed paths while working on HIV-1 (Human Immunodeficiency Virus Type 1), aiming to better understand its structure. Obr then joined Schur's research group at ISTA as a postdoc. They shifted their focus to HTLV-1 -- a lesser-known virus from the same retrovirus family as HIV-1 -- due to a limited understanding of its architecture. "HTLV-1 is somewhat the overlooked cousin of HIV," says Schur. "It has a lower prevalence than HIV-1, yet there are many cases around the world."

According to the World Health Organization, between 5 and 10 million people are currently living with HTLV-1. While most of the infections remain asymptomatic, roughly 5% lead to aggressive diseases like adult T-cell leukemia/lymphoma -- a form of cancer with a prognosis of less than a year.




"As a human pathogen causing severe diseases, HTLV-1 should be at the forefront of our research to address the questions about its functions and structure," adds Obr.

The viral lattice

The scientists were particularly interested in the virus particle's structure -- information that remained elusive until now. "When a virus gets produced, it generates a particle. This particle, however, is not yet infectious. The immature virus particle must undergo a maturation process to become infectious," explains Schur. The HTLV-1 particle is shaped by a lattice of proteins (building blocks) arranged into a spherical shell. This shell serves a critical function: it protects the viral genetic material until the host cell is infected. But what does this lattice look like in detail, what are its key components, and does it vary from other viruses? "We were expecting a difference from other viruses, but the extent of it completely blew us away," says Obr.

A unique virus

The scientists' analysis revealed that the lattice of immature HTLV-1 is remarkably distinct from other retroviruses. Its building blocks are put together in a unique fashion, and as a result, its overall architecture looks different. Additionally, the 'glue' that holds the construct together also differs. In most retroviruses, the lattice consists of a top and a bottom layer; typically, the bottom layer acts as the glue, maintaining structural integrity, while the top layer defines the shape. "In HTLV, it's the other way around. The bottom layer is basically just hanging by a thread," says Schur. Naturally, the question of why HTLV-1 has such a different lattice architecture arises. A possible explanation might be that HTLV-1 has a unique way of transmission. HTLV-1 prefers to have one infected cell next to an uninfected one to spread with direct contact. HIV-1, on the other hand, uses cell-free transmission. It produces particles that can travel anywhere in the bloodstream. "From an evolutionary standpoint, it was probably advantageous for HTLV-1 to change its lattice structure for this kind of transmission. Nevertheless, at this point, it is only speculation. It needs to be experimentally verified," Obr continues.

New treatment strategies?

Understanding these structural details is a crucial step forward, as the paper could pave the way for novel treatment approaches to combat HTLV-1 infections. There are different ways to interfere with retrovirus infectivity. For example, one could block the mature virus at the stage of infection. Alternatively, one could target the immature virus and prevent it from maturing and becoming infectious. Since the scientists' study details the architecture of the immature virus, one can now think of strategies for tackling the virus during this stage of its maturation.




"There are types of viral inhibitors that disrupt the assemblies by targeting the building blocks to prevent them from coming together. Others work by destabilizing the lattice," says Schur. "There are many possibilities."

The perfect 'ice cold' sample

Despite their experience analyzing viruses of the same family, such as HIV-1, the team's current research project on HTLV-1 brought its unique challenges. Obr's "perfect sample" was the turning point.

Due to safety reasons, the sample does not contain the actual virus. Instead, the scientists produced viral-like particles in mammalian cell cultures or generated the viral building blocks in bacterial cultures. "When these building blocks are placed in the correct conditions, they self-assemble into structures that resemble the actual immature virus," explains Schur. These non-infectious particles are then rapidly frozen, stored at -196 degC in liquid nitrogen, and eventually imaged using a Cryo-Electron Microscope (Cryo-EM) -- a type of microscope that captures high-resolution images down to a nanometer.

But can we be sure the scientists are looking at the real thing?

A valid concern, as Obr notes, "Our virus-like particles only lack a few enzymes that would help them to mature. There is no reason to think the real immature particle does look different." This careful approach, however, ensures that researchers can study viruses safely while still gaining invaluable insights.
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Air pollution exposure during early life can have lasting effects on the brain's white matter | ScienceDaily

An increasing amount of evidence suggests that air pollution affects neurodevelopment in children. Recent studies using imaging techniques have looked at the impact of air pollutants on the brain's white matter, which plays a crucial role in connecting different brain regions. However, these studies were limited in that they only looked at one timepoint and did not follow the participants throughout childhood.

"Following participants throughout childhood and including two neuroimaging assessments for each child would shed new light on whether the effects of air pollution on white matter persist, attenuate, or worsen," says ISGlobal researcher Monica Guxens. And that is what she and her team did.

The study involved over 4,000 participants who had been followed since birth as part of the Generation R Study in Rotterdam, the Netherlands. The research team estimated the amount of exposure to 14 different air pollutants during pregnancy and childhood, based on where the families lived. For 1,314 children, the researchers were able to use data from two brain scans -- one performed around 10 years of age and another around 14 years of age -- to examine changes in white matter microstructure.

Some effects persist, some diminish over time

The analysis found that exposure to certain pollutants, like fine particles (PM2.5) and nitrogen oxides (NOx), was linked to differences in the development of white matter in the brain. Specifically, higher exposure to PM2.5 during pregnancy, and higher exposure to PM2.5, PM10, PM2.5-10, and NOx during childhood were associated with lower levels of a measure called fractional anisotropy, which measures how water molecules diffuse within the brain. In more mature brains, water flows more in one direction than in all directions, which gives higher values for this marker. This association persisted throughout adolescence (i.e. it was also observed in the second scan), suggesting a long-term impact of air pollution on brain development. Every increase in exposure level to air pollution corresponded to more than a 5-month delay in the development of fractional anisotropy.

"We think that the lower fractional anisotropy is likely the result of changes in myelin, the protective sheath that forms around the nerves, rather than in the structure or packaging of the nerve fibers" says Michelle Kusters, ISGlobal researcher and first author of the study. How air pollutants affect myelin is not fully understood, but could be linked to the entrance of small particles directly to the brain or to inflammatory mediators produced by the body when the particles enter the lungs. Together, this would lead to neuroinflammation, oxidative stress, and eventually neuronal death, as documented in animal studies.




The study also found that some pollutants were linked to changes in another measure of white matter, called mean diffusivity, which reflects the integrity of white matter, and which tends to decrease as the brain matures. Higher exposure to pollutants like silicon in fine particles (PM2.5) during pregnancy was associated with initially higher mean diffusivity, which then decreased more rapidly as the children grew older. This indicates that some effects of air pollution may diminish over time.

Policy implications

Overall, the study suggests that air pollution exposure, both during pregnancy and early childhood, can have lasting effects on the brain's white matter. "Even if the size of the effects were small, this can have a meaningful impact on a population scale," says Guxens.

Importantly, these findings were present in children exposed to PM2.5 and PM10 concentrations above the currently recommended maximum values by the WHO but below those currently recommended by the European Union. "Our study provides support to the need for more stringent European guidelines on air pollution, which are expected to be approved soon by the European Parliament," adds Guxens.

In a previous study, Guxens and her team showed that white matter microstructure can also be affected by early exposure to heat and cold, especially in children living in poorer neighbourhoods.
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Soil and water pollution: An invisible threat to cardiovascular health | ScienceDaily
Pesticides, heavy metals, micro- and nanoplastics in the soil and environmentally harmful chemicals can have a detrimental effect on the cardiovascular system, according to a review paper published today in Nature Reviews Cardiology. The article provides an overview of the effects of soil and water pollution on human health and pathology and discusses the prevalence of soil and water pollutants and how they negatively affect health, particularly the risk of cardiovascular disease.


						
The key points of this publication are:
    	Illnesses related to chemical pollution of the soil, water, and air are responsible for an estimated 9 million premature deaths annually, which equates to 16% of all global deaths; half of these deaths are of cardiovascular origin.
    	Degradation of the soil threatens the health of at least 3.2 billion people (40% of the global population). In contrast, more than two billion people (25% of the global population) live in countries that are particularly affected by water pollution.
    	Eco-disruptive causes of soil and water pollution include deforestation, climate change, airborne dust, over-fertilization, and unhealthy city designs.
    	Pollution by heavy metals, pesticides, and micro- and nanoplastics cause cardiovascular damage, by inducing oxidative stress, inflammation, and impairing circadian rhythms.
    	Exposure to chemicals (such as heavy metals, solvents, dioxins, and pesticides) at workplaces, through consumer products or indirectly via environmental contamination contributes to endothelial dysfunction and cardiovascular disease.

"Soil contamination is a much less visible danger to human health than dirty air," comment the two main authors of the study, Prof. Dr. Thomas Munzel, Senior Professor, and Prof. Dr. Andreas Daiber, Head of the Molecular Cardiology Research Group at the Department of Cardiology at University Medical Mainz. "But the evidence is mounting that pollutants in the soil as well as in water may damage cardiovascular health through some central mechanisms that have been identified to play a key role in the atherosclerotic process such as inflammation of the vasculature, increased oxidative stress, but also the disruption of the body's natural clock causing vascular (endothelial) dysfunction that may lead to the initiation or progression of atherosclerotic disease." An important reason for writing this review article was therefore to strongly encourage cardiologists to consider environmental factors that could influence their patients' risk," adds Thomas Munzel.

The potential hazards of contaminated airborne dust are also becoming increasingly important -- commonly known as Sahara or desert dust, for example. Around 770,000 cardiovascular deaths per year can be attributed to dust pollution. "Unfortunately, climate models predict that this airborne dust will increase significantly and that air quality will deteriorate as the planet warms," comments Prof. Dr. Jos Lelieveld from the Max Planck Institute for Chemistry.

Controlling soil and water pollution is crucial to reducing cardiovascular risk, according to the authors. Key strategies include reducing exposure to harmful chemicals through improved water filtration, air quality management, and adherence to good agricultural practices. Efforts such as the European Commission's zero-pollution vision for 2050 aim to significantly reduce pollution levels, contribute to healthier ecosystems and reduce the burden of cardiovascular disease.

Promoting sustainable urban design, reducing the use of harmful pesticides, and improving environmental regulations worldwide are also essential to tackle the causes of soil and water pollution. These measures protect ecosystems and public health, particularly by reducing the incidence of cardiovascular disease caused by pollution.

The international research team includes authors from the following institutions: Department of Cardiology, University Medical Center Mainz (Thomas Munzel, Omar Hahad and Andreas Daiber), Max Planck Institute for Chemistry, Mainz, Germany (Jos Lelieveld), Department of Molecular Pharmacology, Albert Einstein College of Medicine, Bronx, NY, USA (Michael Aschner), Center for Research in Environmental Epidemiology (CREAL), Barcelona, Spain (Mark Nieuwenhuijsen) and Global Observatory on Planetary Health, Boston College, Boston, MA, USA (Philip Landrigan).
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Major boost in carbon capture and storage essential to reach 2degC climate target | ScienceDaily
Large expansion of carbon capture and storage is necessary to fulfill the Paris Climate Agreement. Yet a new study led by Chalmers University of Technology, in Sweden and University of Bergen, in Norway, shows that without major efforts, the technology will not expand fast enough to meet the 2degC target and even with major efforts it is unlikely to expand fast enough for the 1.5degC target.


						
The idea behind carbon capture and storage (CCS) technology is to capture carbon dioxide then store it deep underground. Some applications of CCS, such as bioenergy with CCS (BECCS) and direct air capture and storage (DACCS) actually lead to negative emissions, essentially "reversing" emissions from burning fossil fuels. CCS technologies play an important role in many climate mitigation strategies including net-zero targets. However, the current use is negligible.

"CCS is an important technology for achieving negative emissions and also essential for reducing carbon emissions from some of the most carbon-intensive industries. Yet our results show that major efforts are needed to bridge the gap between the demonstration projects in place today and the massive deployment we need to mitigate climate change," says Jessica Jewell, Associate Professor at Chalmers University of Technology in Sweden

A new study titled, 'Feasible deployment of carbon capture and storage and the requirements of climate targets',conducted a thorough analysis of past and future growth of CCS to forecast whether it can expand fast enough for the Paris Climate Agreement. The study found that over the 21st century, no more than 600 Gigatons (Gt) of carbon dioxide can be sequestered with CCS.

"Our analysis shows that we are unlikely to capture and store more than 600 Gt over the 21st century. This contrasts with many climate mitigation pathways from the Intergovernmental Panel on Climate Change (IPCC) which in some cases require upwards of 1000 Gt of CO2 captured and stored by the end of the century. While this looks at the overall amount, it's also important to understand when the technology can start operating at a large scale because the later we start using CCS the lower the chances are of keeping temperature rise at 1.5degC or 2degC. This is why most of our research focused on how fast CCS can expand," says Tsimafei Kazlou, PhD candidate at University of Bergen, Norway, and first author of the study.

Decrease in CCS failure rate required 

The study highlights the need to expand the number of CCS projects that realise this technology and cut failure rates to ensure the technology "takes-off" in this decade. Today, the development of CCS is driven by policies like the EU Net-Zero Industry Act and the Inflation Reduction Act in the US. In fact, if all of today's plans are realised, by 2030, CCS capacity would be eight times what it is today.




"Even though there are ambitious plans for CCS, there are big doubts about whether these are feasible. About 15 years ago, during another wave of interest in CCS, planned projects failed at a rate of almost 90 percent. If historic failure rates continue, capacity in 2030 will be at most twice what it is today which would be insufficient for climate targets," says Tsimafei Kazlou.

A promising technology with barriers to overcome 

Like most technologies, CCS grows non-linearly and there are examples of other technologies to learn from. Even if CCS "takes-off" by 2030, the challenges won't stop. In the following decade it would need to grow as fast as wind power did in the early 2000's to keep up with carbon dioxide reductions required for limiting the global temperature rise to 2degC by 2100. Then starting in the 2040s, CCS needs to match the peak growth that nuclear energy experienced in the 1970s and 1980s.

"The good news is that if CCS can grow as fast as other low-carbon technologies have, the 2degC target would be within reach (on tiptoes). The bad news, 1.5degC would likely still be out of reach," says Jessica Jewell.

The authors say their analysis underlines the need for strong policy support for CCS combined with a rapid expansion of other decarbonisation technologies for climate targets.

"Rapid deployment of CCS needs strong support schemes to make CCS projects financially viable. At the same time, our results show that since we can only count on CCS to deliver 600 Gt of CO2 captured and stored over the 21st century, other low-carbon technologies like solar and wind power need to expand even faster," says Aleh Cherp, Professor at Central European University in Austria.
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'Invisible forest' of algae thrives as ocean warms | ScienceDaily
An "invisible forest" of phytoplankton is thriving in part of our warming ocean, new research shows.


						
Phytoplankton are tiny drifting organisms that do about half of the planet's "primary production" (forming living cells by photosynthesis).

The new study, by the University of Exeter, examined phytoplankton at the ocean surface and the "subsurface" -- a distinct layer of water beneath -- to see how climate variability is affecting them.

Published in the journal Nature Climate Change, the findings show these two communities are reacting differently.

Over the last decade, the total "biomass" (living material) of subsurface phytoplankton has increased in response to warming.

Meanwhile, surface phytoplankton now has less chlorophyll -- making it less green -- but in fact total biomass has remained stable.

Based on 33 years of data from the Bermuda Atlantic Time-series Study (BATS) in the Sargasso Sea, the findings also suggest the depth of the "surface mixed-layer" (region of turbulence at the surface of the ocean) has shallowed as the ocean rapidly warmed in the last decade.




"It's important to understand these trends because phytoplankton are the foundation of the marine food web, and play a key role in removing carbon dioxide from the atmosphere," said Dr Johannes Viljoen, from the Department of Earth and Environmental Science at Exeter's Penryn Campus in Cornwall.

"Our findings reveal that deep-living phytoplankton, which thrive in low-light conditions, respond differently to ocean warming and climate variability compared to surface phytoplankton.

"We typically rely on satellite observations to monitor phytoplankton, but the subsurface is hidden from satellite view.

"Our study highlights the limitations of satellite observations, and underscores the urgent need for improved global monitoring of phytoplankton below what satellites can see."

Co-author Dr Bob Brewin added: "Changes at the base of the food web can have cascading effects on marine life, from tiny zooplankton to large fish and marine mammals.

"So the future of phytoplankton will have major implications for biodiversity, as well as climate change."

Dr Viljoen added: "Continued monitoring of these deep-living phytoplankton will help scientists better understand ongoing changes in the ocean that might otherwise go unnoticed."

The research of Dr Viljoen and co-authors Dr Brewin and Dr Xuerong Sun, all from the Centre for Geography and Environmental Science, is supported by a UKRI Future Leader Fellowship awarded to Dr Brewin.
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Twice as many women as men were buried in the megalithic necropolis of Panoria, study finds | ScienceDaily
A multidisciplinary research team led by the Archaeometry research group of the University of Tubingen and the GEA research group of the University of Granada made a surprising discovery in the megalithic necropolis of Panoria (Granada, Spain): twice as many women as men were buried, a bias that is even more pronounced among the juvenile population, where the ratio is 10 females for every male.


						
The necropolis of Panoria is located at the easternmost end of Sierra Harana, in the town of Darro (Granada). It consists of at least 19 graves, 9 of which have been excavated between 2015 and 2019. They are collective burials from which more than 55,000 human skeletal remains were recovered. The dating of these remains shows that the first burials took place 5600 years ago with a discontinuous funerary use until 4100 years ago.

In a recent study published in the journal Scientific Reports, the use of new bioarchaeological methods has allowed the identification of chromosomal sex from the study of DNA and the analysis of a protein known as Amelogenin present in the tooth enamel. In this way, it has been possible, for the first time, to obtain a precise demographic profile of the biological sex of the people who were buried in these megalithic monuments. Surprisingly, the result is a clear bias in favour of female burials, twice that of male burials, a bias that is even more pronounced among juvenile individuals with a ratio of 10 females for every male individual. This ratio is far from the usual composition of human populations, which is approximately one to one. Only in exceptional circumstances, e.g. conflicts, wars or intense migration processes, does this ratio break down in favour of one of the sexes.

What circumstances could have led to such a pronounced bias in the population buried at Panoria? The bias in favour of female burials appears in all the analysed graves, in all age groups and throughout the time of use of the necropolis. This allows us to confirm that this was a very persistent and determining social decision over time affecting the different social groups buried within the graves. Therefore, extraordinary or unpredictable events can been ruled out as the cause of the bias found in Panoria.

If sex bias was a social decision, but what are the reasons for this over-representation of women in funerary rituals? Considering that biological kinship relations are the main criterion to be buried in the different structures, the over-representation of female individuals could indicate funerary practices based primarily on matrilineal descent. This means that family relationships and social belonging are established through the maternal line. This would explain the bias in favour of women and the absence of young male individuals who could have joined other kin groups, a common practice known in anthropology as male exogamy. In any case, the over-representation of women would indicate a female-centred social structure, in which gender would have influenced funerary rituals and cultural traditions.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240925122942.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Reconstructing the evolutionary history of the grape family | ScienceDaily
Until now, it was believed that plants of the grape family arrived at the European continent less than 23 million years ago. A study on fossil plants draws a new scenario on the dispersal of the ancestors of grape plants and reveals that these species were already on the territory of Europe some 41 million years ago. The paper describes a new fossil species of the same family, Nekemias mucronata, which allows us to better understand the evolutionary history of this plant group, which inhabited Europe between 40 and 23 million years ago.


						
This study, published in the Journal of Systematics and Evolution (JSE), is led by researcher Aixa Tosal, from the Faculty of Earth Sciences and the Biodiversity Research Institute (IRBio) of the University of Barcelona. The article is also signed by Alba Vicente, from the Biodiversity Research Institute (IRBio) and the Catalan Institute of Palaeontology Miquel Crusafont (ICP), and Thomas Denk, from the Swedish Museum of Natural History (Stockholm).

A new ancestor of the grape family

The grape family (Vitaceae) is made up of some 950 species, and is divided into five tribes (in botany, this is an intermediate taxonomic classification between the family and the genus). One of these tribes is the Viteae, made up of 200 species, including the grape vine plant (Vitis vinifera), which is of great global economic interest. The new paper published in the JSE focuses on studying the tribe Ampelopsideae, made up of 47 species.

"Our study changes the paradigms accepted until now and shows that the Ampelopsis and Nekemias lineages of the Ampelopsideae tribe were already present in Europe and Central Asia during the middle Eocene (between 47 and 37 million years ago). This indicates that this dispersal was approximately 20 million years earlier than previously estimated," says Aixa Tosal, first author of the study and member of the UB's Department of Earth and Ocean Dynamics.

"In particular, we show that a lineage now restricted to North America already existed in Europe and Central Asia, thanks to the discovery of the fossil species Nekemias mucronata, which is very similar to the present-day North American Nekemias arborea. Nekemias mucronata cohabited with Ampelopsis hibschii, the closest relative of today's Ampelopsis orientalis," explains Tosal. In contrast, the latter has had a different dispersal from N. mucronata, as this lineage is now endemic to the eastern Mediterranean. "This study helps us to better understand the evolution of the Ampelopsideae tribe during the second dispersal pulse, especially in Europe and Central Asia, which took place during the Palaeogene," says Tosal.

Nekemias mucronata lived from the late Eocene to the late Oligocene (37-23 million years ago). It seems that it was able to grow in a broad range of climates, from regions with low winter temperatures (-4.6 degC in cold periods) -- such as those found in Kazakhstan during the Oligocene (33-23) million years ago -- to regions with warm mean annual temperatures -- such as those of the Oligocene in the Iberian Peninsula -- or even in climates with intermediate temperatures such as those recorded in the centre of the European continent.




"N. mucronata was also not overly demanding in terms of rainfall. It could grow in areas with abundant rainfall and low rainfall seasonality; for example, in Central Europe during the Oligocene, or the Iberian Peninsula or Greece during the same time," says ICP researcher Alba Vicente. "This fossil species had a compound leaf, a peculiarity shared with some species of the vine family. Although it is difficult to confirm the number of leaflets of the compound leaf, it would have consisted of at least three. We have been able to recognize common patterns between the apical and lateral leaflets, which allows us to distinguish them from other fossil species of the vine family in Eurasia," he adds. "What makes Nekemias mucronata unique is the presence of a mucro at the tip of the leaflet teeth, which gives the species its name. The straight shape of the base of the apical leaflet is also quite distinctive, as all other Eurasian fossil species are buckled (with an invagination near the petiole)," says Vicente.

Dispersal of Ampelopsideae across the Atlantic bridge or the Bering Strait

To date, the oldest record of the grape family has been found in the Upper Cretaceous deposits of India (75-65 Ma). The earliest record of the plant lineage in the Americas is from the Upper Eocene, around 39.4 million years ago, and at about the same time in Europe and Central Asia the Ampelopsis and Nekemias lineages are already found.

How did these species disperse in the past? These tribes diverged between the Upper Cretaceous and the Upper Eocene and, although there are still many unknowns, it seems that they dispersed and evolved quite rapidly. According to current data, which are consistent with the molecular clock technique, "the Ampelopsideae could have followed two cluster routes or a mixture of both. The first proposed route follows the North Atlantic isthmus. That is, the family appeared in India, then moved on to central Asia and Europe during the middle Eocene (between 47 and 37 million years ago), and finally moved on to the Americas via Greenland," says Thomas Denk. "Another possible route suggests that, once the Vitaceae family appeared in India, the Ampelopsideae tribe dispersed eastward from Asia during the middle Eocene (47-37 million years ago) and quickly moved to the Americas via the Bering Strait, and from there to Europe along the North Atlantic isthmus," Denk says.

Although the dispersal of these two species does not seem to be linked to climate, it is possible that the increase in aridity during the Oligocene in the Iberian Peninsula and southern Europe explains the extinction (27-23 million years ago) of the last population of N. mucronata found in the Iberian Peninsula. In parallel, Ampelopsis hibschii was restricted to the Balkan area and finally became extinct about 15 million years ago.

"However, there are still many unanswered questions about the early dispersal phases (from the Late Cretaceous to the Palaeogene). For this reason, we would like to continue studying this family, and perhaps we will be able to unravel what happened during their early cluster phases, which occurred between 66 and 41 million years ago," the team concludes.
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To make fluid flow in one direction down a pipe, it helps to be a shark | ScienceDaily
Flaps perform essential jobs. From pumping hearts to revving engines, flaps help fluid flow in one direction. Without them, keeping liquids going in the right direction is challenging to do.


						
Researchers from the University of Washington have discovered a new way to help liquid flow in only one direction -- but without flaps. In a paper published Sept. 24 in the Proceedings of the National Academy of Sciences, they report that a flexible pipe -- with an interior helical structure inspired by shark intestines -- can keep fluid flowing in one direction without the flaps that engines and anatomy rely upon.

Human intestines are essentially a hollow tube. But for sharks and rays, their intestines feature a network of spirals surrounding an interior passageway. In a 2021 publication, a different team proposed that this unique structure promoted one-way flow of fluids -- also known as flow asymmetry -- through the digestive tracts of sharks and rays without flaps or other aids to prevent backup. That claim caught the attention of UW postdoctoral researcher Ido Levin, lead author on the new paper.

"Flow asymmetry in a pipe with no moving flaps has tremendous technological potential, but the mechanism was puzzling," says Levin. "It was not clear which parts of the shark's intestinal structure contributed to the asymmetry and which served only to increase the surface area for nutrient uptake."

To answer these questions, Levin led a team that included co-authors Sarah Keller and Alshakim Nelson, both UW professors of chemistry, and Naroa Sadaba, a fellow UW postdoctoral researcher. They 3D-printed a series of "biomimetic pipes," all with interior helices inspired by the layout of shark intestines. They varied the geometrical parameters among these prototype pipes, such as the pitch angle of the helix or the number of turns. Their first pipes were printed from rigid materials, and they found that some showed a strong preference for unidirectional flow.

"The first measurement of flow asymmetry was a 'Eureka' moment," said Levin. "Until that instant, we didn't know if our idealized structures could reproduce the flow effects seen in sharks."

By further tuning the geometrical parameters and printing new designs, the researchers increased the flow asymmetry until it rivaled and even exceeded designs of famed inventor Nikola Tesla, who more than a century ago patented the Tesla valve, a one-way fluid flow device with no moving parts.




"You don't get to beat Tesla every day!" said Levin.

But shark intestines -- like human intestines -- aren't rigid. The team suspected that so-called "deformable structures," which are made from more flexible materials, might perform even better as Tesla valves. They 3D-printed a second series of prototypes made from the softest polymer that is both printable and commercially available. These flexible pipe designs, which are better mimics for shark intestines through both their "deformability" and their interior helices, performed at least seven times better compared to all previously measured Tesla valves.

"Chemists were already motivated to develop polymers that are simultaneously soft, strong and printable," said Nelson, an expert in developing new types of polymers. "The potential use of these polymers to control flow in applications ranging from engineering to medicine strengthens that motivation."

"Actual intestines are still about 100 times softer than our soft material, so there is plenty of room for improvement," said Sadaba.

Keller credits the project's success to the team's interdisciplinary ideas from biology, chemistry and physics, and to the sharks themselves.

"Biomimicry is a powerful way of discovering new designs," said Keller. "We never would have thought of the structures ourselves."

The research was funded by the National Science Foundation, the Washington Research Foundation and the Fulbright Foundation.
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World's oldest cheese reveals origins of kefir | ScienceDaily
For the first time, scientists successfully extracted and analyzed DNA from ancient cheese samples found alongside the Tarim Basin mummies in China, dating back approximately 3,600 years. The research, published September 25 in the Cell Press journal Cell, suggests a new origin for kefir cheese and sheds light on the evolution of probiotic bacteria.


						
"This is the oldest known cheese sample ever discovered in the world," says Qiaomei Fu, the paper's corresponding author at the Institute of Vertebrate Paleontology and Paleoanthropology, Chinese Academy of Sciences. "Food items like cheese are extremely difficult to preserve over thousands of years, making this a rare and valuable opportunity. Studying the ancient cheese in great detail can help us better understand our ancestors' diet and culture."

About two decades ago, a team of archeologists discovered mysterious white substances smeared on the heads and necks of several mummies found in the Xiaohe cemetery in Northwestern China's Tarim Basin. These mummies dated back to about 3,300 to 3,600 years ago, from the Bronze Age. At the time, scientists thought these substances might be a type of fermented dairy product, but they couldn't identify exactly what kind.

After more than a decade of advancements in ancient DNA analysis, a team led by Fu has unraveled the mystery.

The researchers successfully extracted mitochondrial DNA from samples found in three different tombs at the cemetery. They identified cow and goat DNA in the cheese samples. Interestingly, the ancient Xiaohe people used different types of animal milk in separated batches, a practice differing from the mixing of milk types common in Middle Eastern and Greek cheesemaking.

Most importantly, Fu and her colleagues managed to recover the DNA of microorganisms from the dairy samples and confirmed that the white substances were in fact kefir cheese. They discovered that the samples contained bacterial and fungal species, including Lactobacillus kefiranofaciens and Pichia kudriavzevii, both commonly found in present-day kefir grains.

Kefir grains are symbiotic cultures containing multiple species of probiotic bacteria and yeast, which ferment milk into kefir cheese, much like a sourdough starter.




Being able to sequence the bacterial genes in the ancient kefir cheese gave the team an opportunity to track how probiotic bacteria evolved over the past 3,600 years. Specifically, they compared the ancient Lactobacillus kefiranofaciens from the ancient kefir cheese with the modern-day species.

Today, there are two major groups of the Lactobacillus bacteria -- one originating Russia and another from Tibet. The Russian type is the most widely used globally, including in the US, Japan, and European countries, for making yogurt and cheese.

The team found that the Lactobacillus kefiranofaciens in the samples was more closely related to the Tibetan group, challenging a long-held belief that kefir originated solely in the North Caucasus mountain region of modern-day Russia.

"Our observation suggests kefir culture has been maintained in Northwestern China's Xinjiang region since the Bronze Age," Fu says.

The study also revealed how Lactobacillus kefiranofaciens exchanged genetic material with related strains, improving its genetic stability and milk fermentation capabilities over time. Compared with ancient Lactobacillus, modern-day bacteria are less likely to trigger an immune response in the human intestine. This suggests that the genetic exchanges also helped Lactobacillus become more adapted to human hosts over thousands of years of interaction.

"This is an unprecedented study, allowing us to observe how a bacterium evolved over the past 3,000 years. Moreover, by examining dairy products, we've gained a clearer picture of ancient human life and their interactions with the world," says Fu. "This is just the beginning, and with this technology, we hope to explore other previously unknown artifacts."
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Protein behavior can be predicted with simple math | ScienceDaily

Proteins are chains made up of twenty different types of smaller units called amino acids. A single mutation swaps one amino acid for another, changing the protein's shape. This can mark the difference between health and disease. Many diseases, including cancer and neurodegenerative disorders, are caused by more than one mutation in a protein.

Predicting how mutations alter a protein's shape is critical for understanding their contribution to disease. However, with so many amino acids in a protein, there are an astronomical number of ways mutations can combine. Experimentally testing each possible combination to see how they affect a protein is practically impossible.

"There are 17 billion different combinations of a protein that is 34 amino acids in length with only a single change allowed at each position. If it took just one second to test a single combination, we'd need a total of 539 years to try them all. It's not a feasible experiment," says Aina Marti Aranda, co-author of the study who began the project at the CRG and is currently a PhD student at the Wellcome Sanger Institute in the UK.

As proteins get longer, the different number of combinations rises exponentially. For a protein one hundred amino acids long, there are more possible combinations than there are atoms in the entire universe. The vast majority of known proteins, especially those contributing to human disease, are much longer.

Even in this vast landscape of possibilities, research led by Dr. Andre Faure at the Centre for Genomic Regulation in Barcelona and ICREA Research Professor Ben Lehner, with dual affiliation between the CRG and the Wellcome Sanger Institute, have discovered that the impact of mutations on protein stability is more predictable than previously thought.

For years, there has been an underlying assumption that two mutations might interact with each other in unexpected ways, enhancing or suppressing each other's effects. "The fear that two mutations interacting can unpredictably affect the whole structure made us use incredibly complex models," says Marti Aranda.




The study found that while mutations do interact, it is a relatively rare occurrence, and the vast majority affect a protein independently of each other. "Our discovery turns an old understanding on its head, showing that the endless possibilities of protein mutations boil down to straightforward rules. We don't need supercomputers to predict a protein's behaviour -- just good measurements and simple maths will do," says Dr. Lehner.

The researchers made the discovery by generating thousands of protein variants, each with different combinations of mutations that could produce functional proteins. They then tested the stability of the proteins, generating a vast amount of data on how each mutation and combination of mutations affect proteins. The experimental outcomes closely matched models which assume that the total effect of multiple mutations can be calculated by simply adding up the effects of each individual mutation.

The findings can help better understand and target genetic diseases. For example, some genetic disorders are caused by many mutations in one protein. Patients may have different combinations of mutations, making it challenging to predict disease severity and response to treatments.

With the new understanding that most mutations act independently, clinicians can find new ways of predicting how various mutation combinations affect a protein's stability and function. This can lead to more accurate prognoses and personalised treatment plans, improving patient outcomes.

The study can also lead to more efficient drug development. Some drugs correct misfolded proteins, such as in Alzheimer's disease, where the changing shape of amyloid-beta proteins form plaques in the brain. Researchers can now better predict which mutations are most destabilising and design molecules that specifically stabilise these regions.

The study also has implications for biotechnologists using protein design to tackle different types of problems. For example, some enzymes have the ability to break down plastics in the environment. Researchers could design new enzymes with enhanced activity and stability by adding beneficial mutations together.

While the discovery is a significant advance, the researchers raise some limitations in the study. For example, they did not capture more complex interactions involving three or more mutations. In some proteins, these higher-order interactions could significantly impact stability and are not predicted by simply adding up individual effects.

Also, while the findings can dramatically reduce the number of experiments needed, some level of experimental validation is still necessary to confirm predictions, especially for critical applications like drug development where there may be unforeseen effects or rare interactions that the models do not capture.
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Harvests, wildfires, epidemics: How the jet stream has shaped extreme weather in Europe for centuries | ScienceDaily
During her summer travels to her native Belgium, University of Arizona professor Valerie Trouet noticed something that turned casual curiosity into a major scientific discovery: When the sun hid behind an overcast sky and people around her put on sweaters instead of summer clothes, the weather tended to be warm and dry in Italy, Greece and the Balkans, popular summer escapes for tourists from the cooler climates of central and northern Europe.


						
At U of A's Laboratory of Tree-Ring Research, Trouet studies tree-rings to gather clues about what past climates were like, reading wavy, wooden lines like a linguist might decipher an ancient text. What if, she mused, the key to understanding the capricious summers in Europe could be hidden in trees, silent witnesses to centuries of warm and cold, sunshine, rain and snow?

Trouet assembled an international collaboration to collect tree-ring samples across Europe. The team published its results -- the first reconstruction of the jet stream over the past 700 years -- on Tuesday in the journal Nature.

The jet stream and the Black Death

Jet streams are concentrated bands of wind in the upper atmosphere that travel around the globe in the northern and southern hemispheres. Their exact locations are not fixed; in response to changes in the position and intensity of high- and low-pressure weather systems, they may shift north or south or change their course, resembling a swiftly running stream at some times, and a slow, meandering river at others.

The jet stream, it turns out, largely determines summer climate in Europe, and it does so in a seesaw-type pattern that climate researchers call a "dipole."

"When the jet stream is in an extreme northern position, we get cooler and wetter conditions over the British Isles and warmer and drier conditions over the Mediterranean and the Balkans," explained study co-author Ellie Broadman, a former postdoctoral research fellow at Laboratory of Tree-Ring Research who is now a biologist at the Sequoia-Kings Canyon Field Station of the U.S. Geological Survey. "This is related to the climate conditions we are witnessing right now, such as catastrophic flooding in central Europe."

Hotter conditions over the Balkans cause more moisture than normal to evaporate from the Mediterranean Sea and rain down further north. Conversely, when the jet stream migrates further south, it drags warmer and drier air over the British Isles and pushes cooler temperatures and more moisture toward southeastern Europe.




Measurements of the jet stream have only been around since the late 1940s, Trouet said. By using tree-ring samples from across Europe as proxies for temperature, the research team was able to reconstruct jet stream variation over the past 700 years.

Each year, trees add a ring consisting of less dense wood in the spring and denser wood in the summer. By analyzing tree rings under the microscope, dendrochronologists can compile an archive of past climates.

"We link tiny, subcellular cell wall features in the wood to atmospheric winds that weave through the atmosphere many miles above the Earth, which is fascinating," Trouet said.

Remarkably, the team found past patterns of the jet stream reflected on a societal level, recorded in historic documents.

"Europe has a long history of writing things down," Trouet said. "For example, there were monks in Ireland who started recording storms that happened in the 600s, the early Middle Ages, and you have centuries-long records of grape harvests, grain prices and epidemics."

By comparing historical records to the jet stream reconstruction, Trouet's team discovered that the climate dipole created by the jet stream has influenced European society for the past 700 years and likely much longer.




"Epidemics happened more frequently in the British Isles when the jet stream was further north," Trouet said. "Because summers were wet and cold, people stayed indoors, and the conditions were more conducive to spreading diseases."

From 1348 to 1350, the plague, known as the Black Death, raged in Ireland. At that time, the jet stream was in an extreme, far-north position over Europe.

The findings provide critical data to improve climate models that researchers rely on to predict future climate, Broadman said. Much research has focused on how the jet stream is affected as a result of global warming.

"It's hard to do that if you only have 60 years' worth of data, which is why a reconstruction going back 700 years is very useful," she said. "It allows you to actually compare the past to what's been happening since we started putting greenhouse gasses into the atmosphere."

Harvest failures, wildfires and extreme weather

Scientists have observed a trend showing the jet stream is gradually shifting northward, independent of its seasonal or more short-term variations.

"When you combine our reconstruction with harvest failures, you see that this trend likely leads to issues with major cereal crops and other types of weather extremes," Trouet said. "It gives you a preview of the kinds of extreme events and societal outcomes we could expect if that trajectory continues."

The findings also set a precedent for a future trajectory of jet stream variation and extreme weather events, such as wildfires, Trouet said.

"We showed that wildfires in the Balkans historically happened substantially more when the jet stream was in that northern position that creates dry and hot conditions," she said. "And that is exactly what we're seeing this summer. The results that we're seeing in our reconstruction act out in real life."

"When you look at how the jet stream's natural variability alone has impacted societies, you can get an idea of what might happen if you add more heat in the atmosphere and more variability," Broadman added. "Being able to say, 'OK, maybe we need to watch out for this or that particular jet stream configuration' can be very helpful for predictions of climate related extremes."
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New milestone in plant magnetic resonance imaging | ScienceDaily
Magnetic resonance imaging (MRI) is a versatile technique in the biomedical field, but its application to the study of plant metabolism in vivo remains challenging. A research team led by Dr. L. Borisjuk (IPK Leibniz Institute) and Prof. P.M. Jakob (Wurzburg University) reports the establishment of chemical exchange saturation transfer (CEST) for plant MRI. This method enables noninvasive access to the metabolism of sugars and amino acids in complex sink organs (seeds, fruits, taproots, and tubers) of major crops (maize, barley, pea, potato, sugar beet, and sugarcane). Recently, the results were published in the journal Science Advances.


						
The "omics" technologies -- genomics, transcriptomics, proteomics, and metabolomics -- are at the forefront of discovery in modern plant science and systems biology. In contrast to the more "static" genome, the metabolome and the products measured within it are dynamic and regulated spatially and temporally. In the biomedical field, one of the most powerful technological platforms allowing for in vivo metabolic diagnostic and functional studies is nuclear magnetic resonance (NMR) imaging or magnetic resonance imaging (MRI). In plant science, a similar perspective has been desired but not explored.

The interdisciplinary research group "Assimilate Allocation and NMR" at the IPK is investigating the potential of NMR imaging in plant science. Establishing the new NMR platform, made financially feasible by the European Regional Development Fund (ERDF) and the Investment Bank of Saxony-Anhalt, provides a crucial foundation for this endeavour.

Common H NMR imaging of biological tissue, for example, relies on signals primarily originating from water or lipid protons. As the concentration of metabolite protons is at least three orders of magnitude lower than that of water, the in vivo detection of metabolites requires effective suppression of the water signal.

Chemical exchange saturation transfer (CEST), an approach used in the biomedical field, could offer a solution. In CEST, magnetisation is transferred from other molecules to water molecules so that the saturation effect (i.e., signal reduction) that was originally on the targeted species can be observed on water instead. "In that way, CEST enables the detection of various metabolites based on their ability to exchange protons with water, thereby providing an additional MRI contrast," says Simon Mayer, first author of the study and researcher at IPK Leibniz Institute. "Because of its high signal detection sensitivity and low susceptibility to magnetic field inhomogeneities, CEST analyses heterogeneous botanical samples inaccessible to conventional magnetic resonance spectroscopy."

The results are encouraging. "Our studies demonstrate that CEST is a powerful MRI approach that facilitates in vivo metabolic analysis in plants, allowing microscopic resolution and dynamic assessment of sugar and amino acid distribution despite the magnetic heterogeneity of the samples. Its application to various crops demonstrates that CEST is a species-, variety-, and organ-agnostic approach to noninvasively visualising metabolites without the need for prior labelling or sample processing," explains Dr. Ljudmilla Borisjuk, head of IPK's research group "Assimilate Allocation and NMR."

The research team showed metabolite dynamics in growing seeds, which is impossible using conventional techniques. Breeders highly seek knowledge of the spatiotemporal dynamics of sugars and amino acids in sink organs. Their distribution influences mass transport and metabolism in many ways; this knowledge ultimately flows into crop improvement.

The CEST offers unprecedented opportunities for monitoring dynamic changes in metabolites in living plants. It is particularly important for a deeper understanding of trait formation and supporting breeding research by in vivo testing metabolic responses to genetic engineering and/or developmental alterations.

"Visualisation of metabolite dynamics in living plants is a desired tool to bridge structural and metabolic interactions in plant responses to ever-changing environments. Thus, introducing CEST, which visualises internal tissue structure and metabolite dynamics while avoiding tracers using only one technological platform, MRI, is an important milestone toward this goal."
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Atmospheric methane increase during pandemic due primarily to wetland flooding | ScienceDaily
A new analysis of satellite data finds that the record surge in atmospheric methane emissions from 2020 to 2022 was driven by increased inundation and water storage in wetlands, combined with a slight decrease in atmospheric hydroxide (OH). The results have implications for efforts to decrease atmospheric methane and mitigate its impact on climate change.


						
"From 2010 to 2019, we saw regular increases -- with slight accelerations -- in atmospheric methane concentrations, but the increases that occurred from 2020 to 2022 and overlapped with the COVID-19 shutdown were significantly higher," says Zhen Qu, assistant professor of marine, earth and atmospheric sciences at North Carolina State University and lead author of the research. "Global methane emissions increased from about 499 teragrams (Tg) to 550 Tg during the period from 2010 to 2019, followed by a surge to 570 -- 590 Tg between 2020 and 2022."

Atmospheric methane emissions are given by their mass in teragrams. One teragram equals about 1.1 million U.S. tons.

One of the leading theories concerning the sudden atmospheric methane surge was the decrease in human-made air pollution from automobiles and industry during the pandemic shutdown of 2020 and 2021. Air pollution contributes hydroxyl radicals (OH) to the lower atmosphere. In turn, atmospheric OH interacts with other gases, such as methane, to break them down.

"The prevailing idea was that the pandemic reduced the amount of OH concentration, therefore there was less OH available in the atmosphere to react with and remove methane," Qu says.

To test the theory, Qu and a team of researchers from the U.S., U.K. and Germany looked at global satellite emissions data and atmospheric simulations for both methane and OH during the period from 2010 to 2019 and compared it to the same data from 2020 to 2022 to tease out the source of the surge.

Using data from satellite readings of atmospheric composition and chemical transport models, the researchers created a model that allowed them to determine both amounts and sources of methane and OH for both time periods.




They found that most of the 2020 to 2022 methane surge was a result of inundation events -- or flooding events -- in equatorial Asia and Africa, which accounted for 43% and 30% of the additional atmospheric methane, respectively. While OH levels did decrease during the period, this decrease only accounted for 28% of the surge.

"The heavy precipitation in these wetland and rice cultivation regions is likely associated with the La Nina conditions from 2020 to early 2023," Qu says. "Microbes in wetlands produce methane as they metabolize and break down organic matter anaerobically, or without oxygen. More water storage in wetlands means more anaerobic microbial activity and more release of methane to the atmosphere."

The researchers feel that a better understanding of wetland emissions is important to developing plans for mitigation.

"Our findings point to the wet tropics as the driving force behind increased methane concentrations since 2010," Qu says. "Improved observations of wetland methane emissions and how methane production responds to precipitation changes are key to understanding the role of precipitation patterns on tropical wetland ecosystems."

The research appears in the Proceedings of the National Academy of Sciences and was supported in part by NASA Early Career Investigator Program under grant 80NSSC24K1049. Qu is the corresponding author and began the research while a postdoctoral researcher at Harvard University. Daniel Jacob of Harvard; Anthony Bloom and John Worden of the California Institute of Technology's Jet Propulsion Laboratory; Robert Parker of the University of Leicester, U.K.; and Hartmut Boesch of the University of Bremen, Germany, also contributed to the work.
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Researchers acquire and analyze data through AI network that predicts maize yield | ScienceDaily
Artificial intelligence (AI) is the buzz phrase of 2024. Though far from that cultural spotlight, scientists from agricultural, biological and technological backgrounds are also turning to AI as they collaborate to find ways for these algorithms and models to analyze datasets to better understand and predict a world impacted by climate change.


						
In a recent paper published in Frontiers in Plant Science, Purdue University geomatics PhD candidate Claudia Aviles Toledo, working with her faculty advisors and co-authors Melba Crawford and Mitch Tuinstra, demonstrated the capability of a recurrent neural network -- a model that teaches computers to process data using long short-term memory -- to predict maize yield from several remote sensing technologies and environmental and genetic data.

Plant phenotyping, where the plant characteristics are examined and characterized, can be a labor-intensive task. Measuring plant height by tape measure, gauging reflected light over multiple wavelengths using heavy handheld equipment, and pulling and drying individual plants for chemical analysis are all labor intensive and expensive efforts. Remote sensing, or gathering these data points from a distance using uncrewed aerial vehicles (UAVs) and satellites, is making such field and plant information more accessible.

Tuinstra, the Wickersham Chair of Excellence in Agricultural Research, professor of plant breeding and genetics in the department of agronomy and the science director for Purdue's Institute for Plant Sciences, said, "This study highlights how advances in UAV-based data acquisition and processing coupled with deep-learning networks can contribute to prediction of complex traits in food crops like maize."

Crawford, the Nancy Uridil and Francis Bossu Distinguished Professor in Civil Engineering and a professor of agronomy, gives credit to Aviles Toledo and others who collected phenotypic data in the field and with remote sensing. Under this collaboration and similar studies, the world has seen remote sensing-based phenotyping simultaneously reduce labor requirements and collect novel information on plants that human senses alone cannot discern.

Hyperspectral cameras, which make detailed reflectance measurements of light wavelengths outside of the visible spectrum, can now be placed on robots and UAVs. Light Detection and Ranging (LiDAR) instruments release laser pulses and measure the time when they reflect back to the sensor to generate maps called "point clouds" of the geometric structure of plants.

"Plants tell a story for themselves," Crawford said. "They react if they are stressed. If they react, you can potentially relate that to traits, environmental inputs, management practices such as fertilizer applications, irrigation or pests."

As engineers, Aviles Toledo and Crawford build algorithms that acquire massive datasets and analyze the patterns within them to predict the statistical likelihood of different outcomes, including yield of different hybrids developed by plant breeders like Tuinstra. These algorithms categorize healthy and stressed crops before any farmer or scout can spot a difference, and they provide information on the effectiveness of different management practices.




Tuinstra brings a biological mindset to the study. Plant breeders use data to identify genes controlling specific crop traits.

"This is one of the first AI models to add plant genetics to the story of yield in multiyear large plot-scale experiments," Tuinstra said. "Now, plant breeders can see how different traits react to varying conditions, which will help them select traits for future more resilient varieties. Growers can also use this to see which varieties might do best in their region."

Remote-sensing hyperspectral and LiDAR data from corn, genetic markers of popular corn varieties, and environmental data from weather stations were combined to build this neural network. This deep-learning model is a subset of AI that learns from spatial and temporal patterns of data and makes predictions of the future. Once trained in one location or time period, the network can be updated with limited training data in another geographic location or time, thus limiting the need for reference data.

Crawford said, "Before, we had used classical machine learning, focused on statistics and mathematics. We couldn't really use neural networks because we didn't have the computational power."

Neural networks have the appearance of chicken wire, with linkages connecting points that ultimately communicate with every other point. Aviles Toledo adapted this model with long short-term memory, which allows past data to be kept constantly in the forefront of the computer's "mind" alongside present data as it predicts future outcomes. The long short-term memory model, augmented by attention mechanisms, also brings attention to physiologically important times in the growth cycle, including flowering.

While the remote sensing and weather data are incorporated into this new architecture, Crawford said the genetic data is still processed to extract "aggregated statistical features." Working with Tuinstra, Crawford's long-term goal is to incorporate genetic markers more meaningfully into the neural network and add more complex traits into their dataset. Accomplishing this will reduce labor costs while more effectively providing growers with the information to make the best decisions for their crops and land.
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Better together: Gut microbiome communities' resilience to drugs | ScienceDaily
Many human medications can directly inhibit the growth and alter the function of the bacteria that constitute our gut microbiome. EMBL Heidelberg researchers have now discovered that this effect is reduced when bacteria form communities.


						
In a first-of-its-kind study, researchers from EMBL Heidelberg's Typas, Bork, Zimmermann, and Savitski groups, and many EMBL alumni, including Kiran Patil (MRC Toxicology Unit Cambridge, UK), Sarela Garcia-Santamarina (ITQB, Portugal), Andre Mateus (Umea University, Sweden), as well as Lisa Maier and Ana Rita Brochado (University Tubingen, Germany), compared a large number of drug-microbiome interactions between bacteria grown in isolation and those part of a complex microbial community. Their findings were recently published in the journal Cell.

For their study, the team investigated how 30 different drugs (including those targeting infectious or noninfectious diseases) affect 32 different bacterial species. These 32 species were chosen as representative of the human gut microbiome based on data available across five continents.

They found that when together, certain drug-resistant bacteria display communal behaviours that protect other bacteria that are sensitive to drugs. This 'cross-protection' behaviour allows such sensitive bacteria to grow normally when in a community in the presence of drugs that would have killed them if they were isolated.

"We were not expecting so much resilience," said Sarela Garcia-Santamarina, a former postdoc in the Typas group and co-first author of the study, currently a group leader in the Instituto de Tecnologia Quimica e Biologica (ITQB), Universidade Nova de Lisboa, Portugal. "It was very surprising to see that in up to half of the cases where a bacterial species was affected by the drug when grown alone, it remained unaffected in the community."

The researchers then dug deeper into the molecular mechanisms that underlie this cross-protection. "The bacteria help each other by taking up or breaking down the drugs," explained Michael Kuhn, Research Staff Scientist in the Bork Group and a co-first author of the study. "These strategies are called bioaccumulation and biotransformation respectively."

"These findings show that gut bacteria have a larger potential to transform and accumulate medicinal drugs than previously thought," said Michael Zimmermann, Group Leader at EMBL Heidelberg and one of the study collaborators.




However, there is also a limit to this community strength. The researchers saw that high drug concentrations cause microbiome communities to collapse and the cross-protection strategies to be replaced by 'cross-sensitisation'. In cross-sensitisation, bacteria which would normally be resistant to certain drugs become sensitive to them when in a community -- the opposite of what the authors saw happening at lower drug concentrations.

"This means that the community composition stays robust at low drug concentrations, as individual community members can protect sensitive species," said Nassos Typas, an EMBL group leader and senior author of the study. "But, when the drug concentration increases, the situation reverses. Not only do more species become sensitive to the drug and the capacity for cross-protection drops, but also negative interactions emerge, which sensitise further community members. We are interested in understanding the nature of these cross-sensitisation mechanisms in the future."

Just like the bacteria they studied, the researchers also took a community strategy for this study, combining their scientific strengths. The Typas Group are experts in high-throughput experimental microbiome and microbiology approaches, while the Bork Group contributed with their expertise in bioinformatics, the Zimmermann Group did metabolomics studies, and the Savitski Group did the proteomics experiments. Among external collaborators, EMBL alumnus Kiran Patil's group at Medical Research Council Toxicology Unit, University of Cambridge, United Kingdom, provided expertise in gut bacterial interactions and microbial ecology.

As a forward-looking experiment, authors also used this new knowledge of cross-protection interactions to assemble synthetic communities that could keep their composition intact upon drug treatment.

"This study is a stepping stone towards understanding how medications affect our gut microbiome. In the future, we might be able to use this knowledge to tailor prescriptions to reduce drug side effects," said Peer Bork, Group Leader and Director at EMBL Heidelberg. "Towards this goal, we are also studying how interspecies interactions are shaped by nutrients so that we can create even better models for understanding the interactions between bacteria, drugs, and the human host," added Patil.
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Fruit-only diet improves bats' immune response to viruses | ScienceDaily
Fruit bats generate more diverse antibodies than mice, but overall have a weaker antibody response, according to a new study published September 24 in the open-access journal PLOS Biology by Dan Crowley from Cornell University, USA, and colleagues.


						
Bats are well-known reservoirs for viruses with pandemic potential. While these viruses typically do not cause disease in bats, they can prove deadly in humans. Spillover events -- transmission of a virus from a reservoir population (eg, bats) to a new host population (eg, humans) -- have been linked to environmental changes such as food shortages, which may impact immune responses.

While previous studies have demonstrated that bats typically generate weaker antibody responses to viruses than other mammals, these studies used viruses that co-evolved with bats. Understanding the bat immune system, including antibody responses to well-characterized antigens, can lead to better understanding of the circumstances that lead to spillover and inform efforts to prevent future events.

In this study, researchers exposed fruit bats and mice to well-studied antigens. They found that bats generated a weaker, more diverse antibody response than mice. Because the antigens were designed to elicit specific types of immune responses, the results provide some insight on the mechanism behind the immune response, which could be explored in future studies.

The researchers also looked at how changes in diet impacted the bats' antibody responses to an influenza A-like virus and a pseudotyped Nipah virus. Surprisingly, bats fed a fruit-only diet had a stronger antibody response -- demonstrated by higher antibody levels and better binding antibodies -- compared to those fed a protein-supplemented diet.

The findings demonstrate that fruit bats generate a less robust antibody response than mice that can be improved by changes in diet. Future studies could inform whether this is generalizable across other bat species.

The authors add, "Bats, known reservoirs of zoonotic viruses, can produce weak antibody responses to infections. Our research shows that changing the dietary protein of Jamaican fruit bats can enhance their antibody response to certain viruses."
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Multilingual gossip in Elizabethan London | ScienceDaily
Stranger churches in early modern London had 'eyes everywhere' to hear, spread and dispel gossip in multiple languages, according to new research.


						
The Elizabethan era saw large numbers of migrants coming to England, many of whom were Protestants fleeing religious persecution and violence from countries that spoke French, Dutch, Flemish, Italian and Spanish.

Dr John Gallagher, Associate Professor of Early Modern History at the University of Leeds, has uncovered evidence that the state was monitoring gossip about them in multiple languages.

His findings are revealed in a new paper, Migrant Voices in Multilingual London, 1560-1600, which is published in Transactions of the Royal Historical Society.

Dr Gallagher, who recently won the Philip Leverhulme Prize for his work in this area, said: "England's history is much more multilingual than we might imagine, and even the state had to learn multiple languages in the Elizabethan area to have 'eyes everywhere' and maintain control.

"The average person would have come across multiple languages every day, and we can hear the voices of regular people because of the extensive records kept by churches at the time.

"Languages other than English could be heard in the streets and in the public spaces of the city, through the walls of homes and the doors of shops."

Stranger churches




Known at the time as 'strangers', migrants joined a mostly illiterate but multilingual community that valued the spoken word highly.

'Stranger churches' for migrant communities were formed with the first Dutch church in London in 1550. They provided services in French, Dutch and Italian, but church elders recognised that this privilege was precarious, and began to monitor scandal across languages to avoid bringing their communities into disrepute.

The archives of consistories -- the stranger churches' all-male governing bodies -- show that churches aimed to 'have eyes everywhere', as a minister of the French church in London wrote in 1561.

When suspicions arose over a child's parentage in the Dutch church, records showed the elders consulted a woman 'from overseas', an 'Englishman' and a woman present at the birth of the child to understand the extent of the rumours.

Consistories also made it their mission to do background checks on migrants at church who could have left behind a secret spouse and family at home.

England's 'third universitie'

But London's multilingual exchange wasn't just for the church, or the literate elites, as everyone would have encountered languages other than English in the street, or even at home.




Dr Gallagher's findings include the story of one bookseller, Thomas Harris, who stopped his French neighbour Jehan de Savoye in the street to ask him what had been said in a French-language row he'd overheard.

London's Royal Exchange, finished in 1568, was an important space where linguistic diversity helped news, gossip and slander spread through the city. The space was used for international and multilingual trade, but it was also a space where people had a ready audience for arrests, arguments and accusations in multiple languages.

A commentator described London at the time as England's 'third universitie', where you could learn Chaldean, Syriac and Arabic, as well as Polish, Persian and Russian.

Dr Gallagher added: "It wasn't necessary to speak or understand another language to be part of this multilingual urban culture: your rowing neighbours might switch languages to ensure the cause of the trouble was made clear, or the offender might show up on your doorstep in the presence of an elder of their church to explain and apologise."

These findings will form part of Dr Gallagher's upcoming book 'Strangers: Migration and Multilingualism in Early Modern London', supported by the Leverhulme Trust's Philip Leverhulme Prize.
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Lasers provide boon for manufacturing of ceremonial Thai umbrellas | ScienceDaily
Seen atop pagodas, inside Buddhist ordination halls, and in royal palaces, the tiered umbrella is one of Thailand's oldest and most sacred ornamental symbols. Constructing one of these ornate pieces, also called chatras, can take master artisans up to six months.


						
In the Journal of Laser Applications, from AIP Publishing, researchers have demonstrated a technique for constructing seven-tiered umbrellas using high-powered lasers, dramatically reducing the production time. Employing carbon dioxide lasers, they were able to fashion umbrellas from stainless steel in a matter of days while preserving their intricate beauty.

"At present, the craftsmen who make tiered umbrellas have become scarce," said author Pichet Limsuwan. "We hope to show a new way we can help conserve arts and culture in Thailand."

Use of chatras dates to the Dvaravati Kingdom, which ruled what is now modern Thailand 1,400 years ago. Royal chatras come in odd-numbered variations of five-, seven-, and nine-tiered umbrellas that correspond to princes, crown princes, and kings, respectively.

Limsuwan set to work a year ago to better understand the customs surrounding chatras and how they are made. His first months researching the umbrellas included poring over primary historical documents written in Thai and then synthesizing his research into a written history in English -- a type of research rare for physicists.

Adorned with ornately patterned brass and often featuring shades made of white silk trimmed with gold and precious gems, the conical chatras hang above sacred places, with each concentric tier wider than those above it.

"A new king will not be able to sit on the throne under the nine-tiered umbrella until the coronation rites are completed," Limsuwan said.




Lasers provide an array of advantages in manufacturing such finely detailed items, including narrow cuts, smooth edges, and the ability to tackle complex shapes.

Brass traditionally used for chatras, however, is highly reflective and poorly suited to laser cutting. As a workaround, the team used stainless steel. To achieve the characteristic golden color, they deposited titanium nitride onto the steel using electric arcs in vacuum chambers.

This approach cuts the six-month timeframe for making one umbrella into roughly 113 hours. While much of the process is automated, hand-drawn art can be easily incorporated by using common tools in laser manufacturing.

The group provides many of the technical details for anyone with the necessary equipment to make umbrellas on their own, ranging from vacuum and electricity settings to deposit titanium nitride to expected production times for each part.

"Thailand is a country with a lot of arts and culture," Limsuwan said. "Tiered umbrellas are just an example of Thailand's arts, culture, and religions. I think that the next projects will be related to other facets of Thailand's arts, culture, and religions."
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Extinct volcanoes a 'rich' source of rare earth elements | ScienceDaily
A mysterious type of iron-rich magma entombed within extinct volcanoes is likely abundant with rare earth elements and could offer a new way to source these in-demand metals, according to new research from The Australian National University (ANU) and the University of the Chinese Academy of Sciences.


						
Rare earth elements are found in smartphones, flat screen TVs, magnets, and even trains and missiles. They are also vital to the development of electric vehicles and renewable energy technologies such as wind turbines.

Dr Michael Anenburg from ANU said the iron-rich magma that solidified to form some extinct volcanoes is up to a hundred times more efficient at concentrating rare earth metals than the magmas that commonly erupt from active volcanoes.

"We have never seen an iron-rich magma erupt from an active volcano, but we know some extinct volcanoes, which are millions of years old, had this enigmatic type of eruption," Dr Anenburg said.

"Our findings suggest that these iron-rich extinct volcanoes across the globe, such as El Laco in Chile, could be studied for the presence of rare earth elements."

The researchers simulated volcanic eruptions in the lab by sourcing rocks similar to those from iron-rich extinct volcanoes. They put these rocks into a pressurised furnace and heated them to extremely high temperatures to melt them and learn more about the minerals inside the rocks.

This is how they discovered the abundance of rare earth elements contained in iron-rich volcanic rocks.




With more countries investing heavily in renewable energy technologies, the demand for rare earth elements continues to skyrocket. In fact, demand for these elements is expected to increase fivefold by 2030.

"Rare earth elements aren't that rare. They are similar in abundance to lead and copper. But breaking down and extracting these metals from the minerals they reside in is challenging and expensive," Dr Anenburg said.

China has the biggest deposit of rare earth elements on the planet, while Europe's largest deposit of rare earths is in Sweden. Australia has a world-class deposit at Mount Weld in Western Australia and others near Dubbo and Alice Springs.

According to Dr Anenburg, Australia has an opportunity to become a major player in the clean energy space by capitalising on its abundance of rare earth resources.

The research is published in Geochemical Perspectives Letters. This work was led by Shengchao Yan from the University of the Chinese Academy of Sciences. 
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Abrupt intensification of northern wildfires due to future permafrost thawing | ScienceDaily

Recent observational trends suggest that warm and unusually dry conditions have already intensified wildfires in the Arctic region. To understand and simulate how future anthropogenic warming will affect wildfire occurrences, it is important to consider the role of accelerated permafrost thawing, because it strongly controls the water content of the soil -- a key factor in wildfire burning. Recent climate models did not fully consider the interaction between global warming, northern high latitude permafrost thawing, soil water and fires.

The new study uses permafrost and wildfire data generated by one of the most comprehensive earth system models -- the Community Earth System Model. It is the first model of its kind, which captures the coupling between soil water, permafrost and wildfires in an integrated way. To better separate the anthropogenic effect of increasing greenhouse gas emissions from naturally occurring variations in climate, the scientists used an ensemble of 50 past-to-future simulations covering the period from 1850-2100 CE (SSP3-7.0 greenhouse gas emission scenario), which was recently conducted by scientists from the IBS Center for Climate Physics, Busan (South Korea) and the National Center for Atmospheric Research in Boulder, Colorado (United States) on the IBS supercomputer Aleph.

With this ensemble modelling approach, the team demonstrated that by the mid to late 21st century anthropogenic permafrost thawing in the Subarctic and Arctic regions will be quite extensive. In many areas, the excess soil water can drain quickly, which leads to a sudden drop in soil moisture, subsequent surface warming and atmospheric drying. "These conditions will intensify wildfires," says Dr. In-Won Kim, lead author of the study and postdoctoral researcher at the IBS Center for Climate Physics in Busan, South Korea. "In the second half of this century, our model simulations show an abrupt switch from virtually no fires to very intensive fires within just a few years" she adds.

These future trends will be further exacerbated by the fact that vegetation biomass is likely to increase in high latitude areas due to increasing atmospheric CO2 concentrations. This so-called CO2 fertilization effect therefore provides extra fire fuel.

"To better simulate the future degradation of the complex permafrost landscape, it is necessary to further improve small-scale hydrological processes in earth system models using extended observational datasets," says Associate Prof. Hanna Lee, co-author of the study at the Norwegian University of Science and Technology, in Trondheim, Norway.

"Wildfires release carbon dioxide, and black and organic carbon into the atmosphere, which can affect climate and feed back to the permafrost thawing processes in the Arctic. However, interactions between fire emissions and the atmospheric processes have not been fully integrated into earth system computer models yet. Further consideration of this aspect would be the next step," says Prof. Axel Timmermann, co-author of the study and director of the ICCP and Distinguished Professor at Pusan National University.
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Another Franklin expedition crew member has been identified | ScienceDaily
The skeletal remains of a senior officer of Sir John Franklin's 1845 Northwest Passage expedition have been identified by researchers from the University of Waterloo and Lakehead University using DNA and genealogical analyses.


						
In April of 1848 James Fitzjames of HMS Erebus helped lead 105 survivors from their ice-trapped ships in an attempt to escape the Arctic. None would survive. Since the mid-19th century, remains of dozens of them have been found around King William Island, Nunavut.

The identification was made possible by a DNA sample from a living descendant, which matched the DNA that was discovered at the archaeological site on King William Island where 451 bones from at least 13 Franklin sailors were found.

"We worked with a good quality sample that allowed us to generate a Y-chromosome profile, and we were lucky enough to obtain a match," said Stephen Fratpietro of Lakehead's Paleo-DNA lab.

Fitzjames is just the second of those 105 to be positively identified, joining John Gregory, engineer aboard HMS Erebus, whom the team identified in 2021.

"The identification of Fitzjames' remains provides new insights about the expedition's sad ending," said Dr. Douglas Stenton, adjunct professor of anthropology at Waterloo.

In the 1850s Inuit told searchers they had seen evidence that survivors had resorted to cannibalism, shocking some Europeans. Those accounts were fully corroborated in 1997 by the late Dr. Anne Keenleyside who found cut marks on nearly one-quarter of the human bones at NgLj-2, proving that the bodies of at least four of the men who died there had been subject to cannibalism.




Fitzjames' mandible is one of the bones exhibiting multiple cut marks, demonstrating that after his death his body was subject to cannibalism. "This shows that he predeceased at least some of the other sailors who perished, and that neither rank nor status was the governing principle in the final desperate days of the expedition as they strove to save themselves," said Stenton.

19th century Europeans believed that all cannibalism was morally reprehensible, but the researchers emphasize that we now understand much more about what is known as survival or starvation cannibalism and can empathize with those forced to resort to it. "It demonstrates the level of desperation that the Franklin sailors must have felt to do something they would have considered abhorrent," said Dr. Robert Park, Waterloo anthropology professor. "Ever since the expedition disappeared into the Arctic 179 years ago there has been widespread interest in its ultimate fate, generating many speculative books and articles and, most recently, a popular television miniseries which turned it into a horror story with cannibalism as one of its themes. Meticulous archaeological research like this shows that the true story is just as interesting, and that there is still more to learn," said Park.

The remains of Fitzjames and the other sailors who perished with him now rest in a memorial cairn at the site with a commemorative plaque.

Descendants of members of the Franklin expedition are encouraged to contact Stenton. "We are extremely grateful to this family for sharing their history with us and for providing DNA samples, and welcome opportunities to work with other descendants of members of the Franklin expedition to see if their DNA can be used to identify other individuals."

"Identification of a Senior Officer from Sir John Franklin's Northwest Passage Expedition" by Stenton, Fratpietro and Park was published in the Journal of Archaeological Science: Reports. The research was funded by the Government of Nunavut and the University of Waterloo.
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Atmospheric blocking slows ocean-driven melting of Greenland's largest glacier tongue | ScienceDaily
Northeast Greenland is home to the 79deg N Glacier - the country's largest floating glacier tongue, but also one seriously threatened by global warming: warm water from the Atlantic is melting it from below. Experts from the Alfred Wegener Institute have however now determined that the temperature of the water flowing into the glacier cavern declined from 2018 to 2021, even though the ocean has steadily warmed in the region over the past several decades. This could be due to temporarily changed atmospheric circulation patterns. In a study just released in the journal Science, the researchers discuss how this affects the ocean and what it could mean for the future of Greenland's glaciers.


						
Over the past few decades, the Greenland Ice Sheet has lost more and more mass, which has also lessened its stability. This is chiefly due to the warming of the atmosphere and oceans, which accelerates the melting of ice, contributing in turn to an increase in mean sea level. The Northeast Greenland Ice Stream alone, which feeds into the massive Nioghalvfjerdsfjorden Glacier - also known as the 79deg N Glacier - could produce a metre of sea-level rise if it melted completely. Beneath the glacier tongue lies a cavern that ocean water flows into. Data gathered by the Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research (AWI) now indicates that the temperature of the water flowing into the cavern declined between 2018 and 2021. "We were surprised to discover this abrupt cooling, which is a marked contrast to the long-term regional ocean warming we've observed in the influx to the glacier," says Dr Rebecca McPherson, a researcher at the AWI and the study's first author. "Since the ocean water in the glacier cavern grew colder, it means less oceanic warmth was transported under the ice in this period - and in turn, the glacier melted more slowly."

But where did this cold water below the glacier come from if temperatures in the surrounding ocean continued to climb? To find out, the AWI researchers collected data from 2016 to 2021, using an oceanographic mooring to do so. The monitoring platform continually took readings on parameters like the temperature and flow speed of the seawater at the calving front of the 79deg N Glacier, which is where water flows into the cavern. Whereas the temperature of the Atlantic water initially rose, topping out at 2.1 degrees Celsius in December 2017, it dropped by 0.65 degree again from early 2018.

"We were able to track down the source of this temporary cooling from 2018 to 2021 upstream, to Fram Strait and the vast Norwegian Sea," Rebecca McPherson explains. "In other words, circulation changes in these remote waters can directly affect the melting of the 79deg N Glacier." As such, the lower water temperatures in Fram Strait were the result of atmospheric blocking. When this blocking occurs, stationary high-pressure systems in the atmosphere force the normally dominant air currents to deviate. That's also what happened over Fram Strait: several atmospheric blocks over Europe allowed more cold air from the Arctic to flow through Fram Strait into the Norwegian Sea. This slowed water from the Atlantic that was flowing toward the Arctic, so that it cooled more than usual along the way. The cooled water then flowed through Fram Strait to Greenland's continental shelf and the 79deg N Glacier. The whole process - from the appearance of the atmospheric blocks to the inflow of the cooler Atlantic water in the glacier cavern - took two to three years.

"We assume that atmospheric blocks will remain an important factor for multiyear cooling phases in the Norwegian Sea," says Rebecca McPherson. "They provide the atmospheric and oceanic conditions that influence temperature variability in Atlantic Ocean water, and in turn the glaciers of Northeast Greenland." Why? Because the northward-flowing water mass not only continues farther into the Arctic, where it affects the extent and thickness of sea ice; in Fram Strait, roughly half of the water veers to the west, where it determines the oceanic melting of Greenland's glaciers. "In the summer of 2025, we'll be returning to the 79deg N Glacier on board the research icebreaker Polarstern. We already know that water temperatures in Fram Strait are now rising again slightly and we're anxious to see if the glacier melting increases as a result."

To more accurately predict the fate of the 79deg N Glacier, it's important to understand what is driving changes within it, as Rebecca McPherson stresses: "Our study offers new insights into the behaviour of Northeast Greenland's glaciers in a changing climate. This will allow forecasts for rising sea levels to be refined." As their colleague Prof Torsten Kanzow from the AWI adds: "Generally speaking, we consider the warm-water inflow into the cavern below the 79deg N Glacier to be part of the Atlantic Meridional Overturning Circulation (AMOC). Forecasts indicate that this thermal conveyor belt could weaken in the future. One key challenge will be to establish long-term observation systems capable of capturing the effects of macro-scale ocean circulation extending as far as the fjords of Greenland."
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These tadpoles have discovered a unique way of not contaminating their water supply: Not pooping | ScienceDaily

Eiffinger's tree frogs rear their young in small, isolated water bodies, such as tree hollows and bamboo stumps, which provide a safe environment with few predators.

However, in these limited water spaces, the tadpoles face the challenge of waste management. Unlike other species that excrete toxic ammonia in their feces into larger water bodies where it is diluted and rendered harmless, the confined water environments of Eiffinger's tree frogs do not allow them this luxury. Excessive defecation causes ammonia to build up in the tiny water bodies, leading to toxicity and endangering their survival.

Bun Ito, a special research student, and Professor Yasukazu Okada at the Graduate School of Science, Nagoya University, focused on this peculiar aspect of the frog's life cycle and discovered that the tadpoles exhibit a remarkable strategy to managing their waste: they go for months without pooping.

To keep the water bodies clean, Eiffinger's tree frog tadpoles excrete significantly less ammonia than other frog species. Instead of releasing waste into their environment, the tadpoles store it in their intestines, accumulating high concentrations of ammonia within their bodies.

The frogs only begin to defecate once they transition from tadpoles to subadults. This delayed excretion suggests that nitrogen, which is ingested as part of their diet, is effectively retained within their body in the form of ammonia until it can be safely expelled outside their spawning site. This sanitation strategy mirrors the behavior of some bee and ant larvae, which similarly retain feces in their intestines to keep their nests clean.

To further understand these findings, the researchers conducted experiments to compare the ammonia tolerance of Eiffinger's tree frog tadpoles with that of other frog species, such as the Japanese tree frog, by raising them in ammonium chloride solutions with varying concentrations.




They found that Eiffinger's tree frog tadpoles could survive in much higher concentrations of ammonia than other species, showing a heightened resistance to this toxin. However, even their tolerance had limits, as the tadpoles succumbed under extremely high ammonia concentrations.

These findings highlight a dual adaptation strategy in Eiffinger's tree frog tadpoles: reducing the amount of ammonia they release into their environment and developing a high tolerance to the ammonia they do encounter. This combination allows them to thrive in the small, confined water areas where they develop.

The study sheds light on how Eiffinger's tree frogs have adapted to their restricted habitats, employing unusual biological mechanisms to manage waste and ensure the survival of their offspring. The research team's findings offer valuable insights into the unique survival strategies of organisms living in specialized environments.

Ito believes that the research has important conservation implications: "The discovery of frogs that have successfully adapted to the unique environment of small water holes reveals a more complex ecosystem within these tiny habitats than we initially imagined," he said. "Protecting biodiversity necessitates the preservation of these microhabitats."
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Good nutrition boosts honey bee resilience against pesticides, viruses | ScienceDaily
In a new study, researchers at the University of Illinois Urbana-Champaign tackled a thorny problem: How do nutritional stress, viral infections and exposure to pesticides together influence honey bee survival? By looking at all three stressors together, the scientists found that good nutrition enhances honey bee resilience against the other threats.


						
Their findings are detailed in the journal Science of the Total Environment.

"Multiple stressors are often bad for survival," said graduate student Edward Hsieh, who led the research with U. of I. entomology professor Adam Dolezal. "However, it is always context-dependent, and you have to be aware of all these factors when you're trying to make broad statements about how interactive effects affect honey bees."

Most studies focus on only one or two factors at a time, Hsieh said. They will explore the interplay of poor nutrition and pesticide exposures, for example, or pesticides and viral infections. But no previous studies have looked at how all three factors contribute to honey bee declines -- probably because doing so is quite challenging.

Even understanding how bees respond to all the agricultural chemicals they encounter is a complicated task, Dolezal said.

"Some insecticides will work better against some insects than others, but they tend to be more lethal than fungicides or herbicides," he said. "Some fungicides, however, are known to make insecticides more toxic to insects."

For the new study, the team looked at pollen collected by honey bees visiting small patches of restored prairie bordering agricultural fields in Iowa. The researchers used the maximum insecticide and fungicide levels detected in bee-collected pollen grains as their guide to likely chemical exposures in the wild.




In a series of experiments, Hsieh exposed groups of caged honey bees to different dietary, viral and/or chemical treatments. The bees were fed either artificial or natural pollen. The agricultural pesticides included chlorpyrifos, an organophosphate; lambda-cyhalothrin, a pyrethroid; or thiamethoxam, a neonicotinoid. Hsieh also infected some of the caged bees with the Israeli Acute Paralysis Virus, one of several viruses known to contribute to the collapse of honey bee colonies around the world.

The experiments yielded some obvious and some unexpected results, Dolezal said.

"What we found was that with the artificial pollen, if bees are exposed to the virus, a lot of them die. And if you expose them to the virus and pesticide at the same time, even more of them die," he said. "However, if you do the exact same experiment but you give them better nutrition, you get a very different outcome."

On the natural pollen diet, bees exposed to the virus still experienced higher mortality, the researchers found. But fewer bees died when they were also exposed to a mixture of chlorpyrifos and a fungicide.

"Bees have this inherent ability to deal with stress, and so if you give them a little bit of stress, like a low-level exposure to a pesticide, it may help them deal with a bigger stress from a pathogen like the virus," Dolezal said. "However, it only works if they have the nutritional resources to do it."

The researchers warned this doesn't mean that chemical exposures don't matter.




"Different pesticides have different molecular targets and do different things," Dolezal said. "It's not okay if bees get exposed to a little bit of any pesticide. It depends on the chemical."

The findings offer some reassurance that providing high-quality prairie habitat near agricultural sites does not create an "ecological trap," attracting bees to the flowers only to kill them with agricultural chemicals.

"The takeaway from this study is that bees are quite resilient even to the interaction of pesticides and viruses if they have really good nutrition," Dolezal said. "However, we don't want people to conclude that pesticides are not a big deal for the bees."

Pesticides, alone or in combination with viruses, are in most cases detrimental to bees.

"But it is gratifying to know that providing high-quality habitat can at least increase their resilience to these stressors," Hsieh said.

The Foundation for Food and Agriculture Research and the North American Pollinator Protection Campaign supported this research. Dolezal also is an affiliate of the Carl R. Woese Institute for Genomic Biology at the U. of I.
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Unveiling ancient life: New method sheds light on early cellular and metabolic evolution | ScienceDaily
Fossils don't always come in large, dinosaur-sized packages. Microfossils refer to a type of fossil that is so small, it can only be perceived with a microscope. These microfossils can help us understand when and how early life forms developed essential features -- ultimately allowing us to study the evolution of life. In order to analyze these microfossils, a pioneering method of analysis has been developed by a research team led by Akizumi Ishida from Tohoku University, in collaboration with experts from the University of Tokyo and Kochi University.


						
"To analyze microfossils, scientists must detect minute quantities of critical elements like phosphorus and molybdenum," explains Ishida, "However, so far this has proven challenging."

Their work focuses on 1.9-billion-year-old Gunflint microfossils, which are known as the "standard" of microfossil study. The team employed a novel approach by fixing these microfossils onto a specially coated glass slide (ITO-glass), allowing for integrated observations using both optical and electron microscopy.

ITO-glass is a glass plate coated with a thin layer of indium tin oxide (ITO). This conductive coating of metal oxide is not only suitable for electron microscopy and secondary ion mass spectrometry (SIMS), but also allows for optical observation. Due to its transparency, the internal structure of microfossils can be examined.

This method also enabled the precise detection of trace elements within the microfossils. In other words, it was able to clearly detect the true amount contrasted against a base level of background "noise." Phosphorus also occurs naturally in sedimentary rocks, for example, so it's important to be able to tell the difference.

By overcoming the interference from rock-derived elements and materials used to mount the fossils, the researchers successfully identified extremely low levels of phosphorus and molybdenum by using NanoSIMS (High Spatial Resolution Secondary Ion Mass Spectrometer). This device allows for the imaging of almost all elements except noble gases with ultra-high spatial resolution of less than one micron.

Their analysis of phosphorus seen along the contours of microfossils revealed that these ancient microorganisms already had phospholipid cell membranes similar to those found in modern organisms. Additionally, the presence of molybdenum within microfossil bodies suggested the existence of possible nitrogen-fixing metabolic enzymes, consistent with previous reports identifying these microfossils as cyanobacteria.

This innovative protocol is unique in its ability to provide consistent observations and analyses on the same sample. It offers significant advancements in understanding how life evolved on Earth's, providing direct evidence of cell membranes and metabolic processes in ancient microorganisms.

This technique is applicable not only to microfossils but also to early Earth's geological samples with minimal organic material. It opens avenues for analyzing even older geological periods. Additionally, it extends to trace elements such as copper, nickel, and cobalt, which can reveal metabolic patterns. The findings are expected to set new standards in early life evolution research and ultimately contribute to answering the profound questions about when and where life originated and how it evolved on Earth.
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New catalyst developed for sustainable propylene production from biomass | ScienceDaily
Achieving carbon neutrality requires the effective use of renewable biomass. In the production of biodiesel, for instance, glycerol is generated as a major byproduct. Researchers at Osaka Metropolitan University have developed a new catalyst that efficiently converts a derivative of glycerol into bio-based propylene, contributing to sustainable chemical production.


						
Propylene is typically produced from petroleum and is widely used in the manufacture of plastics, such as automobile bumpers and food containers. The research team, led by Associate Professor Shin Takemoto and Professor Hiroyuki Matsuzaka from the Graduate School of Science, developed a catalyst that selectively breaks down the oxygen-carbon bond in allyl alcohol, a derivative of glycerol, to produce bio-based propylene.

The newly developed catalyst enables the selective reduction of allyl alcohol to propylene with high efficiency, using renewable energy sources such as hydrogen or electricity. The catalyst contains a special molecule known as a metalloligand, which is designed to facilitate the reversible binding of two metals within the catalyst. This feature enhances the reaction's efficiency, provides high selectivity, and minimizes the formation of byproducts.

"Our research offers a sustainable alternative to conventional propylene production methods and can contribute to the development of an environmentally friendly chemical industry," said Professor Takemoto. "We look forward to further advancing this technology and exploring its broader applications."
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Outbreak detection under-resourced in Asia, study finds | ScienceDaily
A landmark study led by Duke-NUS Medical School revealed that despite the recent pandemic, outbreak detection efforts remain under-resourced in South and Southeast Asia, with only about half the countries reviewed having integrated pathogen genomic surveillance initiatives in their national plans. Published in Nature Microbiology today, the study also identifies key priorities to enhance the preparedness of the region against future pandemics.


						
The study, conducted over 12 months between 2022 and 2023, analyses responses on genomic sequencing capacity for pathogen detection from 13 out of 19 countries that make up South and Southeast Asia.

The COVID-19 pandemic underscored the importance of genomic surveillance, which was vital in identifying SARS-CoV-2, monitoring its variants and designing COVID-19 vaccines. Initially focused on tracking SARS-CoV-2, these investments are now being used to address other disease priorities including drug-resistant tuberculosis, food-borne bacterial infections, dengue or to track the avian influenza A (H5N1) current outbreak.

While all 13 countries have national capacity for genomic sequencing, only 7 of the 13 assessed countries have integrated pathogen genomic sequencing into their national strategic plans for infectious disease surveillance. Additionally, only 6 countries have established guidelines for using pathogen genomics for infectious disease surveillance. The absence of national guidelines for pathogen genomic surveillance complicates implementation and resource allocation. Closing these gaps is crucial for improving the effectiveness and sustainability of infectious disease surveillance and response systems.

Assistant Professor Ruklanthi de Alwis, Deputy Director of Duke-NUS' Centre for Outbreak Preparedness, said:

"Although it is encouraging to see some capacity for pathogen genomics sequencing, including in lower-resourced countries in our region, there is still room for strengthening it. It is vital that pathogen sequencing is used to maximise public health impact through infectious disease surveillance, response and control. Assessing the current state and needs was a crucial first step."

The paper also identified five specific challenges faced by the region in adopting genomics sequencing for infectious disease surveillance:
    	Funding: Countries reported a reliance on external funders for pathogen sequencing. Across the 13 countries surveyed, 57 per cent of financial and other resources come from external donors, followed by the public sector (32 per cent) and academic institutions (6 per cent).
    	Trained manpower: Limited availability of trained laboratory staff and staff trained in bioinformatics for genomic sequencing processing and results' analysis.
    	Cost: The cost of genomic sequencing-related equipment is prohibitively high and many resource-limited countries in Asia report paying higher prices for genomic sequencing compared with higher-income nations.
    	Supply chain: The supply chain for genomic sequencing equipment and reagents is sluggish, with new orders averaging two months to reach laboratories.
    	Turnaround time: Delays of several weeks between sample collection and the availability of genomic data hinder the timely use of this information to guide public health actions.

Dr Thimothy John Dizon from the Research Institute for Tropical Medicine in the Philippines said:




"The COVID-19 pandemic has served as a critical wake-up call for health systems worldwide, highlighting the immense value of genomics in combating pathogens and shaping public health responses. The intricate nature of genomics demands a transformation in our surveillance practices and has significantly bolstered collaboration among the Philippines' public health laboratories, surveillance units and academic institutions. To maximise these advancements, it is essential to strengthen and sustain investments by fostering broader collaboration and partnerships both within the region and on a global scale."

Dr Khoo Yoong Khean, Scientific Officer from Duke-NUS' Centre for Outbreak Preparedness, added:

"Pathogen genomics is an innovation with significant public health impact, and our entire region would benefit from guidance on effectively planning and budgeting for genomics. Asia faces a high risk of emerging infectious disease outbreaks due to factors such as dense populations, high mobility rates, poor water and sanitation conditions, frequent human-animal interactions, climate stress, and a rapidly changing environment. Strengthening early detection through infectious disease surveillance is crucial for regional outbreak preparedness."

Methodology of the study

This study was conducted in collaboration with partners from Bangladesh, Brunei Darussalam, Cambodia, Indonesia, Lao PDR, Malaysia, Myanmar, Nepal, Pakistan, Philippines, Sri Lanka, Thailand and Vietnam. Participation was voluntary and the study included data from all 13 countries.

Key partners in each of the participating countries were identified to take part in an in-depth survey, resulting in a total of 42 major local institutions contributing data. These organisations hailed from diverse sectors, including government entities, academic institutions, public laboratories, and non-governmental organisations.




Based on survey responses, 25 summary indicators were then chosen and calculated to evaluate the regional status of pathogen genomic surveillance. These indicators cover areas such as partnerships, financing, policies and guidelines, supply chain, laboratory infrastructure, bioinformatics, quality assurance, and data sharing and impact.

The study was published under the Asia Pathogen Genomics Initiative (Asia PGI), a regional consortium hosted by Duke-NUS that is dedicated to advancing pathogen genomics. The consortium has established a specialised training academy at Duke-NUS, enabling countries to collaborate through tailored programmes that address priority health threats in Asia. Key partners in this work include the Bioinformatics Institute at Singapore's Agency for Science Technology and Research.

In collaboration with the US Centres for Disease Control and Prevention (US CDC), Asia PGI is also organising a joint workshop later this year on national planning and implementation of pathogen genomics for infectious disease surveillance.

Professor Linfa Wang, Executive Director, Programme for Research in Epidemic Preparedness and REsponse (PREPARE), added:

"While genomics is essential for surveillance, countries also need new tools in their outbreak response toolkit. PREPARE and Asia PGI will continue working with regional partners to enhance resilience to future epidemics and pandemics, and in the longer term, leveraging genomics capacity to rapidly develop new diagnostics and vaccines will be a crucial area of support for our efforts."
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Graphene spike mat and fridge magnet technology to fight against antibiotic resistance | ScienceDaily
With strong bactericidal properties, graphene has the potential to become a game changer in the fight against antibiotic-resistant bacteria. So far there have been no efficient ways to control these properties -- and thus no way to make use of graphene's potential in healthcare. Now researchers at Chalmers University of Technology, in Sweden, have solved the problem by using the same technology found in an ordinary fridge magnet. The result of which, is an ultra-thin acupuncture-like surface that can act as a coating on catheters and implants -- killing 99.9 percent of all bacteria on a surface.


						
Healthcare-associated infections are a widespread problem around the world, causing great suffering, high healthcare costs and a heightened risk of increased antibiotic resistance. Most infections occur in connection with the use of various medical technology products such as catheters, hip prostheses, knee prostheses and dental implants, where bacteria are able to enter the body via a foreign surface. At Chalmers University of Technology, researchers have been exploring how graphene, an atomically thin two-dimensional graphite material, can contribute to the fight against antibiotic resistance and infections in healthcare. The research team has previously been able to show how vertically standing graphene flakes prevent bacteria from attaching to the substrate. Instead, the bacteria are cut to pieces on the razor-sharp flakes and die.

"We are developing a graphene-based, ultra-thin, antibacterial material that can be applied to any surface, including biomedical devices, surgical surfaces and implants to exclude bacteria. "Since graphene prevents bacteria from physically attaching to a surface, it has the added advantage that you do not risk increasing antibiotic resistance, unlike with other chemical alternatives, such as antibiotics," says Ivan Mijakovic, Professor of Systems Biology at Chalmers University of Technology and one of the authors of the recently published study.

Kills 99.99% of bacteria on a surface 

However, the researchers have been facing a challenge. Although its bactericidal properties can be demonstrated in the laboratory, the researchers have not yet managed to control the orientation direction of the graphene flakes- and subsequently not been able to apply the material on surfaces used on medical devices used in healthcare. So far, the bactericidal properties of graphene have only been able to be controlled in one specific direction: the flow direction of the manufacturing process. But now the Chalmers researchers have had a promising breakthrough for a practical application in healthcare -- and beyond.

"We have managed to find a way to control the effects of graphene practically in several different directions and with a very high level of uniformity of the orientation. This new orientation method makes it possible to integrate graphene nanoplates into medical plastic surfaces and get an antibacterial surface that kills 99.9% of the bacteria that try to attach. This paves the way for significantly greater flexibility when you want to manufacture bacteria-killing medical devices using graphene," says Roland Kadar, Professor of Rheology at Chalmers University of technology.

Unpreceded efficiency by controlling magnetic fields

By arranging earth magnets in a circular pattern making the magnetic field inside the array arrange in a straight direction, the researchers were able to induce a uniform orientation of the graphene and reach a very high bactericidal effect on surfaces of any shape.




The method, published in Advanced Functional Materials, is called "Halbach array" and means that the magnetic field inside the magnet array is strengthened and uniform while it is weakened on the other side, enabling a strong unidirectional orientation of graphene. The technology is similar to what you would find in a refrigerator magnet.

"This is the first time the Halbach array method has been used to orient graphene in a polymer nanocomposite. Now that we have seen the results, of course we want these graphene plates to get introduced in the healthcare sector so that we can reduce the number of healthcare-related infections, reduce suffering for patients and counteract antibiotic resistance," says Viney Ghai, researcher in Rheology and Processing of Soft Matter at Chalmers University of Technology.

The new orientation technology shows significant potential in other areas, for example in batteries, supercapacitors, sensors and durable water-resistant packaging materials.

"Given its broad impact across these areas, this method truly opens up new horizons in material alignment, providing a powerful tool for the successful design and customisation of nanostructures that biomimic the intricate architectures found in natural systems," says Roland Kadar.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240924122957.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Low-temperature conversion of ammonia to hydrogen via electric field-aided surface protonics | ScienceDaily
Ammonia (NH3) can be decomposed to produce hydrogen gas without releasing CO2. The ease of transport and high hydrogen density make it valuable for the green energy industry. A drawback of using NH3 is that it requires very high temperatures for decomposition reactions. In an example of university-industry collaboration, a team of Japanese researchers presented a surface protonics-assisted method for the on-demand production of green hydrogen from ammonia using an electric field and Ru/CeO2 catalyst.


						
Hydrogen gas, owing to its high energy density and carbon-free nature, is gaining much attention as the energy source for a green and sustainable future. Despite being the most abundant element in the universe, hydrogen is mostly found in a bound state as chemical compounds such as ammonia, metal hydrides, and other hydrogenated compounds.

Among all the hydrogen carriers, ammonia stands out as a promising candidate owing to its wide availability, high hydrogen content with hydrogen making up 17.6% of its mass, and ease of liquefaction as well as transportation. A major drawback that hinders its exploitation as an on-demand green hydrogen source for practical applications is the need for extremely high temperatures (>773K) for its decomposition. Hydrogen production for fuel cells and internal combustion engine usage calls for high ammonia conversion rates at low temperatures.

To solve this problem, a new compact process that could operate at a lower temperature was presented by Professor Yasushi Sekine from Waseda University, with his team including Yukino Ofuchi and Sae Doi from Waseda University, and Kenta Mitarai from Yanmar Holdings. They demonstrated an experimental setup of a high rate of ammonia-to-hydrogen conversion at remarkably lower temperatures by applying an electric field in the presence of a highly active and readily producible Ru/CeO2 catalyst. This study was published in Chemical Scienceon August 27, 2024.

"This is a collaborative project between our laboratory at Waseda University and Yanmar Holdings which is a leading company in ammonia utilization. We aimed to develop a process that would enable us to exploit the ability of ammonia to generate hydrogen on-demand," states Sekine. Adding to this, he says, "So, we started investigating conventional thermal catalytic systems where the reaction proceeds through N and H adsorbate formation through dissociation of N-H bonds and the recombination of the adsorbates to form respective N2 and H2 gases," while sharing the motivation behind the research study.

The team observed that the rate-determining step on an active metal Ru was the desorption of nitrogen at low temperatures and the dissociation of N-H at high temperatures. Their effort to overcome this issue led them to electric field-assisted catalytic reactions. This technique improved the proton conduction at the surface of the catalyst and reduced the activation energy required for the reaction along with its reaction temperatures to facilitate efficient ammonia conversion.

Using this information, the team designed a novel thermal catalytic system for low-temperature decomposition of ammonia to hydrogen assisted by easily producible Ru/CeO2 catalyst and DC electric field. They found that their proposed strategy efficiently decomposed ammonia even below 473 K. Given a long enough contact time between the ammonia feed and the catalyst, 100% conversion rate was achieved at 398 K, surpassing the equilibrium conversion rate. This was attributed to the electric field's ability to promote surface protonics -- proton hopping on the catalyst surface assisted by a DC electric field. This lowers the apparent activation energies of the ammonia conversion reaction.

In contrast, they observed that the lack of an electric field significantly slowed down the nitrogen desorption process causing the ammonia decomposition reaction to stop after some time. The significance of surface protonics in improving ammonia conversion rate was further supported by the experimental and density functional theory calculations carried out by the researchers.

This new strategy demonstrated that green hydrogen can be produced from ammonia at low temperatures with an irreversible pathway, ensuring almost 100% conversion at high reaction rates. "We believe that our proposed method can accelerate the widespread adoption of clean alternative fuels by making the on-demand synthesis of CO2-free hydrogen easier than ever," concludes Sekine.
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Spinning artificial spider silk into next-generation medical materials | ScienceDaily
It's almost time to dust off the Halloween decorations and adorn the house with all manner of spooky things, including the classic polyester spider webs. Scientists reporting in ACS Nano have made their own version of fake spider silk, but this one consists of proteins and heals wounds instead of haunting hallways. The artificial silk is strong enough to be woven into bandages that helped treat joint injuries and skin lesions in mice.


						
Spider silk is one of the strongest materials on Earth, technically stronger than steel for a material of its size. However, it's tough to obtain -- spiders are too territorial (and cannibalistic!) to breed them like silkworms, leading scientists to turn to artificial options. Teaching microbes to produce the spider silk proteins through genetic engineering is one such option, but this has proved challenging because the proteins tend to stick together, reducing the silk's yield. So, Bingbing Gao and colleagues wanted to modify the natural protein sequence to design an easily spinnable, yet still stable, spider silk using microbes.

The team first used these microbes to produce the silk proteins, adding extra peptides as well. The new peptides, following a pattern found in the protein sequence of amyloid polypeptides, helped the artificial silk proteins form an orderly structure when folded and prevented them from sticking together in solution, increasing their yield. Then, using an array of tiny, hollow needles attached to the nozzle of a 3D printer, the researchers drew the protein solution into thin strands in the air and spun them together into a thicker fiber. This setup acted like a giant artificial spider spinning its web.

They then wove their artificial silk fibers into prototype wound dressings that they applied on mice with osteoarthritis (a degenerative joint disease) and chronic wounds caused by diabetes. Drug treatments were easily added to the dressings, and the team found these modified dressings boosted wound healing better than traditional bandages. Compared with a control group with neutral dressings, mice with osteoarthritis showed decreased swelling and repaired tissue structure after 2 weeks of treatment, while diabetic mice with skin lesions treated with a similar dressing showed significant wound healing after 16 days of treatment. The new silken bandages are biocompatible and biodegradable, and the researchers say that they show promise for future applications in medicine.

The authors acknowledge funding from the National Key R & D Program of China, the National Natural Science Foundation of China, the Postgraduate Research & Practice Innovation Program of Jiangsu Province, the Nanjing Tech University Teaching Reform Project, the Discipline Fund of Nanjing Tech University School of Pharmaceutical Sciences, and the Cultivation Program for The Excellent Doctoral Dissertation of Nanjing Tech University.
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The curious immune cells caught between worlds | ScienceDaily
Our immune system spans two worlds -- innate and adaptive. Innate immune cells are like troops at the gate ready to hold off invaders and raise the body's alarms. Adaptive immune cells are specialists that take longer to respond but can fight off foes in a more targeted manner. Curiously, there are also immune cells that exist between worlds. Important among these cellular combatants are innate-like T cells. Their hybrid-like nature makes them promising candidates for developing new kinds of immunotherapies against diseases such as cancer.


						
The problem is that scientists still don't know much about how this unique type of T cell functions and develops in humans. Cold Spring Harbor Laboratory (CSHL) Assistant Professor Hannah Meyer and her collaborator at the University of Colorado Anschutz, Professor Laurent Gapin, set out to determine just that.

"Studying the development of the immune system is as important as investigating its role in disease," says Salome Carcy, a former graduate student in the Meyer lab who co-led this study. "We need to understand immune cells' origin to gain insights into their functional potential in pathological contexts. One of the key motivations of our work was to investigate how much our knowledge built on mouse models applies to human physiology."

The team discovered that innate-like T cells mature differently in humans than in mice, and that age plays a critical role here. They found that early in life, most innate-like T cells in the human thymus aren't able to use all of their immune abilities. It's as if they have one hand tied behind their back. In adults' bloodstreams, however, it's a different story. There, innate-like T cells are on standby, ready to fight as soon as they receive their 'go' signal. This pattern is observed in both mice and humans.

According to Meyer, these distinctions should make for key considerations when it comes to developing and testing immunotherapeutics, especially since much preclinical trial research is conducted in mouse models. "We need to take these differences into account," Meyer says. "We'd be interested to look at these differences to see how they change over time and if these cells are more powerful at different ages. And is this something we can therapeutically exploit?"

For now, Meyer and her team continue to dissect the complicated lives of immune system agents such as innate-like T cells. Their work may one day allow researchers to harness the power of both the innate and adaptive immune systems into a new, more formidable kind of immunotherapy.
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Improved cement to protect the living treasures of our coastlines | ScienceDaily
Coastlines are vital to our world's ecology and economy. Coastal ecosystems help maintain biodiversity, provide natural barriers against erosion, storms, and flooding, and act as large carbon sinks to reduce greenhouse gases. Sustainable fisheries and seaside tourist venues support local economies.


						
Natural coastlines, including coral reefs, marshes, and mangroves, are complete and stable, capable of self-regulation and restoration. That is, unless human interventions, such as urbanization, overdevelopment, pollution, and human-made erosion, make these areas vulnerable to devastation.

Artificial coastlines, including human-made dikes and other engineered constructions, can help prevent erosion and protect from storms and flooding. However, ecological functions remain unprotected from many of these structures.

In Biointerphases, an AVS journal published by AIP Publishing, researchers from Southeast University and the University of Chinese Academy of Science investigated the use of specialized types of cement for coastline ecological protection.

"New substrate materials need to be developed to reduce the biological toxicity effects on marine organisms," said author Xiaolin Lu.

Current artificial reef blocks are built using cement with a highly alkaline pH of +12 which is harmful to biofilm on reef surfaces. Biofilm, made up of such microorganisms as bacteria, algae, and fungi, provides food for grazers and promotes larval settlement.

The team started with a limestone and clay cement that hardens underwater. Two types of treatments were added to the cement: polyacrylamide, a synthetic resin used in water treatment, and chitosan, a form of sugar made from the shells of shrimp and other crustaceans. The two treatments were mixed into the cement to form the hardened substrate, and they were sprayed onto previously hardened cement as a surface treatment.




The bulk-treated and surface-treated samples were tested for mechanical strength and biofilm and coral growth. The samples, along with a control of plain cement, were placed in a sea tank and treated with biofilm cultures and transplanted coral.

After two days, biofilm was found active and growing well on the surface-treated samples. After 30 days, biofilm growth was found to be greatest on the surface-treated samples, a little less on the bulk-treated samples, and significantly less on the cement control. The reduced biofilm growth on the control was attributed to the high alkalinity of the cement without anything to block its effects. Transplanted coral samples also survived and grew better on the surface-treated samples.

While the bulk-treated samples supported reduced survival and growth of both biofilm and coral, mechanical properties appeared to be significantly reduced compared to the control and the surface-treated samples.

"These new treatments showed the necessary biocompatibility in a simulated marine eco-environment, which can be used to promote biofilm growth without interfering in extended habitation of model coral samples," said Lu.

Future research from the team will focus on long-term surface wear testing and biocompatibility in real-life applications.
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New battery cathode material could revolutionize EV market and energy storage | ScienceDaily
A multi-institutional research team led by Georgia Tech's Hailong Chen has developed a new, low-cost cathode that could radically improve lithium-ion batteries (LIBs) -- potentially transforming the electric vehicle (EV) market and large-scale energy storage systems.


						
"For a long time, people have been looking for a lower-cost, more sustainable alternative to existing cathode materials. I think we've got one," said Chen, an associate professor with appointments in the George W. Woodruff School of Mechanical Engineering and the School of Materials Science and Engineering.

The revolutionary material, iron chloride (FeCl3), costs a mere 1-2% of typical cathode materials and canstore the same amount of electricity. Cathode materials affect capacity, energy, and efficiency, playing a major role in a battery's performance, lifespan, and affordability.

"Our cathode can be a game-changer," said Chen, whose team describes its work in Nature Sustainability. "It would greatly improve the EV market -- and the whole lithium-ion battery market."

First commercialized by Sony in the early 1990s, LIBs sparked an explosion in personal electronics, like smartphones and tablets. The technology eventually advanced to fuel electric vehicles, providing a reliable, rechargeable, high-density energy source. But unlike personal electronics, large-scale energy users like EVs are especially sensitive to the cost of LIBs.

Batteries are currently responsible for about 50% of an EV's total cost, which makes these clean-energy cars more expensive than their internal combustion, greenhouse-gas-spewing cousins. The Chen team's invention could change that.

Building a Better Battery

Compared to old-fashioned alkaline and lead-acid batteries, LIBs store more energy in a smaller package and power a device longer between charges. But LIBs contain expensive metals, including semiprecious elements like cobalt and nickel, and they have a high manufacturing cost.




So far, only four types of cathodes have been successfully commercialized for LIBs. Chen's would be the fifth, and it would represent a big step forward in battery technology: the development of an all-solid-state LIB.

Conventional LIBs use liquid electrolytes to transport lithium ions for storing and releasing energy. They have hard limits on how much energy can be stored, and they can leak and catch fire. But all-solid-state LIBs use solid electrolytes, dramatically boosting a battery's efficiency and reliability and making it safer and capable of holding more energy. These batteries, still in the development and testing phase, would be a considerable improvement.

As researchers and manufacturers across the planet race to make all-solid-state technology practical, Chen and his collaborators have developed an affordable and sustainable solution. With the FeCl3 cathode, a solid electrolyte, and a lithium metal anode, the cost of their whole battery system is 30-40% of current LIBs.

"This could not only make EVs much cheaper than internal combustion cars, but it provides a new and promising form of large-scale energy storage, enhancing the resilience of the electrical grid," Chen said. "In addition, our cathode would greatly improve the sustainability and supply chain stability of the EV market."

Solid Start to New Discovery

Chen's interest in FeCl3 as a cathode material originated with his lab's research into solid electrolyte materials. Starting in 2019, his lab tried to make solid-state batteries using chloride-based solid electrolyteswith traditional commercial oxide-based cathodes. It didn't go well -- the cathode and electrolyte materials didn't get along.




The researchers thought a chloride-based cathode could provide a better pairing with the chloride electrolyte to offer better battery performance.

"We found a candidate (FeCl3) worth trying, as its crystal structure is potentially suitable for storing and transporting Li ions, and fortunately, it functioned as we expected," said Chen.

Currently, the most popularly used cathodes in EVs are oxides and require a gigantic amount of costly nickel and cobalt, heavy elements that can be toxic and pose an environmental challenge. In contrast, the Chen team's cathode contains only iron (Fe) and chlorine (Cl) -- abundant, affordable, widely used elements found in steel and table salt.

In their initial tests, FeCl3 was found to perform as well as or better than the other, much more expensive cathodes. For example, it has a higher operational voltage than the popularly used cathode LiFePO4 (lithium iron phosphate, or LFP), which is the electrical force a battery provides when connected to a device, similar to water pressure from a garden hose.

This technology may be less than five years from commercial viability in EVs. For now, the team will continue investigating FeCl3 and related materials, according to Chen. The work was led by Chen and postdoc Zhantao Liu (the lead author of the study). Collaborators included researchers from Georgia Tech's Woodruff School (Ting Zhu) and the School of Earth and Atmospheric Sciences (Yuanzhi Tang), as well as the Oak Ridge National Laboratory (Jue Liu) and the University of Houston (Shuo Chen).

"We want to make the materials as perfect as possible in the lab and understand the underlying functioning mechanisms," Chen said. "But we are open to opportunities to scale up the technology and push it toward commercial applications."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240923212540.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Climate science: How a believer becomes a skeptic | ScienceDaily
A study of mostly climate science believers shows just how easily information -- and misinformation -- can blur people's sense of the truth. All it takes is repetition.


						
In recent research published in the journal PLOS ONE, USC and Australian researchers explored the powerful effect of repetition on people's beliefs.

In two rounds studies, they found that even the strongest believers in climate science -- those categorized as "alarmed" believers -- felt that the skeptical and pro-climate beliefs seemed more true when they encountered them a second time.

"It could take as little as a single repetition to make someone feel as though a claim were true," said Norbert Schwarz, a study co-author and provost professor of psychology at USC Dornsife College of Letters, Arts and Sciences and USC Marshall School of Business. "It's certainly concerning, especially when you consider how many people are exposed to both truthful and false claims and either spread them or are persuaded by them to make decisions that might affect the planet.."

Truthiness

According to psychology research, people are more likely to feel statements are true if those statements reflect their own beliefs.

However, their perceptions can be changed if they encounter repeated statements. The more they are exposed to those statements, the more valid the statements seem. Psychologists refer to this as "truthiness" -- or, more formally -- the "illusory truth effect."

The team of researchers wondered how people who said they firmly believe in climate science would respond when they encountered climate-skeptical statements.




The researchers worked with 52 participants in the first round of study and 120 in the second. Almost all of the participants -- except for 10% -- believed in and endorsed climate science -- evidence that humans are mainly responsible for climate change.

In both studies, the participants were asked to rate the truth of a series of statements that were climate-skeptical, supportive of climate-science, or weather-related filler statements. Fifteen minutes later, they reviewed another round of claims -- half of which turned out to repeat the earlier statements. The participants then rated these claims on a six-point scale ranging from "definitely true" to "definitely false."

In the second round, the participants also were asked to determine if the claim seemed scientific or climate-skeptic.

Most of the participants (90%) supported climate science. They ranged from "concerned" people, who believe climate change is a problem, but take little action, to "alarmed" people who report the highest level of concern about climate change. Less than 10% assumed that climate change is not an important problem.

Independent of the strength of their convictions, the climate science believers considered all of the claims, including those that opposed their own beliefs in climate science, more valid when they were repeated. This was true even among the so-called "alarmed" participants, who were strongest climate science believers.

"People find claims of climate skeptics more credible when they have been repeated just once," said the study's lead author, Mary Jiang, of The Australian National University. "Surprisingly, this increase in belief as a result of repetition occurs even when people identify as a strong endorser of climate science."

Schwarz noted that the study indicates that there is a benefit to amplifying messages if they are truthful and reinforce action such as healthy behaviors. But repetition can also be harmful if the messages repeat falsehoods.

"In short, this study emphasizes what we have learned over the years, and that is: We should not repeat false information. Instead, we must repeat what is true so that it becomes familiar and more likely to be believed," Schwarz said.
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        How synchronization supports social interactions
        Turn-taking dynamics of social interactions are important for speech and gesture synchronization, enabling conversations to proceed efficiently, according to a new study.

      

      
        Digital biomarkers shedding light on seasonality in mood disorders
        Wrist-based activity sensors worn by individuals with depression and those without over the course of two weeks provided evidence for the relationship between daily sunlight exposure and physical activity, according to a new study.

      

      
        Lack of food -- not money -- drives poaching in East African national parks, study finds
        Researchers conducted a survey of 267 households near Mkomazi National Park in northern Tanzania and found that food security was much more important than financial or educational security in motivating people to engage in poaching or illegal grazing in the park.

      

      
        Thinking about the future: Examining the exacerbating and attenuating factors of despair-induced climate burnout
        New research explored the exacerbating and attenuating factors of despair-induced climate burnout to learn how people can overcome despair and maintain motivation to fight climate change.

      

      
        Citizen scientists help discover microplastics along the entire German coastline
        The AWI's citizen science project 'Microplastic Detectives' has analyzed 2.2 tons of sand from German coasts for microplastics.

      

      
        Night-time noise linked to restless nights for airport neighbors, study finds
        A research team combined measurements from activity monitors and questionnaires for a new study of impact of aircraft noise on sleep. Higher levels of noise were associated with disturbed sleep quality measured by activity monitors. Noise had little impact on sleep duration but higher likelihood of reporting sleeplessness.

      

      
        Air pollution exposure during early life can have lasting effects on the brain's white matter
        Exposure to certain pollutants, like fine particles (PM2.5) and nitrogen oxides (NOx), during pregnancy and childhood is associated with differences in the microstructure of the brain s white matter, and some of these effects persist throughout adolescence.

      

      
        Major boost in carbon capture and storage essential to reach 2degC climate target
        Large expansion of carbon capture and storage is necessary to fulfill the Paris Climate Agreement. Yet a new study shows that without major efforts, the technology will not expand fast enough to meet the 2 C target and even with major efforts it is unlikely to expand fast enough for the 1.5 C target.

      

      
        Bodily awareness could curb scams and fraud against older adults, study suggests
        People were better at detecting lies when they were more attuned to signals from their body, according to a new study.

      

      
        Growing divide: Rural men are living shorter, less healthy lives than their urban counterparts
        With an aging population and fewer physicians available, the burden on rural communities is set to grow.

      

      
        Multilingual gossip in Elizabethan London
        Stranger churches in early modern London had 'eyes everywhere' to hear, spread and dispel gossip in multiple languages, according to new research.

      

      
        Outbreak detection under-resourced in Asia, study finds
        A new study has revealed that despite the recent pandemic, outbreak detection efforts remain under-resourced in South and Southeast Asia, with only about half the countries reviewed having integrated pathogen genomic surveillance initiatives in their national plans. The study also identifies key priorities to enhance the preparedness of the region against future pandemics.

      

      
        Lengthened consonants mark the beginning of words
        Speech consists of a continuous stream of acoustic signals, yet humans can segment words from each other with astonishing precision and speed. To find out how this is possible, a team of linguists has analysed durations of consonants at different positions in words and utterances across a diverse sample of languages. They have found that word-initial consonants are, on average, around 13 milliseconds longer than their non-initial counterparts. The diversity of languages for which this effect was ...

      

      
        Climate science: How a believer becomes a skeptic
        Researchers explored the powerful effect of repetition on people's beliefs.

      

      
        The heart of the question: Who can get Medicare-covered weight loss medicine?
        With Medicare now covering semaglutide for people with obesity and cardiovascular disease who don't have diabetes, a study looks at who that might include, depending on what cutoffs prescription plans apply.

      

      
        Pandemic-era babies do not have higher autism risk, finds study
        Children born during the pandemic, including those exposed to COVID in utero, were no more likely to screen positive for autism than unexposed or pre-pandemic children.

      

      
        New insights into intellectual disability genetics emerge
        Researchers have published a pivotal study that sheds light on a novel genetic variant associated with intellectual capacities and educational outcomes. This discovery offers new insights into intellectual disability diagnostics and potential therapeutic avenues.

      

      
        Leading scientists redefine 'sustainability' to save the ocean and feed a hungry and warming planet
        Top ocean experts have published a report that redefines the concept of 'sustainable fishing' and proposes 11 'golden rules' that radically challenge the flawed approach that currently prevails in fisheries management.

      

      
        Social media posts may provide early warning of PTSD problems
        Scientists have analyzed millions of tweets to identify COVID-19 survivors living with post-traumatic stress disorder (PTSD) -- demonstrating the effectiveness of using social media data as a tool for early screening and intervention.

      

      
        New tool to help decision-makers navigate possible futures of the Colorado River
        The Colorado River is a vital source of water in the Western United States, providing drinking water for homes and irrigation for farms in seven states, but the basin is under increasing pressure from climate change and drought. A new computational tool may help the region adapt to a complex and uncertain future.

      

      
        Wastewater monitoring can detect foodborne illness
        First used in the 1940s to monitor for polio, wastewater surveillance proved such a powerful disease monitoring tool that the U.S. Centers for Disease Control and Prevention (CDC) established the National Wastewater Surveillance System to support SARS-CoV-2 monitoring in September of 2020. Now, a team of scientists have shown that domestic sewage monitoring is useful for a foodborne pathogen as well.

      

      
        Adding nuance to link between brain structure and ideology
        Using MRI scans of almost 1,000 Dutch people, researchers show that there is indeed a connection between brain structure and ideology. However, the connection is smaller than expected. Nevertheless, the researchers find it remarkable that differences in the brain are linked to something as abstract as ideology.

      

      
        Demand-side actions could help construction sector deliver on net-zero targets
        Researchers used a detailed mathematical model to demonstrate that the construction sector in the UK and Europe could almost eliminate its carbon emissions by 2060. This could be achieved through using state-of-the-art energy efficiency technologies to renovate existing properties and construct new ones.

      

      
        European Green Deal: A double-edged sword for global emissions
        The European Green Deal will bring the emission of greenhouse gases in the European Union down, but at the same time causes a more than a twofold increase in emissions outside its borders.

      

      
        How can we make the best possible use of large language models for a smarter and more inclusive society?
        Large language models (LLMs) have developed rapidly in recent years and are becoming an integral part of our everyday lives through applications like ChatGPT. An article explains the opportunities and risks that arise from the use of LLMs for our ability to collectively deliberate, make decisions, and solve problems.

      

      
        Networks of Beliefs theory integrates internal and external dynamics
        The beliefs we hold develop from a complex dance between our internal and external lives. A recent study uses well-known formalisms in statistical physics to model multiple aspects of belief-network dynamics. This multidimensional approach to modeling belief dynamics could offer new tools for tackling various real-world problems such as polarization or the spread of disinformation.

      

      
        Play it forward: Lasting effects of pretend play in early childhood
        As the school year revs up, a renowned child developmental psychologist highlights the robust benefits of pretend play on cognitive, social, and emotional development in children and cautions how 'learning through play' has changed with the demands of contemporary society. Given natural selection's shaping of childhood for the acquisition and refinement of species-adapted social-cognitive skills -- much through pretend play -- he says it's unfortunate that modern culture is ignoring the evolved w...

      

      
        Scientists say we have enough evidence to agree global action on microplastics
        An international group of researchers says two decades of research have generated sufficient knowledge about the sources and effects of microplastics to allow world leaders to agree measures to address them. The argument comes 20 years after the first ever study to coin the term microplastics to describe the microscopic fragments of plastics in our ocean.

      

      
        Study reveals gaps in access to long-term contraceptive supplies
        Researchers find that despite the enactment of 12-month contraceptive supply policies in 19 U.S. states, most patients do not receive a long-term prescription.
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How synchronization supports social interactions | ScienceDaily
Turn-taking dynamics of social interactions are important for speech and gesture synchronization, enabling conversations to proceed efficiently, according to a study published September 25, 2024, in the open-access journal PLOS ONE by Tifenn Fauviaux from the University of Montpellier, France, and colleagues.


						
Conversations encompass continuous exchanges of verbal and nonverbal information. Previous research has demonstrated that gestures and speech synchronize at the individual level. But few studies have investigated how this phenomenon may unfold between individuals.

To fill this knowledge gap, Fauviaux and colleagues used an online dataset consisting of 14 sessions of two people engaged in unstructured face-to-face conversations during which they were free to talk about specific topics. Each of these sessions contained between one and four discussions, and the conversations lasted from 7 to 15 minutes. The researchers analyzed both audio and motion data, and measured speech and gesture synchronization at different timescales. Specifically, they focused on vocal properties through the speech amplitude envelope and movement properties through head and wrist gestures.

The results supported previous research on speech and gesture coordination at the individual level, revealing synchronization at all timescales of the conversation. That is, there was higher-than-chance synchronization between a given participant's wrist and head movements, and similar synchronization between these movements and vocal properties.

Extending the literature, the researchers also found that gestures and speech synchronize between individuals. In other words, there was coordination between the voices and the bodies of the two speakers. Taken together, the findings suggest that this type of synchronization of verbal and nonverbal information likely depends on the turn-taking dynamics of conversations.

According to the authors, the study enriches our understanding of behavioral dynamics during social interactions at both the intrapersonal and interpersonal levels, and strengthens knowledge regarding the importance of synchrony between speech and gestures. Future research building on this study could shed light on prosocial behaviors and psychiatric conditions characterized by social deficits.

The authors add: "How do my speech and behaviors influence, or respond to, the speech and behaviors of the person I'm conversing with? This study answers this question by investigating the multimodal dynamic between speech and movements, both at the individual's level and the dyadic level. Our findings confirm intrapersonal coordination between speech and gestures across all temporal scales. It also suggests that multimodal and interpersonal synchronization may be influenced by the speech channel, particularly the dynamics of turn-taking."
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Digital biomarkers shedding light on seasonality in mood disorders | ScienceDaily
Wrist-based activity sensors worn by individuals with depression and those without over the course of two weeks provided evidence for the relationship between daily sunlight exposure and physical activity, according to a study published September 25, 2024, in the open-access journal PLOS Mental Health by Oleg Kovtun and Sandra Rosenthal from Vanderbilt University, U.S.


						
Mood disorders are the leading cause of 'disability' worldwide. Up to 30 percent of individuals with major depressive disorder and bipolar disorder display a seasonal pattern of symptoms. This phenomenon is now recognized in official diagnostic manuals. Yet very little is known about the influence of day length (i.e., photoperiod) and sunlight intensity (i.e., solar insolation) on seasonal patterns in major depressive disorder and bipolar disorder.

In their new study, Kovtun and Rosenthal used a quantitative approach to examine the relationship between sunlight measures and objectively measured movement activity patterns to begin to understand the environmental factors driving seasonality in major depressive disorder and bipolar disorder. They used motor-activity recordings collected via accelerometers (which measure the rate of change of the velocity of an object with respect to time) from 23 individuals with unipolar or bipolar depression and 32 individuals without depression. Participants were recruited at the University of Bergen, Norway.

The findings revealed relationships between daytime physical activity, depressed state, photoperiod and solar insolation. In particular, more depressed states were associated with lower daytime activity, whilst daytime activity increased with photoperiod and solar insolation. Additional results suggest that the impact of solar insolation on physical activity may differ between depressed individuals and those who are not. This finding could indicate that depressed individuals exhibit an altered physiological link between energy input (i.e., solar insolation) and physical activity. On the other hand, it is also possible that increased sedentary behavior results in reduced time spent outdoors and does not allow depressed people to capitalize on the benefits of sunlight exposure.

According to the authors, the study presents a generalizable strategy to understand the complex interplay between sunlight, physical activity, and depressed state using open-source digital tools. The ability to identify mood disturbances, particularly in seasonally susceptible individuals, using passive digital biomarker data offers promise in informing next-generation predictive, personalized diagnostics in mental health.

Specifically, a digital biomarker, such as accelerometer-derived motor activity patterns, could form the basis of an early warning system that alerts a clinician to initiate a timely intervention. Incorporating objectively measured sunlight exposure markers (i.e., NASA-collected solar insolation data or accelerometer-measured light exposure) could further enhance the predictive power of such tools and lay the foundation for personalized models aimed at individuals susceptible to mood disturbances with seasonal patterns.

Rosenthal and Kovtun add, "Individuals with seasonal mood disorders may not yet recognize the pattern of their illness. One of the goals of our study is to motivate the development of digital tools to assist clinicians and help affected individuals with self management of their symptoms."
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Lack of food -- not money -- drives poaching in East African national parks, study finds | ScienceDaily
National parks in East Africa protect endangered wildlife but sometimes do not support local human populations, according to Edwin Sabuhoro, assistant professor of recreation, park, and tourism management at Penn State. New research by Sabuhoro and two Penn State doctoral students from East Africa demonstrated that poverty and lack of adequate food supply drive most of the poaching and other illegal activities in one such park.


						
The researchers, led by Gasto Lyakurwa, doctoral student in recreation, park, and tourism, management at Penn State, surveyed 267 household heads in eight villages that border Mkomazi National Park in northern Tanzania. The survey focused on their use of park land and their family's food security, financial security and educational security to understand which factors led to illegal park use. Their results were published in Conservation.

Mkomazi National Park comprises more than 1,250 square miles of protected habitat for rare and endangered wildlife including elephants, lions, buffalo and rhinoceroses. The park, created in 1951, displaced large numbers of people from the park land into surrounding regions two times -- once in the early 1950s and again in the late 1980s.

Since the foundation of the park -- and other protected areas throughout East Africa -- the researchers said park officials and rangers have viewed local people as a threat, rather than as a potential conservation partner.

"For countless generations, the people in this area relied on that land for meat, traditional medicines, firewood, fish and timber," Lyakurwa said. "These resources were essential to the people's livelihood, but suddenly, they were cut off from the land. Even though local people told us they feel connected to the wild animals, they also made it clear that they are not likely to respect park boundaries if they cannot feed themselves or their children."

Tourism in the park -- driven largely by visitors who want to see the large mammals -- generates income that is managed by the national government, the researchers said. Some park revenue is used to fund projects designed to improve the lives of the 45,000 people who live in the 22 villages near the park. Though many government programs have focused on improving infrastructure for health care and education, the results of this study indicate that alleviating food insecurity and poverty are the only ways to build cooperation between the parks and the villages, the researchers said.

Of the 267 families surveyed, 253 earned their livelihood through agriculture -- either growing crops or raising grazing animals for food. The average annual household income for these families was $1,115 United States dollars, and 74% of household heads had been educated only through primary school.




When asked about if and why they used the park for illegal animal grazing or poaching, many villagers reported that they did use park land. The researchers compared these results to people's statements about their family's consistent access to -- or "security" in -- food, education and adequate finances.

Results showed that food security was the primary driver of illegal activity, while education security and financial security had minimal influence on poaching.

The researchers said the findings demonstrated that people poach for food, not to enrich themselves or to pay for their children's education. To successfully protect wildlife and their habitat, parks need to address food security for residents, the researchers said.

"Communities are expected to support conservation, but they are facing deprivation," Lyakurwa said. "Animals -- especially elephants and lions -- come out of the parks and trample crops and injure or kill people. Also, the people feel they need park lands to graze their own animals. It is easy to understand why they are not more supportive of park boundaries when their lives are at stake."

In addition to existential concerns, many villagers told the researchers that they believe more money earned from tourism in the park should be used to support people in the area, but that much of the money is extracted to fund other projects around the nation. Sabuhoro said that this common frustration inspired him to help spearhead a regional effort to reduce conflicts between the needs of humans and wildlife.

"Traditionally, local people have been expected to comply with rules but have not been invited to participate in the planning or benefits associated with the parks," Sabuhoro said. "Through the Human Wildlife Co-existence Research Network, we are trying to change that."

Sabuhoro helps lead the network, which brings together non-governmental organizations, government officials, academics, park leadership and local people across East Africa to address ways conservation efforts can support the needs of local communities and local communities can support conservation efforts.




"People in each nation are expressing their own needs and developing their own solutions," Sabuhoro said. "Last year, we held a conservation stakeholders meeting in Uganda. This year, we had a meeting in Tanzania, and next year we have meetings planned in Kenya and Rwanda."

To support and expand the work of the Human Wildlife Co-existence Research Network, Sabuhoro sought to recruit and train a researcher from East Africa. After combing through many applications, he said that he found an ideal candidate in Lyakurwa.

Lyakurwa was born in Tanzania and previously worked as a park ranger there. This meant that he had the language skills, cultural knowledge and perspective needed to conduct studies like this one. Sabuhoro also emphasized that local connections are needed to build trust.

"Traditionally, western researchers studied African animals or people and then left without helping the local community understand the results of the study or providing any sustained tangible benefits," Sabuhoro said. "When the researcher has local connections like Gasto does, there is more faith that the researcher will bring the knowledge back to the community."

Lyakurwa agreed.

"They can hold me accountable because I am from there," he said. "I believe that helps me get more honest and complete answers from people -- both villagers and park rangers. All these people are trying to what is right in a difficult situation, but they need to feel safe to explain themselves."

Sabuhoro said universities like Penn State play an important role in training local people like Lyakurwa and Mercy Chepkemoi Chepkwony, graduate student in recreation, park, and tourism management at Penn State and the other co-author of this research.

"By training local people in research methods and helping to develop and support meaningful research projects, we can help support management of parks in ways that are sustainable for humans and animals alike," Sabuhoro said.

The Ann Atherton Hertzler Early Career Professorship in Global Health funded this research.
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Thinking about the future: Examining the exacerbating and attenuating factors of despair-induced climate burnout | ScienceDaily
As the occurrence of weather extremes continues to escalate, the climate change movement now grapples with a new challenge, 'climate burnout'.


						
The troubling trend of despair and fatigue among those who work for environmental and climate change -- a phenomenon described as 'climate burnout' -- could jeopardise vital commitment to the cause.

New Flinders University research explored the exacerbating and attenuating factors of despair-induced climate burnout to learn how people can overcome despair and maintain motivation to fight climate change.

"Our research highlights the growing issue of climate burnout, where people involved in the climate justice movement experience sheer exhaustion and disengagement due to feelings of despair about the crisis," says lead author, Dr Lucy Bird from the College of Education, Psychology and Social Work.

"We found that people are more likely to experience burnout when they feel despair and exhaustion about tackling climate change.

"But importantly, our findings show that when people contemplated pragmatic steps, such as using their car less and reducing waste, as well as acting collectively to encourage organisations to make changes, they felt markedly less disengaged.

"When people focus on actionable steps and fostering a sense of community and shared purpose, they can combat burnout and continue to make meaningful progress in addressing one of humanity's most defining challenges," she says.




The research involved two studies using over 1,200 participants to examine whether despair about the climate crisis is associated with experiencing burnout.

It also explored whether thinking about a positive future where the climate crisis has been addressed (utopian thinking) or considering the steps necessary to address climate change (pragmatic thinking) could reduce climate burnout.

In some instances, the findings show that simply imagining a climate utopia could reduce peoples' urge to disengage from the climate movement.

"Given the urgent need to address the climate crisis, it is important to protect people from experiencing despair induced burnout and disengaging from the climate movement," says Dr Bird.

"This approach aligns with evolving strategies within the climate advocacy community, focusing on actionable solutions rather than overwhelming sentiments of despair.

"As communities around the globe strive for impactful climate policies and initiatives, it is imperative that they foster an environment that encourages sustained engagement and mutual support."

She says that future research needs to consider different interventions to reduce peoples' exhaustion and fatigue regarding climate change as this was not always reduced by engaging in pragmatism and utopian thinking.

Dr Bird sums up her research by referencing street artist Banksy's mural near London's Hyde Park in support of Extinction Rebellion protests in 2019, "From this moment despair ends and tactics begin."
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Citizen scientists help discover microplastics along the entire German coastline | ScienceDaily
The global production of plastics and the resulting plastic waste has increased to such an extent that plastics have become ubiquitous in our environment. Plastics of various sizes are also found along the German North Sea and Baltic coasts. Previous studies of microplastic pollution on German beaches have often been limited to a few locations. In the citizen science project "Microplastic Detectives," researchers from the Alfred Wegener Institute, together with citizens, have now collected samples from beaches along the entire German coast to be analyzed for microplastics. The resulting dataset is the first to be large enough to make reliable estimates of the state of pollution along the entire German coastline. The team is publishing its findings in the journal Frontiers in Environmental Science.


						
Global plastics production could almost triple by 2060, according to estimates by the Organisation for Economic Co-operation and Development (OECD). This leads to more plastic waste and a build-up of plastic in water bodies, where it breaks down into microplastics -- particles smaller than or equal to five millimeters. "This irreversible plastic pollution is affecting species, populations and ecosystems, including along the German coast," says Dr Bruno Walther, formerly of the Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research (AWI), now at Heinrich Heine University Dusseldorf and lead author of the recently published study. The extent to which our beaches in the North Sea and Baltic Sea are polluted has so far only been assessed for individual areas or locations, but not for the entire German coast. "This is why we launched the citizen research project 'Microplastic Detectives' to collect comparable data on the large-scale distribution of microplastic pollution along the German coastline."

With the help of citizen scientists, the research team was able to collect a total of 2.2 tons of sand from 71 locations along the German coast, covering a total area of 68.36 square meters. "We have combined a total of 1139 comparable samples into one large dataset. That's more geographic coverage than we've ever had before," says co-author and AWI biologist Dr Melanie Bergmann. The samples were then dried at the AWI, sieved and analyzed under a microscope for plastic particles as small as one millimeter in size. "In this study, we deliberately focused on large microplastics in order to rule out airborne contamination with small microplastic particles and to simplify sampling for the citizen scientists."

The results were surprising: "Although we found plastic on 52 out of 71 beaches, the amount of large microplastics in the North Sea and Baltic Seas was lower than in other studies," explains Bruno Walther. "If we had also analyzed smaller microplastic particles, we would certainly have found much higher concentrations," adds Melanie Bergmann. In previous AWI studies in the North Sea and the Arctic, microplastics smaller than one millimeter accounted for over 90 per cent of the microplastics found in sediments. "We also randomly selected sampling sites on the beach, rather than focusing on accumulation areas such as drift lines." This may also explain differences.

Of the 1139 samples analyzed, 177 contained a total of 260 plastic particles. This is an average of about four plastic particles per square meter. On a ten-hectare beach, that would be 400,000 plastic particles. However, the analysis also shows that microplastic pollution varies greatly from place to place.

How effective are policies, and where do policies need to be re-adjusted?

"Our study is the first to provide comparable data on the large-scale distribution of plastic pollution along the entire German coast using standardized methods," emphasizes Melanie Bergmann. This is necessary, for instance, to be able to map the status quo against the success of future policies to limit plastic pollution. For example, monitoring results suggest that legislative changes may have led to fewer plastic bags being found on the seafloor in north-west Europe over the past 25 years. "But we need stronger, science-based policies that set binding rules on how we avoid, reduce and recycle plastics." This would include measures to limit the production and use of plastics to essential applications, to ban hazardous ingredients, to increase degradability in nature and thereby enable the circular use of fewer resources.

"Microplastic Detectives" also shows that monitoring programs that involve citizens to collect comprehensive and timely data collection are successful. Interest in supporting science to tackle plastic pollution is huge: "We were surprised by the number of citizen scientists who enthusiastically spent several hours on the beach, diligently collecting, packing and sending samples. We would like to express our heartfelt thanks for this," says Bruno Walther. "The ideal outcome of our project would be, to use it as a blueprint for long-term and even more intensive monitoring of microplastics pollution on German beaches," adds Melanie Bergmann. "This is the only way we can review and adapt the measures we urgently need to turn the tide on plastics and their negative impacts on our coastal environment, tourism and human health." The "Microplastic Detectives" project has now come to an end. However, citizens can still get involved in campaigns such as the Plastic Pirates citizen science project, which has school children collecting data on plastic pollution on coasts and rivers.
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Night-time noise linked to restless nights for airport neighbors, study finds | ScienceDaily
Noise from aircraft at night is linked with disturbed sleep quality and sleep-wake cycle, a new study using movement trackers has shown.


						
Environmental health experts at the University of Leicester combined measurements from activity monitors and self-reported sleep information for the first time to put together a more detailed picture of how aircraft noise impacts sleep, in the largest such study to date.

The results, published in Environmental Health Perspectives, show that people exposed to higher levels of night-time aircraft noise experienced more restlessness during sleep and disruption in daily sleep rhythm, even if they had a full night's sleep.

The team was led from the University of Leicester's Centre for Environmental Health and Sustainability and involved University Hospitals of Leicester NHS Trust, University College London, Imperial College London and City St George's, University of London. They used the UK Biobank cohort study, a large UK study originally set up to examine links between genes and disease, to identify and analyse data from over 80,000 people living near four major airports (London Heathrow, London Gatwick, Manchester and Birmingham) in England. Recruitment into the study was independent of airports or interest in aircraft noise, so the study is unlikely to reflect those with pre-existing concerns about aircraft noise.

To measure sleep, the researchers used wearable devices (similar in size to a watch) that tracked movement during sleep, a method called actimetry. Actimetry data were collected for approximately 20% of the participants between 2013 and 2015. Alongside this, they used responses to questionnaires collected between 2006 and 2013, in which people reported on their sleep quality, how long they slept, and whether they took daytime naps.

Lead author Xiangpu Gong, postdoctoral researcher at the University of Leicester, said: "We used information from both wearable devices that track movement during sleep and self-reported questionnaires to get a more comprehensive picture of sleep. The wearable devices provided objective data about how restful sleep was and the patterns of sleep, while questionnaires helped us understand how people felt about their sleep."

The aircraft noise each person was exposed to was estimated using noise maps created by the UK Civil Aviation Authority. The maps showed how loud the aircraft noise was (in decibels dB) in 2011 in areas around the airports and this was matched to where the participants lived. The sleep of those exposed to higher noise levels, defined as a night-time average of 55 dB or more, was compared with those exposed to less than 45 dB. The analyses took into account other factors that may affect sleep such as age, sex, ethnicity, income, physical activity, and environmental conditions.




Higher levels of night-time aircraft noise (55 dB or more) were associated with increased movement during sleep, which is a sign of sleep disruption. Participants exposed to high levels of noise also showed disrupted sleep-wake cycles, meaning their daily sleep rhythm was less regular. This is despite the fact that the total time they spent in bed was not much different.

Xiangpu added: "Our study suggests that night-time aircraft noise was associated with more restless sleep and disrupted sleep-wake cycles, suggestive of a link between night-time aircraft noise exposure and sleep disturbance. Poorer sleep patterns, as measured by actimetry, have been associated with higher risk of mental health problems, conditions like diabetes and obesity and with mortality risk.

"The key message for the public is that higher night-time aircraft noise was linked with disturbed sleep quality, even if people didn't realise it. Sleep disturbance could have long-term effects on health, so it's important for policies to address and reduce noise pollution from airplanes."

Anna Hansell, Professor of Environmental Epidemiology at the University of Leicester, led the study. Professor Hansell, who is funded by the National Institute for Health and Social Care (NIHR) Leicester Biomedical Research Centre (BRC), said: "This study is different because it is one of the largest on this topic and combined sleep data from wearable devices with self-reported sleep information. Most previous studies have relied on people's self-reports about their sleep, which can sometimes be inaccurate due to poor recall. In contrast, actimetry, which uses devices to track sleep, doesn't require people to remember how they slept, hence providing a more objective measure of sleep.

"Interestingly, while we found evidence that night-time aircraft noise was linked to poorer sleep (more movement and disrupted sleep-wake cycles) as measured by actimetric devices, the length of time people slept did not appear to be affected.

"It is of concern that current pressure on airports to increase night flights could result in more night-time aircraft noise from airplanes, with potential impacts on sleep disturbance and ultimately on health."

Associations between aircraft noise, sleep and sleep-wake cycle: actimetric data from the UK Biobank cohort near four major airports is published in Environmental Health Perspectives.
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Air pollution exposure during early life can have lasting effects on the brain's white matter | ScienceDaily

An increasing amount of evidence suggests that air pollution affects neurodevelopment in children. Recent studies using imaging techniques have looked at the impact of air pollutants on the brain's white matter, which plays a crucial role in connecting different brain regions. However, these studies were limited in that they only looked at one timepoint and did not follow the participants throughout childhood.

"Following participants throughout childhood and including two neuroimaging assessments for each child would shed new light on whether the effects of air pollution on white matter persist, attenuate, or worsen," says ISGlobal researcher Monica Guxens. And that is what she and her team did.

The study involved over 4,000 participants who had been followed since birth as part of the Generation R Study in Rotterdam, the Netherlands. The research team estimated the amount of exposure to 14 different air pollutants during pregnancy and childhood, based on where the families lived. For 1,314 children, the researchers were able to use data from two brain scans -- one performed around 10 years of age and another around 14 years of age -- to examine changes in white matter microstructure.

Some effects persist, some diminish over time

The analysis found that exposure to certain pollutants, like fine particles (PM2.5) and nitrogen oxides (NOx), was linked to differences in the development of white matter in the brain. Specifically, higher exposure to PM2.5 during pregnancy, and higher exposure to PM2.5, PM10, PM2.5-10, and NOx during childhood were associated with lower levels of a measure called fractional anisotropy, which measures how water molecules diffuse within the brain. In more mature brains, water flows more in one direction than in all directions, which gives higher values for this marker. This association persisted throughout adolescence (i.e. it was also observed in the second scan), suggesting a long-term impact of air pollution on brain development. Every increase in exposure level to air pollution corresponded to more than a 5-month delay in the development of fractional anisotropy.

"We think that the lower fractional anisotropy is likely the result of changes in myelin, the protective sheath that forms around the nerves, rather than in the structure or packaging of the nerve fibers" says Michelle Kusters, ISGlobal researcher and first author of the study. How air pollutants affect myelin is not fully understood, but could be linked to the entrance of small particles directly to the brain or to inflammatory mediators produced by the body when the particles enter the lungs. Together, this would lead to neuroinflammation, oxidative stress, and eventually neuronal death, as documented in animal studies.




The study also found that some pollutants were linked to changes in another measure of white matter, called mean diffusivity, which reflects the integrity of white matter, and which tends to decrease as the brain matures. Higher exposure to pollutants like silicon in fine particles (PM2.5) during pregnancy was associated with initially higher mean diffusivity, which then decreased more rapidly as the children grew older. This indicates that some effects of air pollution may diminish over time.

Policy implications

Overall, the study suggests that air pollution exposure, both during pregnancy and early childhood, can have lasting effects on the brain's white matter. "Even if the size of the effects were small, this can have a meaningful impact on a population scale," says Guxens.

Importantly, these findings were present in children exposed to PM2.5 and PM10 concentrations above the currently recommended maximum values by the WHO but below those currently recommended by the European Union. "Our study provides support to the need for more stringent European guidelines on air pollution, which are expected to be approved soon by the European Parliament," adds Guxens.

In a previous study, Guxens and her team showed that white matter microstructure can also be affected by early exposure to heat and cold, especially in children living in poorer neighbourhoods.
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Major boost in carbon capture and storage essential to reach 2degC climate target | ScienceDaily
Large expansion of carbon capture and storage is necessary to fulfill the Paris Climate Agreement. Yet a new study led by Chalmers University of Technology, in Sweden and University of Bergen, in Norway, shows that without major efforts, the technology will not expand fast enough to meet the 2degC target and even with major efforts it is unlikely to expand fast enough for the 1.5degC target.


						
The idea behind carbon capture and storage (CCS) technology is to capture carbon dioxide then store it deep underground. Some applications of CCS, such as bioenergy with CCS (BECCS) and direct air capture and storage (DACCS) actually lead to negative emissions, essentially "reversing" emissions from burning fossil fuels. CCS technologies play an important role in many climate mitigation strategies including net-zero targets. However, the current use is negligible.

"CCS is an important technology for achieving negative emissions and also essential for reducing carbon emissions from some of the most carbon-intensive industries. Yet our results show that major efforts are needed to bridge the gap between the demonstration projects in place today and the massive deployment we need to mitigate climate change," says Jessica Jewell, Associate Professor at Chalmers University of Technology in Sweden

A new study titled, 'Feasible deployment of carbon capture and storage and the requirements of climate targets',conducted a thorough analysis of past and future growth of CCS to forecast whether it can expand fast enough for the Paris Climate Agreement. The study found that over the 21st century, no more than 600 Gigatons (Gt) of carbon dioxide can be sequestered with CCS.

"Our analysis shows that we are unlikely to capture and store more than 600 Gt over the 21st century. This contrasts with many climate mitigation pathways from the Intergovernmental Panel on Climate Change (IPCC) which in some cases require upwards of 1000 Gt of CO2 captured and stored by the end of the century. While this looks at the overall amount, it's also important to understand when the technology can start operating at a large scale because the later we start using CCS the lower the chances are of keeping temperature rise at 1.5degC or 2degC. This is why most of our research focused on how fast CCS can expand," says Tsimafei Kazlou, PhD candidate at University of Bergen, Norway, and first author of the study.

Decrease in CCS failure rate required 

The study highlights the need to expand the number of CCS projects that realise this technology and cut failure rates to ensure the technology "takes-off" in this decade. Today, the development of CCS is driven by policies like the EU Net-Zero Industry Act and the Inflation Reduction Act in the US. In fact, if all of today's plans are realised, by 2030, CCS capacity would be eight times what it is today.




"Even though there are ambitious plans for CCS, there are big doubts about whether these are feasible. About 15 years ago, during another wave of interest in CCS, planned projects failed at a rate of almost 90 percent. If historic failure rates continue, capacity in 2030 will be at most twice what it is today which would be insufficient for climate targets," says Tsimafei Kazlou.

A promising technology with barriers to overcome 

Like most technologies, CCS grows non-linearly and there are examples of other technologies to learn from. Even if CCS "takes-off" by 2030, the challenges won't stop. In the following decade it would need to grow as fast as wind power did in the early 2000's to keep up with carbon dioxide reductions required for limiting the global temperature rise to 2degC by 2100. Then starting in the 2040s, CCS needs to match the peak growth that nuclear energy experienced in the 1970s and 1980s.

"The good news is that if CCS can grow as fast as other low-carbon technologies have, the 2degC target would be within reach (on tiptoes). The bad news, 1.5degC would likely still be out of reach," says Jessica Jewell.

The authors say their analysis underlines the need for strong policy support for CCS combined with a rapid expansion of other decarbonisation technologies for climate targets.

"Rapid deployment of CCS needs strong support schemes to make CCS projects financially viable. At the same time, our results show that since we can only count on CCS to deliver 600 Gt of CO2 captured and stored over the 21st century, other low-carbon technologies like solar and wind power need to expand even faster," says Aleh Cherp, Professor at Central European University in Austria.
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Bodily awareness could curb scams and fraud against older adults, study suggests | ScienceDaily
You click on an email you weren't expecting from your bank, and something seems off. Your pulse quickens. There's a twinge in your gut. It doesn't feel right.


						
Then you notice the email address is clearly fake, the message riddled with typos. Clearly a phishing attempt, you say to yourself as you delete it and move on, a careful eye on your bank account.

This kind of "gut instinct" may be realer than we thought. Our bodies could be helping us tune into lies and scams, according to new research from University of Florida psychologists that found that older adults who were more attuned to their own heartbeat were better at spotting liars and phishing emails.

"We see that it's helpful to listen to these inner signals, and we think it's something that we could train in people to help them detect scams better, but that will take more research," said Natalie Ebner, Ph.D., a professor of psychology at UF and senior author of the new study.

That would be a big boon, because older adults lose more than $28 billion to financial scams targeting the elderly every year.

To test the role of this gut instinct, researchers recruited more than 100 adults split into two age categories: college-aged adults in their early twenties and an older group with an average age of 69. Each participant was asked to count their own heartbeat without taking their pulse, which tested their attunement to their body.

Each subject then had to try and spot phishing emails taken from real scam attempts. They were also tasked with detecting liars shown in real news footage. Each video showed someone pleading for the return of a missing family member -- but some of the speakers were ultimately convicted of murdering the missing person, revealing their past lies.

"So we look at two very different scenarios. One a dry email, and the other an emotionally charged video," Ebner said. "In both of those contexts, we see the same effect, that older adults benefit from greater bodily awareness in their deception detection."

In all, older adults who could more accurately detect their own heartbeat were 15% to 20% better at detecting lies and fake emails. Better bodily awareness did not help younger adults boost their deception detection, perhaps because they used more cognitive skills for the task instead.

Ebner collaborated on the study with UF researchers Tian Lin, Ph.D., Didem Pehlivanoglu, Ph.D., and Pedro Valdes-Hernandez, Ph.D., and psychologists at other universities. The researchers published their findings Sept. 19 in the Journal of Gerontology: Psychological Sciences.
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Growing divide: Rural men are living shorter, less healthy lives than their urban counterparts | ScienceDaily
Rural men are dying earlier than their urban counterparts, and they're spending fewer of their later years in good health, according to new research from the USC Schaeffer Center for Health Policy & Economics.


						
Higher rates of smoking, obesity and cardiovascular conditions among rural men are helping fuel a rural-urban divide in illness, and this gap has grown over time, according to the study published this week in the Journal of Rural Health. The findings suggest that by the time rural men reach age 60, there are limited opportunities to fully address this disparity, and earlier interventions may be needed to prevent it from widening further.

The findings also point to a rising demand for care in rural areas, which will particularly challenge these communities. Rural areas are more likely than urban ones to have shortages of healthcare providers and are aging faster as younger residents move to cities, which further shrinks the supply of potential caregivers.

"Rural populations face a higher prevalence of chronic diseases, which has serious implications for healthy aging," said lead author Jack Chapel, a postdoctoral scholar at the Schaeffer Center. "With an aging population and fewer physicians available, the burden on rural communities is set to grow, leading to significant challenges in providing care for those who will face more health issues in the future."

Researchers used data from the Health and Retirement Survey and a microsimulation known as the Future Elderly Model to estimate future life expectancy for rural and urban Americans after age 60. They also assessed their likely quality of health in those years -- a measure known as heath-quality-adjusted life expectancy (QALE). They estimated health trajectories for a cohort of Americans who were 60 years old between 2014-2020 and compared it with a similarly aged cohort from 1994-2000.

They found 60-year-old rural men can now expect to live two years less than their urban counterparts -- a gap that's nearly tripled from two decades ago. Rural men can also expect to live 1.8 fewer years in quality health than urban men, with this disparity more than doubling over the same period. For women, the urban-rural gap in life expectancy and health quality is much smaller and grew more slowly over time.

Nearly a decade after a landmark study found that people with lower levels of education are more likely to die from so-called "deaths of despair" -- such as drug overdose or suicide -- this new study finds that while education was an important factor in determining health quality, it cannot fully explain the gap between urban and rural populations. After adjusting rural education levels to match those of urban areas, the gap in healthy life expectancy was cut nearly in half. However, disparities existed even within each educational group, suggesting important geographic factors beyond education contribute to differences in healthy life expectancy.




Researchers found that interventions to reduce smoking, manage obesity, and treat and control widespread heart disease would benefit older rural residents more than urban ones. However, most interventions researchers tested were not able to completely bridge the urban-rural divide in healthy life expectancy.

"While education matters, so does smoking, prevalent obesity, cardiovascular conditions -- and simply living in a rural area -- which leads not only to more deaths but more illness among rural American men," said co-author Elizabeth Currid-Halkett, the James Irvine Chair in Urban and Regional Planning and a senior scholar at the USC Schaeffer Institute for Public Policy & Government Service.

"Closing the gap in healthy life expectancy between urban and rural areas for older adults would require encouraging health behavior changes earlier in life and making broader social and economic improvements in rural areas," said co-author Bryan Tysinger, director of health policy simulation at the Schaeffer Center.

This work was supported by funding from the National Institute on Aging of the National Institutes of Health under award P30AG024968.
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Multilingual gossip in Elizabethan London | ScienceDaily
Stranger churches in early modern London had 'eyes everywhere' to hear, spread and dispel gossip in multiple languages, according to new research.


						
The Elizabethan era saw large numbers of migrants coming to England, many of whom were Protestants fleeing religious persecution and violence from countries that spoke French, Dutch, Flemish, Italian and Spanish.

Dr John Gallagher, Associate Professor of Early Modern History at the University of Leeds, has uncovered evidence that the state was monitoring gossip about them in multiple languages.

His findings are revealed in a new paper, Migrant Voices in Multilingual London, 1560-1600, which is published in Transactions of the Royal Historical Society.

Dr Gallagher, who recently won the Philip Leverhulme Prize for his work in this area, said: "England's history is much more multilingual than we might imagine, and even the state had to learn multiple languages in the Elizabethan area to have 'eyes everywhere' and maintain control.

"The average person would have come across multiple languages every day, and we can hear the voices of regular people because of the extensive records kept by churches at the time.

"Languages other than English could be heard in the streets and in the public spaces of the city, through the walls of homes and the doors of shops."

Stranger churches




Known at the time as 'strangers', migrants joined a mostly illiterate but multilingual community that valued the spoken word highly.

'Stranger churches' for migrant communities were formed with the first Dutch church in London in 1550. They provided services in French, Dutch and Italian, but church elders recognised that this privilege was precarious, and began to monitor scandal across languages to avoid bringing their communities into disrepute.

The archives of consistories -- the stranger churches' all-male governing bodies -- show that churches aimed to 'have eyes everywhere', as a minister of the French church in London wrote in 1561.

When suspicions arose over a child's parentage in the Dutch church, records showed the elders consulted a woman 'from overseas', an 'Englishman' and a woman present at the birth of the child to understand the extent of the rumours.

Consistories also made it their mission to do background checks on migrants at church who could have left behind a secret spouse and family at home.

England's 'third universitie'

But London's multilingual exchange wasn't just for the church, or the literate elites, as everyone would have encountered languages other than English in the street, or even at home.




Dr Gallagher's findings include the story of one bookseller, Thomas Harris, who stopped his French neighbour Jehan de Savoye in the street to ask him what had been said in a French-language row he'd overheard.

London's Royal Exchange, finished in 1568, was an important space where linguistic diversity helped news, gossip and slander spread through the city. The space was used for international and multilingual trade, but it was also a space where people had a ready audience for arrests, arguments and accusations in multiple languages.

A commentator described London at the time as England's 'third universitie', where you could learn Chaldean, Syriac and Arabic, as well as Polish, Persian and Russian.

Dr Gallagher added: "It wasn't necessary to speak or understand another language to be part of this multilingual urban culture: your rowing neighbours might switch languages to ensure the cause of the trouble was made clear, or the offender might show up on your doorstep in the presence of an elder of their church to explain and apologise."

These findings will form part of Dr Gallagher's upcoming book 'Strangers: Migration and Multilingualism in Early Modern London', supported by the Leverhulme Trust's Philip Leverhulme Prize.
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Outbreak detection under-resourced in Asia, study finds | ScienceDaily
A landmark study led by Duke-NUS Medical School revealed that despite the recent pandemic, outbreak detection efforts remain under-resourced in South and Southeast Asia, with only about half the countries reviewed having integrated pathogen genomic surveillance initiatives in their national plans. Published in Nature Microbiology today, the study also identifies key priorities to enhance the preparedness of the region against future pandemics.


						
The study, conducted over 12 months between 2022 and 2023, analyses responses on genomic sequencing capacity for pathogen detection from 13 out of 19 countries that make up South and Southeast Asia.

The COVID-19 pandemic underscored the importance of genomic surveillance, which was vital in identifying SARS-CoV-2, monitoring its variants and designing COVID-19 vaccines. Initially focused on tracking SARS-CoV-2, these investments are now being used to address other disease priorities including drug-resistant tuberculosis, food-borne bacterial infections, dengue or to track the avian influenza A (H5N1) current outbreak.

While all 13 countries have national capacity for genomic sequencing, only 7 of the 13 assessed countries have integrated pathogen genomic sequencing into their national strategic plans for infectious disease surveillance. Additionally, only 6 countries have established guidelines for using pathogen genomics for infectious disease surveillance. The absence of national guidelines for pathogen genomic surveillance complicates implementation and resource allocation. Closing these gaps is crucial for improving the effectiveness and sustainability of infectious disease surveillance and response systems.

Assistant Professor Ruklanthi de Alwis, Deputy Director of Duke-NUS' Centre for Outbreak Preparedness, said:

"Although it is encouraging to see some capacity for pathogen genomics sequencing, including in lower-resourced countries in our region, there is still room for strengthening it. It is vital that pathogen sequencing is used to maximise public health impact through infectious disease surveillance, response and control. Assessing the current state and needs was a crucial first step."

The paper also identified five specific challenges faced by the region in adopting genomics sequencing for infectious disease surveillance:
    	Funding: Countries reported a reliance on external funders for pathogen sequencing. Across the 13 countries surveyed, 57 per cent of financial and other resources come from external donors, followed by the public sector (32 per cent) and academic institutions (6 per cent).
    	Trained manpower: Limited availability of trained laboratory staff and staff trained in bioinformatics for genomic sequencing processing and results' analysis.
    	Cost: The cost of genomic sequencing-related equipment is prohibitively high and many resource-limited countries in Asia report paying higher prices for genomic sequencing compared with higher-income nations.
    	Supply chain: The supply chain for genomic sequencing equipment and reagents is sluggish, with new orders averaging two months to reach laboratories.
    	Turnaround time: Delays of several weeks between sample collection and the availability of genomic data hinder the timely use of this information to guide public health actions.

Dr Thimothy John Dizon from the Research Institute for Tropical Medicine in the Philippines said:




"The COVID-19 pandemic has served as a critical wake-up call for health systems worldwide, highlighting the immense value of genomics in combating pathogens and shaping public health responses. The intricate nature of genomics demands a transformation in our surveillance practices and has significantly bolstered collaboration among the Philippines' public health laboratories, surveillance units and academic institutions. To maximise these advancements, it is essential to strengthen and sustain investments by fostering broader collaboration and partnerships both within the region and on a global scale."

Dr Khoo Yoong Khean, Scientific Officer from Duke-NUS' Centre for Outbreak Preparedness, added:

"Pathogen genomics is an innovation with significant public health impact, and our entire region would benefit from guidance on effectively planning and budgeting for genomics. Asia faces a high risk of emerging infectious disease outbreaks due to factors such as dense populations, high mobility rates, poor water and sanitation conditions, frequent human-animal interactions, climate stress, and a rapidly changing environment. Strengthening early detection through infectious disease surveillance is crucial for regional outbreak preparedness."

Methodology of the study

This study was conducted in collaboration with partners from Bangladesh, Brunei Darussalam, Cambodia, Indonesia, Lao PDR, Malaysia, Myanmar, Nepal, Pakistan, Philippines, Sri Lanka, Thailand and Vietnam. Participation was voluntary and the study included data from all 13 countries.

Key partners in each of the participating countries were identified to take part in an in-depth survey, resulting in a total of 42 major local institutions contributing data. These organisations hailed from diverse sectors, including government entities, academic institutions, public laboratories, and non-governmental organisations.




Based on survey responses, 25 summary indicators were then chosen and calculated to evaluate the regional status of pathogen genomic surveillance. These indicators cover areas such as partnerships, financing, policies and guidelines, supply chain, laboratory infrastructure, bioinformatics, quality assurance, and data sharing and impact.

The study was published under the Asia Pathogen Genomics Initiative (Asia PGI), a regional consortium hosted by Duke-NUS that is dedicated to advancing pathogen genomics. The consortium has established a specialised training academy at Duke-NUS, enabling countries to collaborate through tailored programmes that address priority health threats in Asia. Key partners in this work include the Bioinformatics Institute at Singapore's Agency for Science Technology and Research.

In collaboration with the US Centres for Disease Control and Prevention (US CDC), Asia PGI is also organising a joint workshop later this year on national planning and implementation of pathogen genomics for infectious disease surveillance.

Professor Linfa Wang, Executive Director, Programme for Research in Epidemic Preparedness and REsponse (PREPARE), added:

"While genomics is essential for surveillance, countries also need new tools in their outbreak response toolkit. PREPARE and Asia PGI will continue working with regional partners to enhance resilience to future epidemics and pandemics, and in the longer term, leveraging genomics capacity to rapidly develop new diagnostics and vaccines will be a crucial area of support for our efforts."
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Lengthened consonants mark the beginning of words | ScienceDaily
Speech consists of a continuous stream of acoustic signals, yet humans can segment words from each other with astonishing precision and speed. To find out how this is possible, a team of linguists has analysed durations of consonants at different positions in words and utterances across a diverse sample of languages. They have found that word-initial consonants are, on average, around 13 milliseconds longer than their non-initial counterparts. The diversity of languages for which this effect was found suggests that this might be a species-wide pattern -- and one of several key factors for speech perception to distinguish the beginning of words within the stream of speech.


						
Distinguishing between words is one of the most difficult tasks in decoding spoken language. Yet humans do it effortlessly -- even when languages do not seem to clearly mark where one word ends and the next begins. The acoustic cues that aid this process are poorly understood and understudied for the vast majority of the world's languages. Now, for the first time, comparative linguists have observed a pattern of acoustic effects that may serve as a distinct marker across diverse languages: the systematic lengthening of consonants at the beginning of words.

Researchers from the Max Planck Institute for Evolutionary Anthropology, the CNRS Laboratoire Structure et Dynamique des Langues (SeDyL), the Humboldt Universitat zu Berlin and the Leibniz-Centre General Linguistics (ZAS) used data from the novel DoReCo corpus, because it combines two features: Firstly, it covers an unprecedented amount of linguistic and cultural diversity of human speech, containing samples from 51 populations from all inhabited continents. Secondly, it provides precise timing information for each one of the more than one million speech sounds in the corpus. "The world-wide coverage of DoReCo is crucial for uncovering species-wide patterns in human speech given the immense cross-linguistic diversity of languages," says senior author Frank Seifart, researcher at CNRS in Paris and HU Berlin and co-editor of DoReCo.

Word-initial consonant lengthening -- a potential universal?

"At the outset, we expected to find evidence contradicting the hypothesis that word-initial lengthening is a universal linguistic trait. We were quite surprised when we saw the results of our analysis," says first author Frederic Blum, a doctoral student at the Max Planck Institute for Evolutionary Anthropology, who initiated and led the study. "The results suggest that this phenomenon is indeed common to most of the world's languages." Strong evidence of lengthening was found in 43 of the 51 languages in the sample. The results were inconclusive for the remaining eight languages.

The authors conclude that lengthening may be one of several factors that help listeners identify word boundaries and thus segment speech into distinct words -- along with other factors, such as articulatory strengthening, which has not been comparatively studied in detail so far. In the current study, some languages additionally showed evidence of a shortening effect following pauses at the beginning utterance. This is consistent with the authors' conclusion as there is no need for additional cues for word boundaries in the presence of pauses.

This study advances our understanding of acoustic processes common to all spoken languages. By focusing on non-WEIRD (Western, European, Industrialized, Rich, and Democratic) languages, the researchers hope to broaden our knowledge of cognitive processes related to speech that transcend individual populations.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240924123006.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Climate science: How a believer becomes a skeptic | ScienceDaily
A study of mostly climate science believers shows just how easily information -- and misinformation -- can blur people's sense of the truth. All it takes is repetition.


						
In recent research published in the journal PLOS ONE, USC and Australian researchers explored the powerful effect of repetition on people's beliefs.

In two rounds studies, they found that even the strongest believers in climate science -- those categorized as "alarmed" believers -- felt that the skeptical and pro-climate beliefs seemed more true when they encountered them a second time.

"It could take as little as a single repetition to make someone feel as though a claim were true," said Norbert Schwarz, a study co-author and provost professor of psychology at USC Dornsife College of Letters, Arts and Sciences and USC Marshall School of Business. "It's certainly concerning, especially when you consider how many people are exposed to both truthful and false claims and either spread them or are persuaded by them to make decisions that might affect the planet.."

Truthiness

According to psychology research, people are more likely to feel statements are true if those statements reflect their own beliefs.

However, their perceptions can be changed if they encounter repeated statements. The more they are exposed to those statements, the more valid the statements seem. Psychologists refer to this as "truthiness" -- or, more formally -- the "illusory truth effect."

The team of researchers wondered how people who said they firmly believe in climate science would respond when they encountered climate-skeptical statements.




The researchers worked with 52 participants in the first round of study and 120 in the second. Almost all of the participants -- except for 10% -- believed in and endorsed climate science -- evidence that humans are mainly responsible for climate change.

In both studies, the participants were asked to rate the truth of a series of statements that were climate-skeptical, supportive of climate-science, or weather-related filler statements. Fifteen minutes later, they reviewed another round of claims -- half of which turned out to repeat the earlier statements. The participants then rated these claims on a six-point scale ranging from "definitely true" to "definitely false."

In the second round, the participants also were asked to determine if the claim seemed scientific or climate-skeptic.

Most of the participants (90%) supported climate science. They ranged from "concerned" people, who believe climate change is a problem, but take little action, to "alarmed" people who report the highest level of concern about climate change. Less than 10% assumed that climate change is not an important problem.

Independent of the strength of their convictions, the climate science believers considered all of the claims, including those that opposed their own beliefs in climate science, more valid when they were repeated. This was true even among the so-called "alarmed" participants, who were strongest climate science believers.

"People find claims of climate skeptics more credible when they have been repeated just once," said the study's lead author, Mary Jiang, of The Australian National University. "Surprisingly, this increase in belief as a result of repetition occurs even when people identify as a strong endorser of climate science."

Schwarz noted that the study indicates that there is a benefit to amplifying messages if they are truthful and reinforce action such as healthy behaviors. But repetition can also be harmful if the messages repeat falsehoods.

"In short, this study emphasizes what we have learned over the years, and that is: We should not repeat false information. Instead, we must repeat what is true so that it becomes familiar and more likely to be believed," Schwarz said.
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The heart of the question: Who can get Medicare-covered weight loss medicine? | ScienceDaily
Millions of older Americans with obesity could potentially get Medicare's help with the hefty price of a weight-loss medication in order to reduce their high risk of heart problems.


						
But exactly what level of cardiovascular risk should make someone eligible for such coverage, how many people could become eligible, and what could it cost the nation?

A new study dives into these questions. It finds a wide range of answers that differ by millions of people and billions of dollars, depending on how private insurance plans that contract with Medicare are potentially allowed to proceed.

As many as 3.6 million people are most likely to qualify. This assumes plans only allow people with obesity who have already had a heart attack or stroke, or gotten diagnosed with coronary artery disease or angina, to get coverage for semaglutide injections, the study suggests.

That number doesn't include the 7 million who may already qualify because they have diabetes plus obesity.

The study was led by Alexander Chaitoff, M.D., M.P.H., a VA Ann Arbor Healthcare System and University of Michigan Medical School researcher, and published in the Annals of Internal Medicine.

But what about older people with obesity who don't have diabetes and haven't yet had a major cardiovascular diagnosis, but have elevated odds of a heart attack or stroke in the next 10 years?




If prescription drug coverage plans allow those with the highest cardiovascular risk scores to get full or partial coverage of the cost of semaglutide, another 5.1 million Americans could qualify the study finds. And if plans allow people with intermediate risk to qualify for coverage, another 6.5 million people could be eligible.

Medicare coverage of semaglutide -- but for whom?

Chaitoff and his former colleagues at Harvard University launched the study after the announcement this spring that Medicare would allow coverage of semaglutide for enrollees in drug plans if they had established cardiovascular disease. The drug is sold as Wegovy when used for weight loss, and Ozempic when used for diabetes.

Without a specific definition from Medicare of what constitutes "established cardiovascular disease," Chaitoff said, "it's unclear of exactly who will quality now, who may qualify in the future, and if certain high-risk people will be left out."

Medicare plans may be more likely to go with the short list of diagnoses that people had to have in order to qualify for the clinical trial that led to semaglutide's approval for cardiovascular disease and obesity.

But they could potentially take more of a preventive approach -- like they do with many medications that reduce the risk that someone will have a heart attack or a stroke.




Chaitoff, who provides primary care to veterans at VAAAHS, notes that Medicare Part D and Medicare Advantage plans could opt to set conditions to determine which high-risk patients could qualify for treatment with semaglutide. They could also tell them to share more of the cost.

He notes that veterans with obesity and at least one obesity-related condition can qualify for Wegovy coverage from the Veterans Health Administration if they participate in the MOVE weight management program over months or years.

But for everyone else over age 65, it's up to the plan that they've chosen during Medicare Open Enrollment to provide their prescription drug coverage.

"If those plans focus on coverage for people with the same conditions as in the clinical trial, 1 in 7 Medicare participants with obesity would now have access, which is an important expansion," said Chaitoff. "However, the other 6 of the 7 would not, and most of them also have an elevated cardiovascular risk based on their overall health status."

Risk scoring for future cardiovascular disease

The researchers used data from the National Health and Nutrition Examination Survey, conducted in samples of the United States public every year. This allowed them to calculate cardiovascular risk scores for every Medicare-enrolled person with a body mass index of 27 kg/m2 and above who didn't already have a history of heart attack, stroke, coronary artery disease or angina.

The scoring tool is called the ASCVD, and incorporates many factors to help guide clinicians who are trying to decide what preventive treatments a person might need. Those who score 20% or above are considered high risk for heart disease or stroke, while those who score 7.5% to just under 20% are considered intermediate risk.

Chaitoff notes that people who score above 20% should get immediate treatment to reduce their risk -- which typically includes drugs to reduce blood pressure, cholesterol, and even potentially pre-diabetic elevated blood sugar levels, as well as help with quitting tobacco, increasing physical activity, improving diet and losing weight as necessary.

In fact, he says, this is the same approach used in those who have survived a heart attack or stroke, or gotten a diagnosis of CAD or angina.

But those with scores between 7.5% and 20% also should get help reducing the risk factors that affect their score, which often includes medication.

"In practice, the way we treat both groups of people with elevated risk scores is not dissimilar -- we're making medical management decisions and lifestyle recommendations to prevent a future incident," Chaitoff explained. "Weight loss is listed in clinical guidelines as recommended for both groups, because of the general link between obesity and cardiovascular risk. But the only way Medicare will allow coverage of weight loss medication may have nothing to do with risk, only past diagnosis."

Coverage of medications that have been shown to lead to sustained weight loss -- as multiple medications including semaglutide have been -- would enable more people with obesity and elevated cardiovascular risk to achieve the goals set out in clinical guidelines, he added.

"Ultimately we need to ask ourselves, what level of evidence are we requiring for coverage of certain drugs, compared with the level of evidence that we require for coverage of other treatments," Chaitoff said. "With all that we know about obesity's impact on cardiovascular risk, it may be best to accept that a surrogate outcome of sustained reduction in weight is reasonable enough evidence for coverage. We do that for other conditions, but not obesity, and the questions are, why and is it appropriate."

Potential costs to Medicare

Semaglutide costs for Medicare plans will likely be the target of negotiations between the Centers for Medicare and Medicaid Services and the manufacturer of FDA-approved versions of the drug. But the price that is reached in those negotiations will only take effect the following year.

In the meantime, if only those with a history of heart attack or stroke are allowed to get it under the non-diabetes approval, and only 30% of them start the drug and stay on it for a year, the cost to Medicare could top $10 billion at current prices, the researchers estimate.
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Pandemic-era babies do not have higher autism risk, finds study | ScienceDaily
Children born during the first year of the pandemic, including those exposed to COVID in utero, were no more likely to screen positive for autism than unexposed or pre-pandemic children, found researchers from Columbia University Vagelos College of Physicians and Surgeons.


						
The study, published in JAMA Network Open, is the first report on autism risk among pandemic-era children.

"Autism risk is known to increase with virtually any kind of insult to mom during pregnancy, including infection and stress," says Dani Dumitriu, associate professor of pediatrics and psychiatry and senior author of the study. "The scale of the COVID pandemic had pediatricians, researchers, and developmental scientists worried that we would see an uptick in autism rates. But reassuringly, we didn't find any indication of such an increase in our study."

It's important to note, Dumitriu adds, that the study did not look at autism diagnosis, only the risk of developing autism as measured by a screening questionnaire filled in by the child's parents. "It's too early to have definitive diagnostic numbers," she says. "But this screener is predictive, and it's not showing that prenatal exposure to COVID or the pandemic increases the likelihood of autism."

"There has been broad speculation about how the COVID generation is developing, and this study gives us the first glimmer of an answer with respect to autism risk."

Investigating autism risk and COVID

Dumitriu's team has been studying the potential effects of COVID -- pandemic-related maternal stress and maternal infection -- on child neurodevelopment at different points since birth through the COMBO (COVID-19 Mother Baby Outcomes) Initiative. Children who were in the womb during the first phases of the pandemic are now reaching the age when early indicators of autism risk could emerge.




The current study examined nearly 2,000 children born at NewYork-Presbyterian's Morgan Stanley Children's Hospital and Allen Hospital between January 2018 and September 2021. Autism risk was calculated based on responses from a neurodevelopment screening questionnaire that pediatricians give to parents to evaluate toddlers' behavior. Scores were compared for children born during and prior to the pandemic and for children with and without in utero exposure to COVID. All children were screened between 16 and 30 months of age.

Reassuring results

The researchers found no difference in positive autism screenings between children born before the pandemic and those born during the pandemic.

"COVID is still quite prevalent, so this is comforting news for pregnant individuals who are worried about getting sick and the potential impact on autism risk," Dumitriu says.

Surprisingly, the study also found that fewer children exposed to COVID in utero screened positive for autism compared with children whose moms did not have COVID.

"We suspect that having COVID during pregnancy may have influenced parents' assessment of their child's behaviors," Dumitriu says. "Parents who did not have COVID may have experienced higher stress -- due to the constant worry of getting sick and the vigilance around preventing infection -- and may have been more likely to report concerning child behaviors."

Could autism show up later in childhood?




As the children age, the researchers will continue to monitor them for autism diagnoses. But based on the current results, Dumitriu thinks it unlikely that an uptick in autism related to COVID will occur.

"Children who were in the womb early in the pandemic are now reaching the age when early indicators of autism would emerge, and we're not seeing them in this study," Dumitriu says. "And because it's well-known that autism is influenced by the prenatal environment, this is highly reassuring."

But other impairments may emerge later, and the researchers will continue to study the children's neurodevelopment as they age.

Several studies of infants who were in utero during previous pandemics, natural disasters, famines, and wartime have shown that other neurodevelopmental conditions, potentially triggered by the stressful environment, can emerge in adolescence and even early adulthood.

"We need to acknowledge the unique experience and environment of children who were born during the pandemic -- including parental stress and social isolation -- and continue to monitor them for potential developmental or psychiatric differences," says Morgan Firestein, associate research scientist in psychiatry and first author of the study.

More information

Dani Dumitriu, MD, is an attending pediatrician in the Newborn Medicine Section at NewYork-Presbyterian's Morgan Stanley Children's Hospital.

The study, titled "Positive M-CHAT-R Screening Rates in Pandemic-Born Children," was published online September 23, 2024, in JAMA Network Open.

Other authors (all from Columbia University and affiliates except where noted) are Angela Manessis, Jen Warmingham, Ruiyang Xu, Yunzhe Hu, Morgan A. Finkel, Margaret Kyle, Maha Hussain, Imaal Ahmed Andreane Lavallee, Ana Solis, Vitoria Chavez, Cynthia Rodriguez, Sylvie Goldman, Rebecca A. Muhle, Seonjoo Lee, Judy Austin, Wendy G. Silver, Kally C. O'Reilly, Jennifer M. Bain, Anna A. Penn, Jeremy Veenstra-VanderWeele, Melissa S. Stockwell, William P. Fifer, Rachel Marsh, Catherine Monk, Lauren C. Shuffrey (New York University).

The study was supported by grants from the National Institute of Mental Health (R01MH126531 and T32MH016434) and the Eunice Kennedy Shriver National Institute of Child Health and Human Development (K99HD108389 and P2CHD058486).

The authors report no conflicts of interest. Additional disclosures are found in the paper.
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New insights into intellectual disability genetics emerge | ScienceDaily
Researchers at the Icahn School of Medicine at Mount Sinai have published a pivotal study in Nature Genetics that sheds light on a novel genetic variant associated with intellectual capacities and educational outcomes. This discovery offers new insights into intellectual disability diagnostics and potential therapeutic avenues.


						
The study reveals the significant impact of tandem repeats -- sequences of DNA where a pattern of nucleotides is repeated multiple times in a head-to-tail manner on a chromosome -- on intellectual functioning.

"The genome contains a myriad of these tandem repeats that, when expanded, can disrupt the function of genes," explained Andrew Sharp, PhD, Professor of Genetics and Genomic Sciences at Icahn Mount Sinai and lead author of the study. "Our research brings to light how these previously underappreciated genetic features can have a profound impact on human intelligence."

Tandem repeats can be compared to sentences within the book of the human genome that are repeated several times. An excessive number of these repeats can lead to a disruption in the genetic instructions, impacting an individual's development and cognitive abilities, say the investigators.

Using advanced DNA methylation profiling and genotyping, the research team identified a repeat expansion of a specific nucleotide sequence, consisting of a series of guanine (G) and cytosine (C) bases followed by another cytosine (C) base (GCC), within the AFF3 gene, which is strongly associated with educational attainment. This discovery could explain the genetic basis of at least 0.3 percent of intellectual disability cases, improving the precision of genetic testing and diagnostics.

The study's phenome-wide association approach, which links genetic variants to human phenotypes, underscores the broader implications of these genetic variations on public health. "Identifying the AFF3expansion as a contributor to intellectual disability is a step toward more accurate and timely diagnoses," noted Dr. Sharp.

Future research is expected to build on these findings. Although the current study focuses on a limited number of tandem repeat expansions, the human genome contains hundreds of thousands, many of which are likely to play a role in disease, explained Dr. Sharp. The team plans to expand their research to explore more of these repeat expansions, deepening our understanding of their prevalence and impact on the human population.

Funding support for this study was provided by National Institutes of Health (NIH) grants AG075051, NS105781, HD103782 and NS120241; NIH National Heart, Lung, and Blood Institute Fellowship 5120339; the Prinses Beatrix Spierfonds (W.OR20-08); the European Research Council under the European Union's Horizon 202 research and innovation program, grant 772376 -- EScORIAL; UK Research and Innovation (MR/S006753/1); Barts Charity (MGU0569); and a Medical Research Council Clinician Scientist Award (MR/S006753/1).

Competing Interest Statement Pacific Biosciences provided research support for HiFi sequencing performed in this study. Study authors Egor Dolzhenko and Tom Mokveld are employees and shareholders of Pacific Biosciences.
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Leading scientists redefine 'sustainability' to save the ocean and feed a hungry and warming planet | ScienceDaily
Top ocean experts have published a report that redefines the concept of "sustainable fishing" and proposes 11 "golden rules" that radically challenge the flawed approach that currently prevails in fisheries management.


						
Published a week before Brussels' Ocean Week, and a few months before the UN Ocean Conference in Nice, the rules have been devised to put an end to the ongoing destruction of the oceans caused by fishing, and ensure the renewal of abundant fish populations to feed future generations.

They come at a time when scientists have drastically downgraded their assessment of the ocean's health status.

The rules unfold according to two guiding principles that would revolutionise the way we "manage" the exploitation of the ocean: 1) fishing must minimise impacts on marine species and habitats, adapt to climate change, and enable the regeneration of depleted marine life and habitats; 2) fishing must support and enhance the health, wellbeing and resilience of people and communities -- in particular, the most vulnerable among us -- and not simply benefit corporations that tightly steer profits to owners and shareholders while leaving others to bear the costs.

Their work, entitled "Rethinking sustainability of marine fisheries for a fast-changing planet," is published in Nature's scientific journal npj Ocean Sustainability. 

This scientific endeavour has the ambition to serve as foundation for a complete reform of the appalling current mismanagement of the Earth's largest common.

The scientists call on policymakers, retailers, fishers and industry leaders to embrace this new vision and commit to its implementation.




The urgent need to produce a new framework for the world's fisheries 

Today, fishing is globally recognised as the leading cause of ocean destruction.

The authors of the paper decided to work together over the course of years based on a shared consensus: the prevailing definition of "sustainable fishing" is dangerously flawed and leads to the ongoing depletion of marine species, the destruction of natural habitats and carbon sinks, as well as the disappearance of artisanal fishing communities around the world.

"The current concept of 'sustainable fishing', adopted by governments and private actors since the post-war period is scientifically obsolete," said lead author Professor Callum Roberts, from the University of Exeter and chief scientist of the Convex Seascape Survey.

"It relies on a simplistic, productivist theory which assumes that as long as global catch volumes remain below a set limit, anyone can fish just about anything, anywhere, with any method."

Professor Jennifer Jacquet, of the University of Miami, added: "Can we truly claim that all fishing gear is environmentally and socially equal? We currently label fisheries as sustainable without considering their impact on marine ecosystems or human factors, such as crew safety and rights."

The scientists denounce an outdated approach to so-called sustainability, which overlooks crucial environmental, human and development factors.




Despite their widespread acceptance by industrial entities and consumers, current standards of "sustainability" fail to address the pressing global biodiversity and climate breakdown, and instead support high-capital industrial practices which benefit the Global North whilst they harm ecosystems and public finances, jeopardise artisanal fishing and food security, and threaten jobs.

This model further imperils humans' universal right to a clean, healthy and sustainable ocean.

A comprehensive vision for the future of fisheries 

Authors reached another consensus: fisheries must be managed in a way that minimises environmental harm and maximises social benefits in the context of a hungry and warming planet.

The group of leading ocean researchers have therefore developed a visionary approach to ocean exploitation, based on a comprehensive and interdisciplinary definition of "fisheries sustainability," integrating insights from biology, oceanography, social sciences and economics.

By outlining golden rules (two principles and 11 key actions), their research marks a decisive turning point, providing economic stakeholders and political leaders with foundations for an urgent transition to a viable fishing model for long-term sustainability in a rapidly changing world.

A new path forward: endless fish supply and thriving ecosystems 

The new framework envisions a world where fishing ensures abundant fish stocks for humanity's long-term needs.

"Our work advocates for fisheries that preserve ocean ecosystems' vital functions, mitigate climate change, guarantee food security and respect human rights," said Professor Daniel Pauly, of the University of British Columbia.

This innovative approach recognises the social, ethical and ecological roles of fishing, proposing a systemic sustainable model enacted by market players, policymakers, and the legal system.

Professor Roberts added: "We must view fishing as a privilege rather than a right.

"Marine life is a public good that should both benefit society and nature, not be the object of a resource race driven by private gains."

Their proposals are ambitious yet realistic, with most recommended actions rooted in proven successful practices.

The urgent call for action 

The scientists urge policymakers, retailers and fishery managers to acknowledge the failings of current fishing practices and prioritize the adoption of the proposed golden rules.

Supermarkets -- responsible for nearly two thirds of European seafood sales -- play a pivotal role in this transition.

They can influence fishing practices through their sourcing policies, scrutinise "sustainability" labels, and address consumers' growing concerns about the hidden impacts of their food.

"We are witnessing a growing disconnect between the widespread availability of supposedly sustainable fish products, the collapse of ocean ecosystems and the frequency of reported human rights' abuses. Supermarkets must stop misleading consumers," warned Pauline Bricault, BLOOM's markets campaign lead.

"Both the IPCC and IPBES have set 2030 as a deadline for critical changes. Industry stakeholders have no more excuses, they must act now."
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Social media posts may provide early warning of PTSD problems | ScienceDaily
Scientists have analysed millions of tweets to identify COVID-19 survivors living with post-traumatic stress disorder (PTSD) -- demonstrating the effectiveness of using social media data as a tool for early screening and intervention.


						
The researchers constructed a data set of 3.96 million posts on Twitter, now known as X, from users who mentioned on their timeline that they were COVID positive at some point between March 2020 and November 2021.

Using machine learning classifiers, including Support Vector Machine (SVM), Naive Bayes, K-Nearest Neighbor, and Random Forest, the team classified the posts as PTSD positive or negative -- achieving an accuracy of 83.29% using SVM.

Publishing their findings in Scientific Reports, the international group of researchers highlight the significant mental health impact of COVID-19, emphasising the need for early detection and intervention for PTSD.

Co-author Professor Mark Lee, from the University of Birmingham, commented: "Our findings demonstrate that social media data can provide a valuable means of identifying people who are at risk of PTSD -- enabling early screening and prompt medical action.

"With further research, the machine learning techniques used here could potentially be applied to provide early detection of other health issues."

In analysing the tweets, the scientists identified being infected with COVID-19 as a triggering event. They then looked for symptoms under key factors including re-experiencing, hyperarousal, and avoidance behaviour searching for a range of keywords including:
    	Flashbacks, nightmares, intrusions, panic, vivid dreams (re-experiencing)
    	Agitated, startle, hypervigilant, irritable (hyperarousal)
    	Avoid, avoidance (avoidance behaviour)
    	Anxiety, depressed, suicidal thoughts, appetite, trauma, fatigue (other symptoms)

Tweets which had both their COVID-19 status as well as one of the PTSD keywords were considered as 'PTSD Positive'. Tweets that mentioned PTSD keywords but in relation to other events rather than COVID-19 were deemed 'PTSD Negative'.

Co-author Dr Mubashir Ali, from the University of Birmingham, commented: "We gained a greater understanding of users' posting behaviour after they were diagnosed with COVID-19. Our analysis indicates that the pandemic took its toll on people's mental health flagging the possible impact of symptoms such as anxiety, insomnia, and nightmares rampant among COVID-19 survivors."

PTSD is a type of anxiety disorder that can develop in individuals who have experienced a traumatic event, such as a car accident, war, physical, emotional, or sexual abuse, a natural disaster, or any other life-altering experience. The WHO and the American Psychiatric Association (APA) both recognize PTSD as a legitimate condition.
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New tool to help decision-makers navigate possible futures of the Colorado River | ScienceDaily
The Colorado River is a vital source of water in the Western United States, providing drinking water for homes and irrigation for farms in seven states, but the basin is under increasing pressure from climate change and drought. A new computational tool developed by a research team, led by Penn State scientists, may help the region adapt to a complex and uncertain future.


						
Their tool, the Framework for Narrative Storylines and Impact Classification (FRNSIC), can help decision-makers explore many plausible futures and identify consequential scenario storylines -- or descriptions of what critical futures might look like -- to help planners better address the uncertainties and impacts presented by climate change. They reported their findings Sept. 19 in the journal Earth's Future.

"One of the ways states like Colorado are preparing for the future is by making plans for how things might evolve based on the available science and inputs from various stakeholders," said Antonia Hadjimichael, assistant professor in the Department of Geosciences at Penn State and lead author of the study. "This scenario planning process recognizes that planning for the future comes with many uncertainties about climate and water needs. So, planners have to consider different possibilities, such as a high-warming or a low-warming scenario."

Hadjimichael said that both the scientific community and decision makers around the world often turn to scenarios to describe what conditions may look like in the future, but this approach may regard only a few possibilities and discount other alternatives.

These scenario planning approaches often feature a relatively small number of scenarios -- for example what drought conditions might look like under different levels of warming -- and may fail to capture the complexity of all the factors involved.

Alternatively, scientists use a technique called exploratory modeling, where models simulate thousands to millions of possible futures to discover which are consequential. But this approach is often not practical for use by decision makers, the scientists said.

"We wanted to provide something in the middle," Hadjimichael said. "We wanted to create something that bridges the two -- that considers the complexities but also boils it down to something that's a little more actionable and a little less daunting."

Their tool, FRNSIC, uses exploratory modeling first to investigate a large number of hypothesized plausible future conditions. It then uses that data to classify and identify relevant and locally meaningful storylines, the scientists said.




"Our approach essentially explores plausible future impacts and then says, 'for this stakeholder, this is the storyline that would matter the most -- and then for this other stakeholder, there is a different storyline they should be worried about," Hadjimichael said. "It's adding a little bit more pluralism and a little bit more nuance into how planning scenarios are established."

In the Colorado River basin, decision makers face a complex set of factors, including how to supply enough water for growing populations and farmers while ensuring their state is not using more than their allowed share of the river's flow, Hadjimichael said.

"The problem is there is not a single criterion that captures everybody and what they care about," she said. "Maybe you have a very large farm, and maybe I have a very small farm. And maybe we grow different things. It's hard to use a single factor to find out scenarios that would make us all happy, or make us all unhappy."

The storylines produced by FRNSIC can be used in future work in the Colorado River basin -- for example, how drought events are impacted when populations adapt and make changes.

"This allows policymakers to explore different states the world and helps review how different interventions might affect the basin under each storyline," Hadjimichael said. "These drought scenarios can be used to illuminate potential consequences, and therefore be used in negotiations or when asking stakeholders for their input."

Also contributing were Patrick Reed, professor at Cornell University; Julianne Quinn, assistant professor at the University of Virginia; and Chris Vernon, geospatial scientist, and Travis Thurber, software engineer, at Pacific Northwest National Laboratory

The U.S. Department of Energy, Office of Science, as part of research in MultiSector Dynamics, in the Earth and Environmental System Modeling Program supported this research.
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Wastewater monitoring can detect foodborne illness | ScienceDaily
First used in the 1940s to monitor for polio, wastewater surveillance proved such a powerful disease monitoring tool that the U.S. Centers for Disease Control and Prevention (CDC) established the National Wastewater Surveillance System to support SARS-CoV-2 monitoring in September of 2020. Now, a team of scientists from Penn State and the Pennsylvania Department of Health have shown that domestic sewage monitoring is useful for a foodborne pathogen as well.


						
In findings published today (Sept. 19) in the Journal of Clinical Microbiology, the researchers report that the bacteria Salmonella enterica was detected in samples from two wastewater treatment plants in central Pennsylvania during June 2022.

"Non-typhoidal Salmonella is a common cause of gastroenteritis worldwide, but current surveillance for the disease is suboptimal, so in this research we evaluated the utility of wastewater monitoring to enhance surveillance for this foodborne pathogen," said Nkuchia M'ikanatha, lead epidemiologist, Pennsylvania Department of Health and an affiliated researcher in Penn State's Department of Food Science, in the College of Agricultural Sciences. "In this study, we explored wastewater monitoring as a tool to enhance surveillance for this foodborne pathogen. Wastewater testing can detect traces of infectious diseases circulating in a community, even in asymptomatic individuals, offering an early warning system for potential outbreaks."

While health care providers are required to report salmonellosis cases, many go undetected. Salmonella bacteria, inhabiting the intestines of animals and humans, are shed in feces. The CDC estimates Salmonella causes roughly 1.35 million infections, 26,500 hospitalizations and 420 deaths annually in the U.S., primarily through contaminated food.

In June 2022, the researchers tested raw sewage samples collected twice a week from two treatment plants in central Pennsylvania for non-typhoidal Salmonella and characterized isolates using whole genome sequencing. They recovered 43 Salmonella isolates from wastewater samples, differentiated by genomic analysis into seven serovars, which are groupings of microorganisms based on similarities. Eight of the isolates, or nearly 20%, were from a rare type of Salmonella called Baildon.

The researchers assessed genetic relatedness and epidemiologic links between non-typhoidal Salmonella isolates from wastewater and similar bacteria from patients with salmonellosis. The Salmonella Baildon serovars isolated from wastewater were genetically indistinguishable from a similar bacteria found in a patient associated with a salmonellosis outbreak in the same period in the area. Salmonella Baildon from wastewater and 42 outbreak-related isolates in the national outbreak detection database had the same genetic makeup. One of the 42 outbreak-related isolates was obtained from a patient residing in the wastewater study sample collection catchment area, which serves approximately 17,000 people.

Salmonella Baildon is a rare serovar -- reported in less than 1% of cases nationally over five years, noted M'ikanatha, the study's first author. He pointed out that this research demonstrates the value of monitoring sewage from a defined population to supplement traditional surveillance methods for evidence of Salmonella infections and to determine the extent of outbreaks.




"Using whole genome sequencing, we showed that isolates of variant Salmonella Baildon clustered with those from an outbreak that occurred in a similar time frame," he said. "Case reports were primarily from Pennsylvania, and one individual lived within the treatment plant catchment area. This study provides support for using domestic sewage surveillance in assisting public health agencies to identify communities impacted by infectious diseases."

Ed Dudley, a professor of food science and the senior author on the study, said these findings highlight the potential of wastewater monitoring as an early warning system for foodborne disease outbreaks, potentially even before physicians and laboratories report cases. This proactive approach could enable health officials to swiftly trace the source of contaminated food, ultimately reducing the number of people affected, suggested Dudley, who also directs Penn State's E. coli Reference Center.

"While it may not happen overnight, I foresee a future where many, if not most, domestic wastewater treatment plants contribute untreated sewage samples for monitoring evidence of various illnesses," he said. "This would likely involve collaboration among public health agencies, academia and federal entities, much like our pilot study. I see this as yet another crucial lesson from the pandemic."

Contributing to the research at Penn State were Jasna Kovac, associate professor of food science and Lester Earl and Veronica Casida Career Development Professor of Food Safety; Erin Nawrocki and Yezhi Fu, postdoctoral scholars in the Dudley Lab; Zoe Goldblum, undergraduate researcher in the Department of Food Science; and Nicholas Cesari, Division of Infectious Disease Epidemiology, Pennsylvania Department of Health.

The CDC, the U.S. Food and Drug Administration and the U.S. Department of Agriculture's National Institute of Food and Agriculture provided funding for this research.
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Adding nuance to link between brain structure and ideology | ScienceDaily
For a long time, the claim has been made that the brains of conservative people are different than those of progressives. Using MRI scans of almost 1,000 Dutch people, researchers from the University of Amsterdam (UvA) show that there is indeed a connection between brain structure and ideology. However, the connection is smaller than expected. Nevertheless, the researchers find it remarkable that differences in the brain are linked to something as abstract as ideology.


						
The claim that brain structure and ideology are linked was fueled by a 2011 study of 90 English students that found this connection. Scientists at the UvA have now conducted the largest replication study to date to further investigate the relationship between ideology and brain structure.

The researchers analyzed the MRI scans of 975 Dutch people aged 19 to 26, representing a cross-section of the Dutch population in terms of education and political preference. They linked these scans to questionnaires about ideology. "You can see ideology as a series of positions on different themes or as an identity," explains first author Gijs Schumacher. "You can also distinguish between ideological ideas about socio-cultural issues such as women's and LGBTIQ rights, and about economic issues such as income inequality."

The amygdala is slightly larger

The scientists found, just as in the English study, that the amygdala of conservative people is slightly larger. "It is remarkable that we also found this result in our much larger and more representative sample. For example, the English sample did not contain any extremely conservative participants, while ours did," says Schumacher.

The scientists also found that there is no relationship between another brain area -- the anterior cingulate cortex -- and ideology, something that the original study did find.

Difference of a sesame seed

The difference in the amygdala was the size of a sesame seed. "The amygdala of the average conservative voter is 157 sesame seeds in size and that of the average progressive voter is 156 sesame seeds. That is a small difference, but significant. It suggests that there is a connection between brain anatomy and ideology at some level, but that it is very indirect," explains co-author Steven Scholte. "Our expectation was therefore to find no effect at all."




"However, we do not know exactly how conservatism and the size of the amygdala are related," adds Diamantis Petropoulos Petalas (also associated with this study but now working at The American College of Greece). "The amygdala has mainly been studied in relation to threatening situations and fear, but seems to respond much more broadly to emotions in general and to divergent information. There may be a connection where the amygdala is larger in individuals who react more strongly to information, which could sometimes result in more conservative ideas in politics."

No simple dichotomy

However, the research suggests there is no simple dichotomy regarding political ideology in the brain. "People sometimes speak of blue (Democratic) and red (Republican) brains in the American context. This metaphor is tempting, but completely misplaced," says Schumacher. "We argue that ideology should be seen as a much broader concept and show that there are fewer connections between brain and ideology than have been found in previous studies."

Ideology itself is also more complex than was assumed in previous research. As an example, Schumacher mentions how participants who voted for the SP, a Dutch political party with radical left-wing economic positions but more conservative social values, had a larger amygdala on average than participants who identified with more progressive parties. "Ideology is therefore much more complex than just identification on socio-cultural themes."

Other brain areas

The researchers then extended their analysis to find connections between ideology and other brain areas. For example, they found a connection between the volume of the right fusiform gyrus, an area of the brain important for facial recognition, and more right-wing positions on social and economic issues. The reason for this remains to be seen.
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Demand-side actions could help construction sector deliver on net-zero targets | ScienceDaily
Using state-of-the-art energy efficiency technologies to renovate existing properties and construct new ones could enable Europe's construction sector to almost eliminate its carbon emissions by 2060, a new study suggests.


						
Published in the journal Renewable and Sustainable Energy Reviews, the research is the first to fully assess the potential for energy demand reduction across the construction sectors of the United Kingdom and all European Union member states.

It highlights that 75% of Europe's building stock is currently classed as energy inefficient, with total floor space also projected to increase by more than 20% over the next three decades.

In spite of this, employing a combination of technologies including solar energy and heat pumps within both residential and non-residential properties could reduce the total energy used to heat and cool buildings by up to 97%.

With growing concerns over energy security, particularly in light of recent geopolitical events, the researchers say that harnessing such technologies could significantly reduce energy costs as well as enhancing people's health and quality of life.

More broadly, they say, transitioning towards a net-zero building sector offers substantial potential to mitigate the impacts of climate change and play a pivotal role in meeting the targets set out in the Paris Agreement and other global climate goals.

The study's lead author is Dr Souran Chatterjee, Lecturer in Energy Transitions at the University of Plymouth, who said: "The building sector can play a pivotal role in mitigating the impacts of climate change. Our study unequivocally highlights the potential for reducing building energy demand, and the crucial role it can play in achieving climate neutrality targets right across the UK and Europe. Many of these demand-side actions in the building sector would also enhance well-being, having a positive impact on people's health and productivity, and creating more jobs. It is important to understand that the more we delay, the more energy we will need to power our homes and workplaces over a longer period of time and that will hinder our ability to achieve climate targets."

In addition to the University of Plymouth, the study also involved researchers at the Central European University, University of Szeged, and the Institute for Geological and Geochemical Research.




They used a mathematical model called the High-Efficiency Building (HEB) energy model to calculate the energy demand reduction potential -- and the net-zero feasibility of the building sector -- for the UK and each of the European Union Member States.

Among the calculations were that the energy required for cooling residential buildings across Europe could be reduced by up to 86% by 2050, while for non-residential properties the figure could be around 76%, if the sector aimed for its most ambitious net-zero targets.

This could be particularly beneficial in countries such as Italy, France, Greece and Spain where there is greater reliance on air conditioning as part of building projects.

For heating, aiming for the most ambitious targets could lead to a reduction in energy demand of more than 80% by 2050, and for hot water the energy demand could be reduced by around 50%.

Increasing the numbers of heat pumps and other on-site energy production within future residential developments could increase the demand savings for both heating and hot water to around 90%.

The study also showed that if comprehensive renovations and efficient constructions are not implemented. the total thermal energy demand of the building sector could increase by up to 7% by 2060.
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European Green Deal: A double-edged sword for global emissions | ScienceDaily
The European Union aims to be carbon-neutral by 2050 as part of the comprehensive Green Deal that was agreed upon four years ago. However, an analysis of the policy documents outlining the practical measures of the Green Deal shows that it will decrease carbon emissions in Europe, but also increase carbon emissions outside of the EU. This increase is more than double the amount of carbon emissions saved by the Green Deal. This analysis was published in Nature Sustainability on  by an international team of scientists led by Klaus Hubacek, Professor of Science, Technology and Society at the University of Groningen.


						
The European Green Deal is a set of policies intended to fully decarbonize Europe by 2050, but it also includes measures for clean energy production and ecological restoration. Hubacek and colleagues from the United States and China carried out full supply chain analyses of the policy documents underlying the Green Deal. Their conclusion is that the Green Deal in its current form will lead to an increase in emissions in countries outside the EU by 244.8 percent compared to the Green Deal's carbon reduction goal in the land, land use change, and forestry sector within EU borders.

Skeptical

One example is the measure to increase biodiversity in Europe by planting three billion trees. 'However, trees require a lot of land that cannot be used to produce food. That means that food must be produced elsewhere, and to do this, land must be converted into cropland. This increases the carbon dioxide emission and reduces biodiversity,' says Hubacek. In this way, the EU would reduce carbon emissions within its borders, but 'export' them to the countries that would produce our food, for example Africa or South America.

Of course, the Green Deal does contain a paragraph forbidding the import of products (such as meat or animal feed) for which woodland is converted to farmland. Hubacek is sceptical: 'Nothing stops these other countries from growing products for Europe on existing farmland and felling forests to produce for the local market. There are simply too many uncertainties in these types of regulations.' The Green Deal also calls for an increase in organic farming, but this requires more farmland in Europe. Hubacek: 'Again, there is very little information available on the impact on land use.'

No free lunch

However, the scientists did not just reveal the negative impacts of the Green Deal on the rest of the world. They also looked at different scenarios to see if overall carbon reductions could be enhanced. 'We found one very effective way to do this.' says Hubacek, 'By adopting the more plant-based "planetary health diet," it is possible to save an enormous amount of carbon emissions.' Another measure is to phase out food-based biofuels within the EU, which would reduce the amount of farmland needed and thus save carbon emissions and prevent biodiversity loss. Also, the EU could assist developing regions to increase their agricultural efficiency, which would also reduce land use.

Although the Nature Sustainability article shows that the European Green Deal in its present form could result in a net loss for the global environment, the scientists conclude that it can be remedied. 'By adopting the planetary health diet, which is relatively simple', says Hubacek. However, there is one more thing that needs to change, he stresses: 'The programme is driven by techno-optimism, but our analysis underlines that there is no free lunch. I very much doubt that "Green Growth" is possible, as everything you produce requires an input of resources. So we really need to consume less.' There is a strong sense of urgency now that global warming seems set to surpass the 1.5 degrees from the 1995 Paris Agreement, and many other planetary boundaries are also being overstepped. Hubacek: 'It is time to implement measures that work.'
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How can we make the best possible use of large language models for a smarter and more inclusive society? | ScienceDaily
Large language models (LLMs) have developed rapidly in recent years and are becoming an integral part of our everyday lives through applications like ChatGPT. An article recently published in Nature Human Behaviour explains the opportunities and risks that arise from the use of LLMs for our ability to collectively deliberate, make decisions, and solve problems. Led by researchers from Copenhagen Business School and the Max Planck Institute for Human Development in Berlin, the interdisciplinary team of 28 scientists provides recommendations for researchers and policymakers to ensure LLMs are developed to complement rather than detract from human collective intelligence.


						
What do you do if you don't know a term like "LLM"? You probably quickly google it or ask your team. We use the knowledge of groups, known as collective intelligence, as a matter of course in everyday life. By combining individual skills and knowledge, our collective intelligence can achieve outcomes that exceed the capabilities of any individual alone, even experts. This collective intelligence drives the success of all kinds of groups, from small teams in the workplace to massive online communities like Wikipedia and even societies at large.

LLMs are artificial intelligence (AI) systems that analyze and generate text using large datasets and deep learning techniques. The new article explains how LLMs can enhance collective intelligence and discusses their potential impact on teams and society. "As large language models increasingly shape the information and decision-making landscape, it's crucial to strike a balance between harnessing their potential and safeguarding against risks. Our article details ways in which human collective intelligence can be enhanced by LLMs, and the various harms that are also possible," says Ralph Hertwig, co-author of the article and Director at the Max Planck Institute for Human Development, Berlin.

Among the potential benefits identified by the researchers is that LLMs can significantly increase accessibility in collective processes. They break down barriers through translation services and writing assistance, for example, allowing people from different backgrounds to participate equally in discussions. Furthermore, LLMs can accelerate idea generation or support opinion-forming processes by, for example, bringing helpful information into discussions, summarizing different opinions, and finding consensus.

Yet the use of LLMs also carries significant risks. For example, they could undermine people's motivation to contribute to collective knowledge commons like Wikipedia and Stack Overflow. If users increasingly rely on proprietary models, the openness and diversity of the knowledge landscape may be endangered. Another issue is the risk of false consensus and pluralistic ignorance, where there is a mistaken belief that the majority accepts a norm. "Since LLMs learn from information available online, there is a risk that minority viewpoints are unrepresented in LLM-generated responses. This can create a false sense of agreement and marginalize some perspectives," points out Jason Burton, lead author of the study and assistant professor at Copenhagen Business School and associate research scientist at the MPIB.

"The value of this article is that it demonstrates why we need to think proactively about how LLMs are changing the online information environment and, in turn, our collective intelligence -- for better and worse," summarizes co-author Joshua Becker, assistant professor at University College London. The authors call for greater transparency in creating LLMs, including disclosure of training data sources, and suggest that LLM developers should be subject to external audits and monitoring. This would allow for a better understanding of how LLMs are actually being developed and mitigate adverse developments.

In addition, the article offers compact information boxes on topics related to LLMs, including the role of collective intelligence in the training of LLMs. Here, the authors reflect on the role of humans in developing LLMs, including how to address goals such as diverse representation. Two information boxes with a focus on research outline how LLMs can be used to simulate human collective intelligence, and identify open research questions, like how to avoid homogenization of knowledge and how credit and accountability should be apportioned when collective outcomes are co-created with LLMs.

Key Points:
    	LLMs are changing how people search for, use, and communicate information, which can affect the collective intelligence of teams and society at large.
    	LLMs offer new opportunities for collective intelligence, such as support for deliberative, opinion-forming processes, but also pose risks, such as endangering the diversity of the information landscape.
    	If LLMs are to support rather than undermine collective intelligence, the technical details of the models must be disclosed, and monitoring mechanisms must be implemented.

Participating institutes
    	Department of Digitalization, Copenhagen Business School, Frederiksberg, DK
    	Center for Adaptive Rationality, Max Planck Institute for Human Development, Berlin, DE
    	Center for Humans and Machines, Max Planck Institute for Human Development, Berlin, DE
    	Humboldt-Universitat zu Berlin, Department of Psychology, Berlin, DE
    	Center for Cognitive and Decision Sciences, University of Basel, Basel, CH
    	Google DeepMind, London, UK
    	UCL School of Management, London, UK
    	Centre for Collective Intelligence Design, Nesta, London, UK
    	Bonn-Aachen International Center for Information Technology, University of Bonn, Bonn, DE
    	Lamarr Institute for Machine Learning and Artificial Intelligence, Bonn, DE
    	Collective Intelligence Project, San Francisco, CA, USA
    	Center for Information Technology Policy, Princeton University, Princeton, NJ, USA
    	Department of Computer Science, Princeton University, Princeton, NJ, USA
    	School of Sociology, University College Dublin, Dublin, IE
    	Geary Institute for Public Policy, University College Dublin, Dublin, IE
    	Sloan School of Management, Massachusetts Institute of Technology, Cambridge, MA, USA
    	Department of Psychological Sciences, Birkbeck, University of London, London, UK
    	Science of Intelligence Excellence Cluster, Technische Universitat Berlin, Berlin, DE
    	School of Information and Communication, Insight SFI Research Centre for Data Analytics, University College Dublin, Dublin, IE
    	Oxford Internet Institute, Oxford University, Oxford, UK
    	Deliberative Democracy Lab, Stanford University, Stanford, CA, USA
    	Tepper School of Business, Carnegie Mellon University, Pittsburgh, PA, USA
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Networks of Beliefs theory integrates internal and external dynamics | ScienceDaily
The beliefs we hold develop from a complex dance between our internal and external lives. Our personal-level cognition and our relationships with others work in concert to shape our views of the world and influence how likely we are to update those views when we encounter new information. In the past, these two levels of belief have been studied largely in isolation: psychologists have modeled the individual-level cognitive processes while researchers in fields from computational social science to statistical physics have offered insights into how beliefs spread and change within a society.


						
"This disconnect when different disciplines are doing parallel work limits progress," says Jonas Dalege, a former SFI Complexity Postdoctoral Fellow and current Marie Curie Fellow at the University of Amsterdam.

In a study published on September 19 in Psychological Review, Dalege and co-authors present the Networks of Beliefs theory, which integrates the interplay of individual- and social-level belief dynamics, and also incorporates social beliefs: how individuals perceive the beliefs of those around them.

"A crucial point about our model is that it's about perceptions," says Dalege, "You never actually know what a person thinks. If you identify very strongly as a Democrat, for instance, you might assume that your friends do as well. It can take a lot to shift those perceptions."

The Networks of Beliefs theory "is the first to explicitly differentiate between personal, social, and external dissonances," write the authors. "To fully understand when and why individuals change their beliefs, we need to understand how these dissonances together lead to different social phenomena."

The Networks of Beliefs theory is built around three main premises.

The first is that beliefs can be represented as two interacting classes of networks: internal and external. The internal network is made up of various related beliefs -- a person's beliefs about vaccines, for instance, may be related to their beliefs about science, economics, and religion -- as well as social beliefs. The external network describes how someone's social beliefs relate to another's actual beliefs and vice versa.




The second premise is that people want to reduce the dissonance in their beliefs, personally, socially, and externally. Someone might feel personal dissonance when they hold two conflicting beliefs -- perhaps that vaccines are effective but also unsafe. Social dissonance arises when someone's beliefs conflict with what they think people around them believe. External dissonance occurs when someone's social beliefs -- their perceptions of others -- are out of sync with others' actual beliefs.

The third premise is that the amount of dissonance a person feels depends on how much attention they pay to inconsistencies in their beliefs. This can vary widely based on personal and cultural preferences and depending on the issue at hand.

The authors then used an analogy with statistical physics to create a quantitative model of their new theory. "We map psychological concepts onto statistical physics concepts," says SFI External Professor Henrik Olsson, a co-author on the paper and researcher at Complexity Science Hub in Austria. "We represent potential dissonance as energy and attention as temperature. This enables us to capitalize on well-known formalisms in statistical physics to model the complex dynamics of belief networks."

The Networks of Belief theory allows researchers to model the interplay of individuals and the people around them, of perceived and actual beliefs, and of various levels of attention. And, it describes how beliefs change when we pay attention to different parts of our belief system.

"Sometimes we pay more attention to our personal dissonance and want to make sure that our beliefs are in tune with our own values," says SFI Professor Mirta Galesic, who is also a co-author on the paper and a researcher at Complexity Science Hub. "Sometimes, maybe if we're in a socially sensitive situation, we pay more attention to the dissonance between ours and others' beliefs. In such situations, we might change our beliefs to conform to the perceived social pressure."

The model, which the authors validated in two large surveys, could be applied to a variety of real-world problems. It could, for instance, offer new tools for tackling the increase in polarization around the world. "To understand and be able to do something about polarization, we have to look beyond just the individual or social answer," says Dalege. "Partial answers can lead to dangerous policies. You might get the opposite effects of what you're looking for."
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Play it forward: Lasting effects of pretend play in early childhood | ScienceDaily
From developing social skills to fostering creativity, pretend play in young children is likened to being a "metaphoric multivitamin" in an editorial published in the journal Neuroscience and Biobehavioral Reviews by Florida Atlantic University's David F. Bjorklund, Ph.D.


						
As the school year kicks into full gear, Bjorklund, associate chair and professor in the Department of Psychology within FAU's Charles E. Schmidt College of Science, highlights the plethora of robust benefits of pretend play on cognitive, social and emotional development in children and cautions how "learning through play" has changed with the demands of contemporary society.

Given natural selection's shaping of childhood for the acquisition and refinement of species-adapted social-cognitive skills -- much through pretend play -- Bjorklund says it is unfortunate that modern culture is ignoring the evolved wisdom of how best to educate young children.

"Throughout our species' history and prehistory, and in hunter-gatherer and traditional cultures today, young children acquired important cultural knowledge and skills through play and observation, with much adult behaviors being imitated during play," said Bjorklund. "Pretend play is associated with a host of enhanced cognitive abilities such as executive function, language and perspective taking, which are important to education, making the minimization of pretend play unwise."

He explains that direct teaching of children by adults is rare in traditional cultures, and likely was for our hunter-gatherer ancestors. However, with the advent of increasingly complex technologies such as reading and mathematics and the need for universal education, formal schooling became necessary, and this has recently extended to early childhood.

"The prevalence of preschool education has increased over the decades in many developed countries, and unlike earlier days when 'learning through play' described the basic curriculum, contemporary preschool education instead often emphasizes direct instruction, characteristic of pedagogy designed for older children," said Bjorklund. "This reflects an evolutionary mismatch between young children's evolved learning abilities and the demands of contemporary society."

Pretend play occurs voluntarily and spontaneously, especially when the individual is relaxed and not under stress and typically lacks any immediate practical purpose.




"In the context of pretend play, skills encompass imagination, the ability to think about possibilities that differ from reality, mental time travel, and imitation, among other symbolic capabilities," said Bjorklund.

He explains that pretend play functions as an experience-expectant process, enhancing the brain's readiness for focused learning.

"It's not clear whether the extended period of childhood and juvenile development created more opportunities for play or if this playfulness emerged as a result of that extended period," said Bjorklund. "However, this evolution of childhood, along with the prolonged neural plasticity it brings, may have been a crucial adaptation for the development of the modern human mind."

He says pretend play likely plays a crucial role in developing and refining psychological skills rather than being solely necessary for their emergence.

"Advanced pretend play is most evident during the extended juvenile stage in humans," said Bjorklund. "This extension has led to a distinct childhood stage, lasting until about age 7, characterized by greater independence and social interaction."

During this time, children engage in more complex play while their cognitive abilities continue to develop. Bjorklund emphasizes that this prolonged juvenile period and its neural plasticity are essential for fostering our unique social-cognitive skills.




Research comparing play-based preschool curricula to those focused on direct instruction has consistently shown that while direct instruction may yield immediate benefits, play-based approaches offer more significant long-term advantages in both academic performance and students' attitudes toward school.

"One of the most comprehensive studies on the long-term effects of direct instruction for preschoolers from low-income backgrounds found that although there were initial academic gains, these benefits diminished over time," said Bjorklund. "By third grade, children in the control group outperformed those in the direct-instruction program, and this gap widened by sixth grade."

These findings led the researchers to reevaluate the effectiveness of heavily drilling children on basic skills and to consider the potential benefits of play-oriented preschool programs, particularly for children at risk of intellectual challenges.

Bjorklund says recess and opportunities for free play for older school-aged children also have been declining in developed countries, sometimes replaced by adult-directed play, again at odds with what is known about children's evolved learning abilities.

"These practices may not only make learning more arduous, but negatively impact children's sense of autonomy with respect to learning," said Bjorklund. "Pretend play evolved to enhance children's acquisition and refinement of important cultural knowledge and skills during an extended juvenile period. The abilities needed by modern children have changed and may require new means of learning, but we should not lose sight of the substantial benefits that pretend play can still afford our species' youngest members."
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Scientists say we have enough evidence to agree global action on microplastics | ScienceDaily
Science has provided more than sufficient evidence to inform a collective and global approach to tackle the continued spread of plastic pollution, according to a new report.


						
Writing in the journal Science, an international group of experts say the need for worldwide action to tackle all forms of plastic and microplastic debris has never been more pressing.

It is clear that existing national legislation alone is insufficient to address the challenge, they say, and the United Nations' Plastic Pollution Treaty -- which will undergo its fifth round of deliberations in November 2024 -- presents a "tangible opportunity" for joined-up international action.

However, for such a treaty to be truly effective it needs to commit to an overall reduction in plastic production alongside measures to reduce the emission and release of microplastic particles along the entire plastics life cycle. Failing to do so, the researchers add, could bring "a high risk of irreversible environmental damage."

The article was written to mark the 20th anniversary of the first ever study, also published in the journal Science, to coin the term microplastics to describe the microscopic fragments of plastics in our ocean.

Both studies were led by Professor Richard Thompson OBE FRS, Head of the International Marine Litter Research Unit at the University of Plymouth, and a co-coordinator of the Scientists Coalition for an Effective Plastics Treaty.

It was co-authored by experts in marine biology, sustainability, environmental psychology, global plastics policy, and risk assessment, from: University of Plymouth, University of Bangor (UK); EA -- Earth Action (Switzerland); University of Vienna (Austria); University of Wollongong (Australia); and Wageningen University (Netherlands).




Professor Thompson said: "After 20 years of research there is clear evidence of harmful effects from microplastic pollution on a global scale. That includes physical harm to wildlife, harm to societies and cultures, and a growing evidence base of harm to humans. Added to that is the fact that microplastics are persistent contaminants, and once in the environment they are virtually impossible to remove. There are still unknowns, but during the 20 years since our first study the amount of plastic in our oceans has increased by around 50%, only further emphasising the pressing need for action."

Since the publication of the first study in 2004, an estimated 7,000 research studies have been conducted on microplastics, providing considerable evidence in their sources and impacts as well as potential solutions.

Microplastics have been found on every corner of the planet, in more than 1,300 aquatic and terrestrial species, in the food and drink we consume, and in multiple tissues and organs of the human body.

With emissions of microplastics to the environment estimated to be up to 40 megatonnes per year, a number that could double by 2040, predictions indicate the potential for widescale environmental harm moving into the next century.

Professor Sabine Pahl, Professor of Urban and Environmental Psychology at the University of Vienna and Honorary Professor at the University of Plymouth, added: "Plastic pollution is completely caused by human actions. That's why we need research on perceptions of risks and benefits of plastic as well as other drivers of policy support and change, integrating a social science perspective."
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Study reveals gaps in access to long-term contraceptive supplies | ScienceDaily
Oregon Health & Science University researchers have found that despite legislation in 19 states requiring insurers to cover a 12-month supply of contraception, patients aren't receiving a year's worth of their prescription; most receive just three months or less.


						
Their study recently published in the journal JAMA Health Forum shows that policies requiring coverage of a 12-month supply of short-acting hormonal contraception -- most commonly the birth control pill -- have not been fully implemented, resulting in no substantial increases nationally in year-long prescription orders. This leaves many patients at an increased risk for unintended pregnancy.

A common cause for decreased effectiveness with the pill is breaks in use, often due to running out of a prescription or a lapse in obtaining a refill. However, dispensing a longer-term supply of contraception -- six or 12 months -- is linked to improved continuous use, fewer breaks in coverage and health system savings.

"The decision of when or if to become pregnant is deeply personal," said Maria Rodriguez, M.D., M.P.H., professor of obstetrics and gynecology in the OHSU School of Medicine and director of the OHSU Center for Reproductive Health Equity. "It shouldn't be impacted by a delay in getting to your pharmacy for a refill, or a pill package running out while on vacation."

To address this barrier, policymakers in 19 states have enacted 12-month contraceptive supply policies, which require insurers to cover the cost of dispensing a full year of coverage at once per prescription. However, OHSU researchers found that these policies have not been fully implemented and have failed to change current prescribing practices.

Using a difference-in-difference model, which compares changes in outcomes over time between populations, researchers looked at oral pill, patch and ring contraception prescriptions among nearly 4.8 million female Medicaid enrollees ages 18 to 44 in 36 states -- 11 states with the 12-month supply policy, and 25 without. Researchers found that in 10 of the 11 states with the policy, an increase in the proportion of contraception dispensed was smaller than one percentage point -- meaning just a nominal improvement in year-long prescription orders.

"Our findings suggest a significant gap in knowledge both for patients and prescribers, and we hope this serves as a call to action to make 12-month supplies the standard prescribing practice," Rodriguez said. "This is low-hanging fruit for improving birth control access, especially for people who live in states with more restrictions on reproductive health care."

For coverage policies to be effective, insurance companies must comply with and be held accountable for following the revised coverage guidelines, Rodriguez said. Similarly, clinicians would need to change their standard prescribing patterns to write for an extended supply of contraception, and pharmacists would need to dispense the full supply.




The research team says full implementation of these policies will require outreach to contraceptive users, prescribers, pharmacists and payers, as well as enforcement from state governments. A federal policy mandating coverage of a 12-month supply is another strategy to support access, as it would require all insurers, including private payers, to cover 12-month contraception supplies.

Rodriguez encourages patients to feel empowered to ask about their contraceptive options and advocate for choices that are the best fit their personal preferences, lifestyle and family planning goals.

"In our current health care landscape, where reproductive rights are constantly under attack, it's critical to remove barriers and ensure broad access to contraception," Rodriguez said. "We need providers to be following this prescribing practice as their default and patients to know that it's their right to ask for it."
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      Strange &amp; Offbeat News

      Quirky stories from all of ScienceDaily's health, technology, environment, and society sections.


      
        How special is the Milky Way Galaxy?
        The SAGA Survey just published three new research articles that provide us with new insights into the uniqueness of our own Milky Way Galaxy after completing the census of 101 satellite systems similar to the Milky Way's.

      

      
        Drone footage provides new insight into gray whales' acrobatic feeding behavior
        Drone footage is offering new insight into the acrobatics undertaken by gray whales foraging in the waters off the coast of Oregon.

      

      
        Mars' missing atmosphere could be hiding in plain sight
        New research suggests Mars' missing atmosphere -- which dramatically diminished 3.5 billion years ago -- could be locked in the planet's clay-covered crust. Water on Mars could have set off a chain reaction that drew CO2 out of the atmosphere and converted it into methane within clay minerals.

      

      
        Bacterial 'flipping' allows genes to assume different forms
        Imagine being one cartwheel away from changing your appearance. One flip, and your brunette locks are platinum blond. That's not too far from what happens in some prokaryotes, or single-cell organisms, such as bacteria, that undergo something called inversions. A study has now shown that inversions, which cause a physical flip of a segment of DNA and change an organism's genetic identity, can occur within a single gene, challenging a central dogma of biology -- that one gene can code for only one...

      

      
        Mapping distant planets: 'Ridges', 'deserts' and 'savannahs'
        Researchers examined Neptunian exoplanets -- these planets share similar characteristics to our own Neptune, but orbit outside of our solar system. Scientists discovered a new area called the 'Neptunian Ridge' -- in between the 'Neptunian desert' and the 'Neptunian Savannah'. A new 'map' of distant planets shows a ridge of planets in deep space, separating a desert of planets from a more populated savannah.

      

      
        Twice as many women as men were buried in the megalithic necropolis of Panoria, study finds
        A new study uncovers gender bias at the megalithic necropolis of Panoria where twice as many women were buried.

      

      
        Managing stress could be the key to helping highly impulsive people act rashly when bored
        Research has explored the relationship between high impulsivity and boredom, in an effort to find out what drives rash and sometimes unhealthy decisions.

      

      
        Webb discovers 'weird' galaxy with gas outshining its stars
        The discovery of a 'weird' and unprecedented galaxy in the early Universe could 'help us understand how the cosmic story began', astronomers say. GS-NDG-9422 (9422) was found approximately one billion years after the Big Bang and stood out because it has an odd, never-before-seen light signature -- indicating that its gas is outshining its stars. The 'totally new phenomena' is significant, researchers say, because it could be the missing-link phase of galactic evolution between the Universe's fir...

      

      
        World's oldest cheese reveals origins of kefir
        Scientists successfully extracted and analyzed DNA from ancient cheese samples found alongside the Tarim Basin mummies in China, dating back approximately 3,600 years. The research suggests a new origin for kefir cheese and sheds light on the evolution of probiotic bacteria.

      

      
        Multilingual gossip in Elizabethan London
        Stranger churches in early modern London had 'eyes everywhere' to hear, spread and dispel gossip in multiple languages, according to new research.

      

      
        Lasers provide boon for manufacturing of ceremonial Thai umbrellas
        The tiered umbrella is one of Thailand's oldest and most sacred ornamental symbols. Constructing one of these ornate pieces, also called chatras, can take master artisans up to six months. However, researchers demonstrate a technique for constructing seven-tiered umbrellas using high-powered lasers, which dramatically reduces the production time. Employing carbon dioxide lasers, they were able to fashion umbrellas from stainless steel in a matter of days while preserving their intricate beauty.

      

      
        These tadpoles have discovered a unique way of not contaminating their water supply: Not pooping
        The Eiffinger's tree frog found in Japan has a unique biological adaptation: its tadpoles do not defecate during their early developmental stages to reduce the risk of contaminating their small spawning areas. This finding contributes to our understanding of how the species survives in small, enclosed bodies of water.

      

      
        Astronomers catch a glimpse of a uniquely inflated and asymmetric exoplanet
        Astronomers have observed the atmosphere of a hot and uniquely inflated exoplanet using NASA's James Webb Space Telescope.

      

      
        Early-universe quasar neighborhoods are indeed cluttered
        Observations confirm astronomers' expectation that early-Universe quasars formed in regions of space densely populated with companion galaxies. DECam's exceptionally wide field of view and special filters played a crucial role in reaching this conclusion, and the observations reveal why previous studies seeking to characterize the density of early-Universe quasar neighborhoods have yielded conflicting results.

      

      
        All-night lights change the behavior of fish, even into the next generation
        Scientists have shown that light pollution -- especially light in the blue spectrum -- can alter the behavior of fish after only a few nights, and have knock-on effects for their offspring.

      

      
        Human urine could be used as eco-friendly crop fertilizer
        Bacterial communities in soil are as resilient to human urine as synthetic fertilizers -- making recycling the bodily fluid as a fertilizer for agricultural crops a viable proposition.

      

      
        What role does a tailwind play in cycling's 'Everesting'?
        Within the cycling realm, 'to Everest' involves riding up and down the same mountain until your ascents total the elevation of Mt. Everest. A new record was set a few years ago, but a debate ensued about the strong tailwind the cyclist had on climbs. To what extent do the tailwind help a cyclist as they climb? Should limits be set on the allowed windspeed?

      

      
        New testing system using Janus particles rapidly and accurately detects COVID-19
        A research group has developed a new COVID-19 testing system using Janus particles -- microparticles with two sides possessing distinctive molecular properties. These particles are engineered to bind specifically to target antigens, such as viral proteins, creating a low-cost, accurate, and rapid means of testing for viral diseases. The system's versatility means it can potentially be used to test for other diseases and biomarkers linked to other conditions.

      

      
        Volcanoes may help reveal interior heat on Jupiter moon
        By staring into the hellish landscape of Jupiter's moon Io -- the most volcanically active location in the solar system -- astronomers have been able to study a fundamental process in planetary formation and evolution: tidal heating.

      

      
        Breakthrough study predicts catastrophic river shifts that threaten millions worldwide
        Researchers have uncovered key insights into the dangerous phenomenon of 'river avulsion,' offering a way to predict when and where rivers may suddenly and dramatically change course.

      

      
        Engineers 3D print sturdy glass bricks for building structures
        Engineers developed a new kind of reconfigurable masonry made from 3D-printed, recycled glass. The bricks could be reused many times over in building facades and internal walls.
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How special is the Milky Way Galaxy? | ScienceDaily
Is our home galaxy, the Milky Way Galaxy, a special place? A team of scientists started a journey to answer this question more than a decade ago. Commenced in 2013, the Satellites Around Galactic Analogs (SAGA) Survey studies galaxy systems like the Milky Way. Now, the SAGA Survey just published three new research articles that provide us with new insights into the uniqueness of our own Milky Way Galaxy after completing the census of 101 satellite systems similar to the Milky Way's.


						
These "satellites" are smaller galaxies in both mass and size that orbit a larger galaxy, usually called the host galaxy. Is our home galaxy, the Milky Way Galaxy, a special place? A team of scientists started a journey to answer this question more than a decade ago. Commenced in 2013, the Satellites Around Galactic Analogs (SAGA) Survey studies galaxy systems like the Milky Way. Now, the SAGA Survey just published three new research articles that provide us with new insights into the uniqueness of our own Milky Way Galaxy after completing the census of 101 satellite systems similar to the Milky Way's.

Just as with smaller satellites that orbit the Earth, these satellite galaxies are captured by the gravitational pull of the massive host galaxy and its surrounding dark matter. The Milky Way Galaxy is the host galaxy of several satellite galaxies, of which the two largest are the Large and Small Magellanic Clouds (LMC and SMC). While LMC and SMC are visible to the naked eye from the Southern Hemisphere, there are many other fainter satellite galaxies orbiting around the Milky Way Galaxy that can only be observed with a large telescope.

The goal of the SAGA Survey is to characterize satellite systems around other host galaxies that have similar stellar masses as the Milky Way Galaxy. Yao-Yuan Mao, a University of Utah faculty member in the Department of Physics and Astronomy, is co-leading the SAGA Survey with Marla Geha at Yale University and Risa Wechsler at Stanford University. Mao is the lead author of the first article in the series of three that have all been accepted by the Astrophysical Journal. This series of articles reports on the SAGA Survey's latest findings and makes the survey data available to other researchers worldwide.

An outlier galaxy?

In the first study led by Mao, the researchers highlighted 378 satellite galaxies identified across 101 Milky Way-mass systems. The number of confirmed satellites per system ranged from zero to 13 -- compared to four satellites for the Milky Way. While the number of satellite galaxies in the Milky Way system is on par with the other Milky Way-mass systems, "The Milky Way appears to host fewer satellites if you consider the existence of the LMC," Mao said. The SAGA Survey has found that systems with a massive satellite like the LMC tend to have a higher total number ofsatellites, and our Milky Way seems to be an outlier in this regard.

An explanation for this apparent difference between the Milky Way and the SAGA systems is the fact that the Milky Way has only acquired the LMC and SMC quite recently, compared with the age of the universe. The SAGA article explains that if the Milky Way Galaxy is an older, slightly less massive host with the recently added LMC and SMC, one would then expect a lower number of satellites in the Milky Way system not counting other smaller satellites that LMC/SMC might have brought in.




This result demonstrates the importance of understanding the interaction between the host galaxy and the satellite galaxies, especially when interpreting what we learn from observing the Milky Way. Ekta Patel, a NASA Hubble Postdoctoral Fellow at the U but not part of the SAGA team, studies the orbital histories of Milky Way satellites. After learning about the SAGA results, Patel said, "Though we cannot yet study the orbital histories of satellites around SAGA hosts, the latest SAGA data release includes a factor of ten more Milky Way-like systems that host an LMC-like companion than previously known. This huge advancement provides more than 30 galaxy ecosystems to compare with our own, and will be especially useful in understanding the impact of a massive satellite analogous to the LMC on the systems they reside in."

Why do galaxies stop forming stars?

The second SAGA study of the series is led by Geha, and it explores whether these satellite galaxies are still forming stars. Understanding the mechanisms that would stop the star formation in these small galaxies is an important question in the field of galaxy evolution. The researchers found, for example, that satellite galaxies located closer to their host galaxy were more likely to have their star formation "quenched," or suppressed. This suggests that environmental factors help shape the life cycle of small satellite galaxies.

The third new study is led by Yunchong (Richie) Wang, who obtained his doctorate with Wechsler. This study uses the SAGA Survey results to improve existing theoretical models of galaxy formation. Based on the number of quenched satellites in these Milky Way-mass systems, this model predicts quenched galaxies should also exist in more isolated environments -- a prediction that should be possible to test in the coming years with other astronomical surveys such as the Dark Energy Spectroscopic Instrument Survey.

Gift to the astronomy community

In addition to these exciting results that will enhance our understanding of galaxy evolution, the SAGA Survey team also brings a gift to the astronomy community. As part of this series of studies, the SAGA Survey team published new distance measurements, or redshifts, for about 46,000 galaxies. "Finding these satellite galaxies is like finding needles in a haystack. We had to measure the redshifts for hundreds of galaxies to just identify one satellite galaxy," Mao said. "These new galaxy redshifts will enable the astronomy community to study a wide range of topics beyond the satellite galaxies."

The SAGA Survey was supported in part by the National Science Foundation and the Heising-Simons Foundation. 
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Drone footage provides new insight into gray whales' acrobatic feeding behavior | ScienceDaily
Drone footage captured by researchers in Oregon State University's Marine Mammal Institute is offering new insight into the acrobatics undertaken by gray whales foraging in the waters off the coast of Oregon.


						
The whales' movements, including forward and side-swimming, headstands and the use of "bubble blasts" change as the whales grow, said Clara Bird, a researcher in the Marine Mammal Institute's Geospatial Ecology of Marine Megafauna Laboratory.

Using drone footage captured over seven years, Bird quantified the gray whales' behavior and their individual size and body condition. She found that the probability of whales using these behaviors changes with age.

Younger, smaller whales are more apt to use forward swimming behaviors while foraging. Older, larger whales are more likely to headstand, a head-down position where the whale is pushing its mouth into the ocean floor. The probability of whales using these behaviors changes with age.

"Our findings suggest that this headstanding behavior requires strength and coordination. For example, we often see whales sculling much like synchronized swimmers do while they are headstanding. It is likely this behavior is learned by the whales as they mature," said Bird, who led the research as part of her doctoral dissertation. "We have footage of whale calves trying to copy this behavior and they're not able to do it successfully."

The findings were just published in two new papers authored by Bird and co-authored by Associate Professor Leigh Torres, who leads the GEMM Lab at Hatfield Marine Science Center in Newport.

Since 2015, Torres and her research team have been studying the health and habits of the Pacific Coast Feeding Group, a roughly 200-member subgroup of whales who spend their summers feeding off the coast of Oregon, Washington, northern California and southern Canada, rather than traveling north to the Arctic as most of the 19,000 gray whales in the Eastern North Pacific population do. These whales face elevated exposure to human activities in some locations, including boat traffic, noise and pollution, while they feed in the shallow waters along the Pacific Northwest Coast.




"It's been an amazing journey of discovery over the last 10 years learning about how cool these gray whales are. They are underwater acrobats, doing tight turns, upside-down swimming and headstands," Torres said. "We have now connected these behaviors with the habitat, size and age of the whale, which allows us to understand much more about why they go where they go and do what they do. This will help us protect them in the long run."

The new study shows that whales are changing foraging tactics depending on the habitat and depth of the water they are in. For example, they are more likely to use headstanding when they are on a reef, because their primary prey, mysid shrimp, tend to aggregate on reefs with kelp, Bird said.

The researchers also investigated why the gray whales perform "bubble blasts" -- a single big exhale while they're underwater that produces a large circle pattern at the surface.

"While it was thought that bubble blasts helped gray whales aggregate or capture prey, our study shows that bubble blasts are a behavioral adaptation used by the whales to regulate their buoyancy while feeding in very shallow water," Torres explained.

Larger, fatter whales were more likely to bubble blast, especially while performing headstands. The bubble blasts also were associated with longer dives, supporting the hypothesis that the behavior helps whales feed for a longer period of time underwater.

"It is just like when we dive underwater, if we release air from our lungs, then we can stay underwater more easily without fighting the buoyancy forces that push us back toward the surface," Bird said.

Together, the two papers provide new insight into how whales' size affects their behavior and the role social learning may play in whales' adoption of these behaviors, she said.

"Because these whales are feeding close to shore, where the water is shallow and we can capture their behavior on video, we're able to really see what is happening," Bird said. "To be able to study the whales, in our backyard, and fill in some answers to questions about their behavior, feels very special."
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Mars' missing atmosphere could be hiding in plain sight | ScienceDaily
Mars wasn't always the cold desert we see today. There's increasing evidence that water once flowed on the Red Planet's surface, billions of years ago. And if there was water, there must also have been a thick atmosphere to keep that water from freezing. But sometime around 3.5 billion years ago, the water dried up, and the air, once heavy with carbon dioxide, dramatically thinned, leaving only the wisp of an atmosphere that clings to the planet today.


						
Where exactly did Mars' atmosphere go? This question has been a central mystery of Mars' 4.6-billion-year history.

For two MIT geologists, the answer may lie in the planet's clay. In a paper appearing in Science Advances, they propose that much of Mars' missing atmosphere could be locked up in the planet's clay-covered crust.

The team makes the case that, while water was present on Mars, the liquid could have trickled through certain rock types and set off a slow chain of reactions that progressively drew carbon dioxide out of the atmosphere and converted it into methane -- a form of carbon that could be stored for eons in the planet's clay surface.

Similar processes occur in some regions on Earth. The researchers used their knowledge of interactions between rocks and gases on Earth and applied that to how similar processes could play out on Mars. They found that, given how much clay is estimated to cover Mars' surface, the planet's clay could hold up to 1.7 bar of carbon dioxide, which would be equivalent to around 80 percent of the planet's initial, early atmosphere.

It's possible that this sequestered Martian carbon could one day be recovered and converted into propellant to fuel future missions between Mars and Earth, the researchers propose.

"Based on our findings on Earth, we show that similar processes likely operated on Mars, and that copious amounts of atmospheric CO2 could have transformed to methane and been sequestered in clays," says study author Oliver Jagoutz, professor of geology in MIT's Department of Earth, Atmospheric and Planetary Sciences (EAPS). "This methane could still be present and maybe even used as an energy source on Mars in the future."

The study's lead author is recent EAPS graduate Joshua Murray PhD '24.




In the folds

Jagoutz' group at MIT seeks to identify the geologic processes and interactions that drive the evolution of Earth's lithosphere -- the hard and brittle outer layer that includes the crust and upper mantle, where tectonic plates lie.

In 2023, he and Murray focused on a type of surface clay mineral called smectite, which is known to be a highly effective trap for carbon. Within a single grain of smectite are a multitude of folds, within which carbon can sit undisturbed for billions of years. They showed that smectite on Earth was likely a product of tectonic activity, and that, once exposed at the surface, the clay minerals acted to draw down and store enough carbon dioxide from the atmosphere to cool the planet over millions of years.

Soon after the team reported their results, Jagoutz happened to look at a map of the surface of Mars and realized that much of that planet's surface was covered in the same smectite clays. Could the clays have had a similar carbon-trapping effect on Mars, and if so, how much carbon could the clays hold?

"We know this process happens, and it is well-documented on Earth. And these rocks and clays exist on Mars," Jagoutz says. "So, we wanted to try and connect the dots."

"Every nook and cranny"

Unlike on Earth, where smectite is a consequence of continental plates shifting and uplifting to bring rocks from the mantle to the surface, there is no such tectonic activity on Mars. The team looked for ways in which the clays could have formed on Mars, based on what scientists know of the planet's history and composition.




For instance, some remote measurements of Mars' surface suggest that at least part of the planet's crust contains ultramafic igneous rocks, similar to those that produce smectites through weathering on Earth. Other observations reveal geologic patterns similar to terrestrial rivers and tributaries, where water could have flowed and reacted with the underlying rock.

Jagoutz and Murray wondered whether water could have reacted with Mars' deep ultramafic rocks in a way that would produce the clays that cover the surface today. They developed a simple model of rock chemistry, based on what is known of how igneous rocks interact with their environment on Earth.

They applied this model to Mars, where scientists believe the crust is mostly made up of igneous rock that is rich in the mineral olivine. The team used the model to estimate the changes that olivine-rich rock might undergo, assuming that water existed on the surface for at least a billion years, and the atmosphere was thick with carbon dioxide.

"At this time in Mars' history, we think CO2 is everywhere, in every nook and cranny, and water percolating through the rocks is full of CO2 too," Murray says.

Over about a billion years, water trickling through the crust would have slowly reacted with olivine -- a mineral that is rich in a reduced form of iron. Oxygen molecules in water would have bound to the iron, releasing hydrogen as a result and forming the red oxidized iron which gives the planet its iconic color. This free hydrogen would then have combined with carbon dioxide in the water, to form methane. As this reaction progressed over time, olivine would have slowly transformed into another type of iron-rich rock known as serpentine, which then continued to react with water to form smectite.

"These smectite clays have so much capacity to store carbon," Murray says. "So then we used existing knowledge of how these minerals are stored in clays on Earth, and extrapolate to say, if the Martian surface has this much clay in it, how much methane can you store in those clays?"

He and Jagoutz found that if Mars is covered in a layer of smectite that is 1,100 meters deep, this amount of clay could store a huge amount of methane, equivalent to most of the carbon dioxide in the atmosphere that is thought to have disappeared since the planet dried up.

"We find that estimates of global clay volumes on Mars are consistent with a significant fraction of Mars' initial CO2being sequestered as organic compounds within the clay-rich crust," Murray says. "In some ways, Mars' missing atmosphere could be hiding in plain sight."

This work was supported, in part, by the National Science Foundation.
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Bacterial 'flipping' allows genes to assume different forms | ScienceDaily
Imagine being one cartwheel away from changing your appearance. One flip, and your brunette locks are platinum blond. That's not too far from what happens in some prokaryotes, or single-cell organisms, such as bacteria, that undergo something called inversions.


						
A study led by scientists at Stanford Medicine has shown that inversions, which cause a physical flip of a segment of DNA and change an organism's genetic identity, can occur within a single gene, challenging a central dogma of biology -- that one gene can code for only one protein.

"Bacteria are even cooler than I originally thought, and I'm a microbiologist, so I already thought they were pretty cool," said Rachael Chanin, PhD, a postdoctoral scholar in hematology. Microbiologists have known for decades that bacteria can flip small sections of their DNA to activate or deactivate genes, Chanin said. To the team's knowledge, however, those somersaulting pieces have never been found within the confines of a single gene.

In the same way that reversing the order of the letters in the word "dog" could entirely change the meaning of a sentence ("I'm a dog." versus "I'm a god."), the within-gene inversion essentially recodes the bacterium's genetics using the same material. That could result in the activation of a gene, a halt in gene activity or a sequence that codes for the creation of a different protein when inverted.

"I remember seeing the data, and I thought, 'No way, this can't be right, because it's too crazy to be true,'" said Ami Bhatt, PhD, professor of genetics and of medicine. "We then spent the next several years trying to convince ourselves that we had made a mistake. But as far as we can tell, we have not."

A study detailing the scientists' findings was published Sept. 25 in Nature. Chanin and former postdoctoral scholar Patrick West, PhD, co-led the study. Bhatt is the senior author.

Flip-flopping

In the 1920s, scientists encountered the first hint of inversions when they were searching for a salmonella treatment. They tried collecting antibodies from animals infected by the bacteria in the hopes that the immune molecules could be transferred to other animals and stave off infection. But it never worked -- even the bacterial strains they knew to be genetically identical were able to fight back. Scientists now know that evasion was thanks to an inversion recoding the bacterium in a way that allowed it to escape the animals' immunity.




Microbiologists have since found inversions occurring in small DNA segments of various kinds of prokaryotes. But Bhatt and her team wondered if they could also happen within a single gene. West created an algorithm, called PhaVa, that identified possible inversions within bacterial genomes.

The software essentially downloads thousands of genome sequence segments from various prokaryotes and scans for regions that look "flippable" -- segments with something called inverted repeats, which have a redundant palindromic quality (for instance, ATTCC and CCTTA) -- on other side of the potential inversion. The algorithm creates a catalog of what these sequences would look like if they flipped, and it makes comparisons between the made-up genomes and the true sequence. Then it counts the regions where both the flipped and unflipped sequences are present within an organism's genome, with every match indicating a likely inversion.

The software identified thousands of inversions that exist in bacterial and other prokaryotic species, revealing for the first time that inversions occur within genes. That sparked the idea that not only do single-gene inversions occur, but that they may be relatively common, Bhatt said.

"This was really surprising to us," Bhatt said. "To our knowledge this has never been seen before."

One big question remains: What causes an inversion? The team suspects there are specific enzymes that mediate the flip, as well as certain environmental cues that drive the change.

"That's a to-do now," Bhatt said. "One of our next steps is to try to decode the molecular grammar so we can build a database of enzymes and a database of the inverted repeats that they flip."

Interpreting inversions




While there's still much more to understand about inversions, Bhatt sees potential for numerous applications. "This is effectively a heritable, reversible type of genetic regulation," she said.

She posits that scientists may eventually be able to use inversions to create a toggleable bacterial system to control their gene expression, something that could behoove synthetic biology research. Or perhaps there are links between certain diseases and the state of bacterial inversions, in which case there may be a way to switch the bacteria's state and regulate a disease.

"This type of adaptation has just been hiding in front of us, waiting for the right tool and the right technology and biological question to be asked," Chanin said. "And it makes me wonder, how many more bacterial secrets are just waiting for us to uncover them?"

Researchers from Princeton University contributed to this study.

This study was funded by the National Institutes of Health (grants R01 AI148623, R01 AI143757, R01 AI174515, HG000044, HL120824, TL1TR003019, 1S10OD02014101), the AP Giannini Foundation, the National Science Foundation Graduate Research Fellowship, the Stanford DARE fellowship and the Stand Up 2 Cancer Foundation.
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Mapping distant planets: 'Ridges', 'deserts' and 'savannahs' | ScienceDaily
A new 'map' of distant planets has been unveiled by scientists from The University of Warwick, which finds a ridge of planets in deep space, separating a desert of planets from a more populated savannah.


						
Researchers from Warwick and other universities examined Neptunian exoplanets -- these planets share similar characteristics to our own Neptune, but orbit outside of our solar system.

Scientists discovered a new area called the 'Neptunian Ridge' -- in between the 'Neptunian desert' and the 'Neptunian Savannah'.

Planets in the desert are very rare, as intense radiation has eroded their atmospheres to the point of destroying them, turning these planets into bare rocky cores.

The savannah is a region located further away from the intense radiation. In this region, environmental conditions are more favourable and allow planets to maintain their atmospheres for millions of years.

In between these two regions, researchers have discovered a new pile-up called the ridge, where there is a large concentration of planets.

Current evidence suggests that many of the planets in the ridge could have arrived from their birthplace through a mechanism called high-eccentricity tidal migration, which can bring planets closer to their stars at any stage of their life.




In contrast, planets in the savannah could have been brought mainly through another type of migration, called disk-driven migration, which occurs just after planets are formed.

Therefore, these two systems driving the movement of planets are populating the savannah and the desert differently. The few planets in the desert could be rare extreme cases pushing the edges of these broad models.

David Armstrong, Associate Professor of Physics at Warwick, commented: "Our work to observe this new structure in space is highly significant in helping us map the exoplanet landscape.

"As scientists, we're always striving to understand why planets are in the condition they are in, and how they ended up where they are.

"The discovery of the Neptunian ridge helps answer these questions, unveiling part of the geography of exoplanets out there, and is a hugely exciting discovery."
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Twice as many women as men were buried in the megalithic necropolis of Panoria, study finds | ScienceDaily
A multidisciplinary research team led by the Archaeometry research group of the University of Tubingen and the GEA research group of the University of Granada made a surprising discovery in the megalithic necropolis of Panoria (Granada, Spain): twice as many women as men were buried, a bias that is even more pronounced among the juvenile population, where the ratio is 10 females for every male.


						
The necropolis of Panoria is located at the easternmost end of Sierra Harana, in the town of Darro (Granada). It consists of at least 19 graves, 9 of which have been excavated between 2015 and 2019. They are collective burials from which more than 55,000 human skeletal remains were recovered. The dating of these remains shows that the first burials took place 5600 years ago with a discontinuous funerary use until 4100 years ago.

In a recent study published in the journal Scientific Reports, the use of new bioarchaeological methods has allowed the identification of chromosomal sex from the study of DNA and the analysis of a protein known as Amelogenin present in the tooth enamel. In this way, it has been possible, for the first time, to obtain a precise demographic profile of the biological sex of the people who were buried in these megalithic monuments. Surprisingly, the result is a clear bias in favour of female burials, twice that of male burials, a bias that is even more pronounced among juvenile individuals with a ratio of 10 females for every male individual. This ratio is far from the usual composition of human populations, which is approximately one to one. Only in exceptional circumstances, e.g. conflicts, wars or intense migration processes, does this ratio break down in favour of one of the sexes.

What circumstances could have led to such a pronounced bias in the population buried at Panoria? The bias in favour of female burials appears in all the analysed graves, in all age groups and throughout the time of use of the necropolis. This allows us to confirm that this was a very persistent and determining social decision over time affecting the different social groups buried within the graves. Therefore, extraordinary or unpredictable events can been ruled out as the cause of the bias found in Panoria.

If sex bias was a social decision, but what are the reasons for this over-representation of women in funerary rituals? Considering that biological kinship relations are the main criterion to be buried in the different structures, the over-representation of female individuals could indicate funerary practices based primarily on matrilineal descent. This means that family relationships and social belonging are established through the maternal line. This would explain the bias in favour of women and the absence of young male individuals who could have joined other kin groups, a common practice known in anthropology as male exogamy. In any case, the over-representation of women would indicate a female-centred social structure, in which gender would have influenced funerary rituals and cultural traditions.
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Managing stress could be the key to helping highly impulsive people act rashly when bored | ScienceDaily
Research at the University of Portsmouth has explored the relationship between high impulsivity and boredom, in an effort to find out what drives rash and sometimes unhealthy decisions.


						
Impulsivity is the tendency to act quickly, and without thinking things through. It is linked to several psychiatric disorders, including ADHD, Borderline Personality Disorder, and Substance Use Disorders.

While it is well-known there is a strong link between boredom and impulsiveness, two new studies have shed light on the role stress plays in this relationship.

The results, published in Physiology & Behavior, found participants with high trait impulsivity reported greater levels of boredom following a dull task. While this finding was expected, the new discovery was that these individuals experienced a greater physiological reaction by releasing more of the stress hormone cortisol.

Dr James Clay, lead author and researcher at the Canadian Institute for Substance Use Research and Dalhousie University said: "Our findings shed light on the biological underpinnings of why some individuals, particularly those with high impulsivity, find boredom more stressful than others. By identifying how their stress response is triggered, and that cortisol is a key mediator, we can begin to better understand why this happens and to explore targeted interventions that help manage these reactions.

"This opens up new avenues for developing personalised approaches to reduce stress and improve mental health, especially for those who struggle with impulse control and the negative consequences of boredom."

Boredom is a form of psychological stress for most people, because it is a state of restless dissatisfaction and often leads an individual to seek out stimulation. However, more impulsive people's inherent response to stressful events could be the reason why they are more triggered by boring situations.




Senior author, Dr Matt Parker is a neuroscientist specialising in the study of stress, who now works at the University of Surrey. He said: "We know highly impulsive people are more likely to develop addictions over a lifespan. There has always been a connection between impulsiveness and boredom, but the mechanisms behind this relationship aren't fully understood.

"For instance, early theories suggested people with ADHD struggle with boredom because they don't like to wait, and because of this they tend to act rashly. But what makes them impatient, and how can we mitigate this feeling so that they are more comfortable with being bored?

"That's where stress comes in. Our research supports the hypothesis that high-impulsive people experience greater physiological responses to boredom. If we can find ways to mitigate these stress symptoms it might prevent them from seeking unhealthy stress reliefs, like drugs or gambling."

In the first study, 80 participants completed a boring task and reported on how it made them feel. The results supported existing evidence that impulsive individuals are more prone to boredom than others.

The second monitored 20 people's physiological response to boredom, by testing samples of their saliva for cortisol, both pre and post-task. It found the system that manages the body's stress response -- known as the hypothalamic-pituitary-adrenal (HPA) axis -- increased the levels of the stress hormone in the body during the task.

"Knowing that the stress response links boredom with impulsivity brings us a step closer to developing potential solutions to break the cycle," explained co-author Juan Badariotti from the University of Portsmouth's School of Psychology, Sport and Health Sciences.

"We hope this discovery will inspire future research into potential interventions at breaking this feedback loop of boredom, stress, and impulsiveness, and eventually develop more effective coping mechanisms for psychiatric disorders."

The paper's authors recommend future research should replicate the second study with a larger sample of participants, and measure how prone they are to boredom as well as impulsiveness.
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Webb discovers 'weird' galaxy with gas outshining its stars | ScienceDaily
The discovery of a "weird" and unprecedented galaxy in the early Universe could "help us understand how the cosmic story began," astronomers say.


						
GS-NDG-9422 (9422) was found approximately one billion years after the Big Bang and stood out because it has an odd, never-before-seen light signature -- indicating that its gas is outshining its stars.

The "totally new phenomena" is significant, researchers say, because it could be the missing-link phase of galactic evolution between the Universe's first stars and familiar, well-established galaxies.

This extreme class of galaxy was spotted by the $10billion (PS7.6billion) James Webb Space Telescope (JWST), a joint endeavour of the US, European and Canadian space agencies, which has been designed to peer back in time to the beginning of the Universe.

Its discovery was made public today in a research paper published in the Monthly Notices of the Royal Astronomical Society.

"My first thought in looking at the galaxy's spectrum was, 'that's weird,' which is exactly what the Webb telescope was designed to reveal: totally new phenomena in the early Universe that will help us understand how the cosmic story began," said lead researcher Dr Alex Cameron, of the University of Oxford.

Cameron reached out to colleague Dr Harley Katz, a theorist, to discuss the strange data. Working together, their team found that computer models of cosmic gas clouds heated by very hot, massive stars, to an extent that the gas shone brighter than the stars, was nearly a perfect match to Webb's observations.




"It looks like these stars must be much hotter and more massive than what we see in the local Universe, which makes sense because the early Universe was a very different environment," said Katz, of Oxford and the University of Chicago.

In the local Universe, typical hot, massive stars have a temperature ranging between 70,000 to 90,000 degrees Fahrenheit (40,000 to 50,000 degrees Celsius). According to the team, galaxy 9422 has stars hotter than 140,000 degrees Fahrenheit (80,000 degrees Celsius).

The researchers suspect that the galaxy is in the midst of a brief phase of intense star formation inside a cloud of dense gas that is producing a large number of massive, hot stars. The gas cloud is being hit with so many photons of light from the stars that it is shining extremely brightly.

In addition to its novelty, nebular gas outshining stars is intriguing because it is something predicted in the environments of the Universe's first generation of stars, which astronomers classify as Population III stars.

"We know that this galaxy does not have Population III stars, because the Webb data shows too much chemical complexity. However, its stars are different than what we are familiar with -- the exotic stars in this galaxy could be a guide for understanding how galaxies transitioned from primordial stars to the types of galaxies we already know," said Katz.

At this point, galaxy 9422 is one example of this phase of galaxy development, so there are still many questions to be answered. Are these conditions common in galaxies at this time period, or a rare occurrence? What more can they tell us about even earlier phases of galaxy evolution?

Cameron, Katz, and their research colleagues are now identifying more galaxies to add to this population to better understand what was happening in the Universe within the first billion years after the Big Bang.

"It's a very exciting time, to be able to use the Webb telescope to explore this time in the Universe that was once inaccessible," Cameron said.

"We are just at the beginning of new discoveries and understanding."
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World's oldest cheese reveals origins of kefir | ScienceDaily
For the first time, scientists successfully extracted and analyzed DNA from ancient cheese samples found alongside the Tarim Basin mummies in China, dating back approximately 3,600 years. The research, published September 25 in the Cell Press journal Cell, suggests a new origin for kefir cheese and sheds light on the evolution of probiotic bacteria.


						
"This is the oldest known cheese sample ever discovered in the world," says Qiaomei Fu, the paper's corresponding author at the Institute of Vertebrate Paleontology and Paleoanthropology, Chinese Academy of Sciences. "Food items like cheese are extremely difficult to preserve over thousands of years, making this a rare and valuable opportunity. Studying the ancient cheese in great detail can help us better understand our ancestors' diet and culture."

About two decades ago, a team of archeologists discovered mysterious white substances smeared on the heads and necks of several mummies found in the Xiaohe cemetery in Northwestern China's Tarim Basin. These mummies dated back to about 3,300 to 3,600 years ago, from the Bronze Age. At the time, scientists thought these substances might be a type of fermented dairy product, but they couldn't identify exactly what kind.

After more than a decade of advancements in ancient DNA analysis, a team led by Fu has unraveled the mystery.

The researchers successfully extracted mitochondrial DNA from samples found in three different tombs at the cemetery. They identified cow and goat DNA in the cheese samples. Interestingly, the ancient Xiaohe people used different types of animal milk in separated batches, a practice differing from the mixing of milk types common in Middle Eastern and Greek cheesemaking.

Most importantly, Fu and her colleagues managed to recover the DNA of microorganisms from the dairy samples and confirmed that the white substances were in fact kefir cheese. They discovered that the samples contained bacterial and fungal species, including Lactobacillus kefiranofaciens and Pichia kudriavzevii, both commonly found in present-day kefir grains.

Kefir grains are symbiotic cultures containing multiple species of probiotic bacteria and yeast, which ferment milk into kefir cheese, much like a sourdough starter.




Being able to sequence the bacterial genes in the ancient kefir cheese gave the team an opportunity to track how probiotic bacteria evolved over the past 3,600 years. Specifically, they compared the ancient Lactobacillus kefiranofaciens from the ancient kefir cheese with the modern-day species.

Today, there are two major groups of the Lactobacillus bacteria -- one originating Russia and another from Tibet. The Russian type is the most widely used globally, including in the US, Japan, and European countries, for making yogurt and cheese.

The team found that the Lactobacillus kefiranofaciens in the samples was more closely related to the Tibetan group, challenging a long-held belief that kefir originated solely in the North Caucasus mountain region of modern-day Russia.

"Our observation suggests kefir culture has been maintained in Northwestern China's Xinjiang region since the Bronze Age," Fu says.

The study also revealed how Lactobacillus kefiranofaciens exchanged genetic material with related strains, improving its genetic stability and milk fermentation capabilities over time. Compared with ancient Lactobacillus, modern-day bacteria are less likely to trigger an immune response in the human intestine. This suggests that the genetic exchanges also helped Lactobacillus become more adapted to human hosts over thousands of years of interaction.

"This is an unprecedented study, allowing us to observe how a bacterium evolved over the past 3,000 years. Moreover, by examining dairy products, we've gained a clearer picture of ancient human life and their interactions with the world," says Fu. "This is just the beginning, and with this technology, we hope to explore other previously unknown artifacts."
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Multilingual gossip in Elizabethan London | ScienceDaily
Stranger churches in early modern London had 'eyes everywhere' to hear, spread and dispel gossip in multiple languages, according to new research.


						
The Elizabethan era saw large numbers of migrants coming to England, many of whom were Protestants fleeing religious persecution and violence from countries that spoke French, Dutch, Flemish, Italian and Spanish.

Dr John Gallagher, Associate Professor of Early Modern History at the University of Leeds, has uncovered evidence that the state was monitoring gossip about them in multiple languages.

His findings are revealed in a new paper, Migrant Voices in Multilingual London, 1560-1600, which is published in Transactions of the Royal Historical Society.

Dr Gallagher, who recently won the Philip Leverhulme Prize for his work in this area, said: "England's history is much more multilingual than we might imagine, and even the state had to learn multiple languages in the Elizabethan area to have 'eyes everywhere' and maintain control.

"The average person would have come across multiple languages every day, and we can hear the voices of regular people because of the extensive records kept by churches at the time.

"Languages other than English could be heard in the streets and in the public spaces of the city, through the walls of homes and the doors of shops."

Stranger churches




Known at the time as 'strangers', migrants joined a mostly illiterate but multilingual community that valued the spoken word highly.

'Stranger churches' for migrant communities were formed with the first Dutch church in London in 1550. They provided services in French, Dutch and Italian, but church elders recognised that this privilege was precarious, and began to monitor scandal across languages to avoid bringing their communities into disrepute.

The archives of consistories -- the stranger churches' all-male governing bodies -- show that churches aimed to 'have eyes everywhere', as a minister of the French church in London wrote in 1561.

When suspicions arose over a child's parentage in the Dutch church, records showed the elders consulted a woman 'from overseas', an 'Englishman' and a woman present at the birth of the child to understand the extent of the rumours.

Consistories also made it their mission to do background checks on migrants at church who could have left behind a secret spouse and family at home.

England's 'third universitie'

But London's multilingual exchange wasn't just for the church, or the literate elites, as everyone would have encountered languages other than English in the street, or even at home.




Dr Gallagher's findings include the story of one bookseller, Thomas Harris, who stopped his French neighbour Jehan de Savoye in the street to ask him what had been said in a French-language row he'd overheard.

London's Royal Exchange, finished in 1568, was an important space where linguistic diversity helped news, gossip and slander spread through the city. The space was used for international and multilingual trade, but it was also a space where people had a ready audience for arrests, arguments and accusations in multiple languages.

A commentator described London at the time as England's 'third universitie', where you could learn Chaldean, Syriac and Arabic, as well as Polish, Persian and Russian.

Dr Gallagher added: "It wasn't necessary to speak or understand another language to be part of this multilingual urban culture: your rowing neighbours might switch languages to ensure the cause of the trouble was made clear, or the offender might show up on your doorstep in the presence of an elder of their church to explain and apologise."

These findings will form part of Dr Gallagher's upcoming book 'Strangers: Migration and Multilingualism in Early Modern London', supported by the Leverhulme Trust's Philip Leverhulme Prize.
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Lasers provide boon for manufacturing of ceremonial Thai umbrellas | ScienceDaily
Seen atop pagodas, inside Buddhist ordination halls, and in royal palaces, the tiered umbrella is one of Thailand's oldest and most sacred ornamental symbols. Constructing one of these ornate pieces, also called chatras, can take master artisans up to six months.


						
In the Journal of Laser Applications, from AIP Publishing, researchers have demonstrated a technique for constructing seven-tiered umbrellas using high-powered lasers, dramatically reducing the production time. Employing carbon dioxide lasers, they were able to fashion umbrellas from stainless steel in a matter of days while preserving their intricate beauty.

"At present, the craftsmen who make tiered umbrellas have become scarce," said author Pichet Limsuwan. "We hope to show a new way we can help conserve arts and culture in Thailand."

Use of chatras dates to the Dvaravati Kingdom, which ruled what is now modern Thailand 1,400 years ago. Royal chatras come in odd-numbered variations of five-, seven-, and nine-tiered umbrellas that correspond to princes, crown princes, and kings, respectively.

Limsuwan set to work a year ago to better understand the customs surrounding chatras and how they are made. His first months researching the umbrellas included poring over primary historical documents written in Thai and then synthesizing his research into a written history in English -- a type of research rare for physicists.

Adorned with ornately patterned brass and often featuring shades made of white silk trimmed with gold and precious gems, the conical chatras hang above sacred places, with each concentric tier wider than those above it.

"A new king will not be able to sit on the throne under the nine-tiered umbrella until the coronation rites are completed," Limsuwan said.




Lasers provide an array of advantages in manufacturing such finely detailed items, including narrow cuts, smooth edges, and the ability to tackle complex shapes.

Brass traditionally used for chatras, however, is highly reflective and poorly suited to laser cutting. As a workaround, the team used stainless steel. To achieve the characteristic golden color, they deposited titanium nitride onto the steel using electric arcs in vacuum chambers.

This approach cuts the six-month timeframe for making one umbrella into roughly 113 hours. While much of the process is automated, hand-drawn art can be easily incorporated by using common tools in laser manufacturing.

The group provides many of the technical details for anyone with the necessary equipment to make umbrellas on their own, ranging from vacuum and electricity settings to deposit titanium nitride to expected production times for each part.

"Thailand is a country with a lot of arts and culture," Limsuwan said. "Tiered umbrellas are just an example of Thailand's arts, culture, and religions. I think that the next projects will be related to other facets of Thailand's arts, culture, and religions."
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These tadpoles have discovered a unique way of not contaminating their water supply: Not pooping | ScienceDaily

Eiffinger's tree frogs rear their young in small, isolated water bodies, such as tree hollows and bamboo stumps, which provide a safe environment with few predators.

However, in these limited water spaces, the tadpoles face the challenge of waste management. Unlike other species that excrete toxic ammonia in their feces into larger water bodies where it is diluted and rendered harmless, the confined water environments of Eiffinger's tree frogs do not allow them this luxury. Excessive defecation causes ammonia to build up in the tiny water bodies, leading to toxicity and endangering their survival.

Bun Ito, a special research student, and Professor Yasukazu Okada at the Graduate School of Science, Nagoya University, focused on this peculiar aspect of the frog's life cycle and discovered that the tadpoles exhibit a remarkable strategy to managing their waste: they go for months without pooping.

To keep the water bodies clean, Eiffinger's tree frog tadpoles excrete significantly less ammonia than other frog species. Instead of releasing waste into their environment, the tadpoles store it in their intestines, accumulating high concentrations of ammonia within their bodies.

The frogs only begin to defecate once they transition from tadpoles to subadults. This delayed excretion suggests that nitrogen, which is ingested as part of their diet, is effectively retained within their body in the form of ammonia until it can be safely expelled outside their spawning site. This sanitation strategy mirrors the behavior of some bee and ant larvae, which similarly retain feces in their intestines to keep their nests clean.

To further understand these findings, the researchers conducted experiments to compare the ammonia tolerance of Eiffinger's tree frog tadpoles with that of other frog species, such as the Japanese tree frog, by raising them in ammonium chloride solutions with varying concentrations.




They found that Eiffinger's tree frog tadpoles could survive in much higher concentrations of ammonia than other species, showing a heightened resistance to this toxin. However, even their tolerance had limits, as the tadpoles succumbed under extremely high ammonia concentrations.

These findings highlight a dual adaptation strategy in Eiffinger's tree frog tadpoles: reducing the amount of ammonia they release into their environment and developing a high tolerance to the ammonia they do encounter. This combination allows them to thrive in the small, confined water areas where they develop.

The study sheds light on how Eiffinger's tree frogs have adapted to their restricted habitats, employing unusual biological mechanisms to manage waste and ensure the survival of their offspring. The research team's findings offer valuable insights into the unique survival strategies of organisms living in specialized environments.

Ito believes that the research has important conservation implications: "The discovery of frogs that have successfully adapted to the unique environment of small water holes reveals a more complex ecosystem within these tiny habitats than we initially imagined," he said. "Protecting biodiversity necessitates the preservation of these microhabitats."
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Astronomers catch a glimpse of a uniquely inflated and asymmetric exoplanet | ScienceDaily
Astronomers from the University of Arizona, along with an international group of researchers, observed the atmosphere of a hot and uniquely inflated exoplanet using NASA's James Webb Space Telescope. The exoplanet, which is the size of Jupiter but only a tenth of its mass, is found to have east-west asymmetry in its atmosphere, meaning that there is a significant difference between the two edges of its atmosphere.


						
The findings are published in the journal Nature Astronomy. 

"This is the first time the east-west asymmetry of any exoplanet has ever been observed as it transits its star, from space," said lead study author Matthew Murphy, a graduate student at the U of A Steward Observatory. A transit is when a planet passes in front of its star -- like the moon does during a solar eclipse.

"I think observations made from space have a lot of different advantages versus observations that are made from the ground," Murphy said.

East-west asymmetry of an exoplanet refers to differences in atmospheric characteristics, such as temperature or cloud properties, observed between the eastern and western hemispheres of the planet. Determining whether this asymmetry exists or not is crucial for understanding the climate, atmospheric dynamics and weather patterns of exoplanets -- planets that exist beyond our solar system.

The exoplanet WASP-107b is tidally locked to its star. That means that the exoplanet always shows the same face to the star it is orbiting. One hemisphere of the tidally locked exoplanet perpetually faces the star it orbits, while the other hemisphere always faces away, resulting in a permanent day side and a permanent night side of the exoplanet.

Murphy and his team used the transmission spectroscopy technique with the James Webb Space Telescope. This is the primary tool that astronomers use to gain insights into what makes up the atmospheres of other planets, Murphy said. The telescope took a series of snapshots as the planet passed in front of its host star, encoding information about the planet's atmosphere. Taking advantage of new techniques and the unprecedented precision of the James Webb Space Telescope, the researchers were able to separate the signals of the atmosphere's eastern and western sides and get a more focused look at specific processes happening in the exoplanet's atmosphere.




"These snapshots tell us a lot about the gases in the exoplanet's atmosphere, the clouds, structure of the atmosphere, the chemistry and how everything changes when receiving different amounts of sunlight," Murphy said.

The exoplanet WASP-107b is unique in that it has a very low density and relatively low gravity, resulting in an atmosphere that is more inflated than other exoplanets of its mass would be.

"We don't have anything like it in our own solar system. It is unique, even among the exoplanet population," Murphy said.

WASP-107b is roughly 890 degrees Fahrenheit -- a temperature that is intermediate between the planets of our solar system and the hottest exoplanets known.

"Traditionally, our observing techniques don't work as well for these intermediate planets, so there's been a lot of exciting open questions that we can finally start to answer," Murphy said. "For example, some of our models told us that a planet like WASP-107b shouldn't have this asymmetry at all -- so we're already learning something new."

Researchers have been looking at exoplanets for almost two decades, and many observations from both the ground and space have helped astronomers guess what the atmosphere of exoplanets would look like, said Thomas Beatty, study co-author and an assistant professor of astronomy at the University of Wisconsin-Madison.

"But this is really the first time that we've seen these types of asymmetries directly in the form of transmission spectroscopy from space, which is the primary way in which we understand what exoplanet atmospheres are made of -- it's actually amazing," Beatty said.

Murphy and his team have been working on the observational data they have gathered and are planning to take a much more detailed look at what's going on with the exoplanet, including additional observations, to understand what drives this asymmetry.

"For almost all exoplanets, we can't even look at them directly, let alone be able to know what's going on one side versus the other," Murphy said. "For the first time, we're able to take a much more localized view of what's going on in an exoplanet's atmosphere."
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Early-universe quasar neighborhoods are indeed cluttered | ScienceDaily
Quasars are the most luminous objects in the Universe and are powered by material accreting onto supermassive black holes at the centers of galaxies. Studies have shown that early-Universe quasars have black holes so massive that they must have been swallowing gas at very high rates, leading most astronomers to believe that these quasars formed in some of the densest environments in the Universe where gas was most available. However, observational measurements seeking to confirm this conclusion have thus far yielded conflicting results. Now, a new study using the Dark Energy Camera (DECam) points the way to both an explanation for these disparate observations and also a logical framework to connect observation with theory.


						
DECam was fabricated by the Department of Energy and is mounted on the U.S. National Science Foundation Victor M. Blanco 4-meter Telescope at Cerro Tololo Inter-American Observatory in Chile, a Program of NSF NOIRLab.

The study was led by Trystan Lambert, who completed this work as a PhD student at Diego Portales University's Institute of Astrophysical Studies in Chile [1] and is now a postdoc at the University of Western Australia node at the International Centre for Radio Astronomy Research (ICRAR). Utilizing DECam's massive field of view, the team conducted the largest on-sky area search ever around an early-Universe quasar in an effort to measure the density of its environment by counting the number of surrounding companion galaxies.

For their investigation, the team needed a quasar with a well-defined distance. Luckily, quasar VIK 2348-3054 has a known distance, determined by previous observations with the Atacama Large Millimeter/submillimeter Array (ALMA), and DECam's three-square-degree field of view provided an expansive look at its cosmic neighborhood. Serendipitously, DECam is also equipped with a narrowband filter perfectly matched for detecting its companion galaxies. "This quasar study really was the perfect storm," says Lambert. "We had a quasar with a well-known distance, and DECam on the Blanco telescope offered the massive field of view and exact filter that we needed."

DECam's specialized filter allowed the team to count the number of companion galaxies around the quasar by detecting a very specific type of light they emit, known as Lyman-alpha radiation. Lyman alpha radiation is a specific energy signature of hydrogen, produced when it is ionized and then recombined during the process of star formation. Lyman-alpha emitters are typically younger, smaller galaxies, and their Lyman-alpha emission can be used as a way to reliably measure their distances. Distance measurements for multiple Lyman-alpha emitters can then be used to construct a 3D map of a quasar's neighborhood.

After systematically mapping the region of space around quasar VIK J2348-3054, Lambert and his team found 38 companion galaxies in the wider environment around the quasar -- out to a distance of 60 million light-years -- which is consistent with what is expected for quasars residing in dense regions. However, they were surprised to find that within 15 million light-years of the quasar, there were no companions at all.

This finding illuminates the reality of past studies aimed at classifying early-Universe quasar environments and proposes a possible explanation for why they have turned out conflicting results. No other survey of this kind has used a search area as large as the one provided by DECam, so to smaller-area searches a quasar's environment can appear deceptively empty.




"DECam's extremely wide view is necessary for studying quasar neighborhoods thoroughly. You really have to open up to a larger area," says Lambert. "This suggests a reasonable explanation as to why previous observations are in conflict with one another."

The team also suggests an explanation for the lack of companion galaxies in the immediate vicinity of the quasar. They postulate that the intensity of the radiation from the quasar may be large enough to affect, or potentially stop, the formation of stars in these galaxies, making them invisible to our observations.

"Some quasars are not quiet neighbors," says Lambert. "Stars in galaxies form from gas that is cold enough to collapse under its own gravity. Luminous quasars can potentially be so bright as to illuminate this gas in nearby galaxies and heat it up, preventing this collapse."

Lambert's team is currently following up with additional observations to obtain spectra and confirm star formation suppression. They also plan to observe other quasars to build a more robust sample size.

"These findings show the value of the National Science Foundation's productive partnership with the Department of Energy," says Chris Davis, NSF program director for NSF NOIRLab. "We expect that productivity will be amplified enormously with the upcoming NSF-DOE Vera C. Rubin Observatory, a next-generation facility that will reveal even more about the early Universe and these remarkable objects."

Notes

[1] This study was made possible through a collaboration between researchers at Diego Portales University and the Max Planck Institute of Astronomy. A portion of this work was funded through a grant by Chile's National Research and Development Agency (ANID) for collaborations with the Max Planck Institutes.
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All-night lights change the behavior of fish, even into the next generation | ScienceDaily
Scientists have shown that light pollution -- especially light in the blue spectrum -- can alter the behavior of fish after only a few nights, and have knock-on effects for their offspring. The team studied how female zebrafish responded after being exposed to artificial light at night, known as ALAN, which is considered to be the main source of the world's light pollution. Fish were exposed to varying wavelengths of ALAN over nine nights, which caused them to swim less, stick closer together, and spend more time near the wall of the aquarium. These anxiety-like behaviors were seen in fish under all wavelengths of light, but short wavelength light in the blue spectrum caused the fastest and strongest changes. The results further reveal that light pollution can have long-lasting effects: offspring born from light-exposed mothers swam less despite never being exposed themselves. The study was led by scientists from the Institute of Hydrobiology Chinese Academy of Sciences and the Max Planck Institute of Animal Behavior (MPI-AB).


						
Artificial light at night (ALAN) pollutes the environment by adding luminescence to places that would otherwise be dark at nighttime. ALAN exists outdoors through the lights that brighten streets, buildings, and industrial areas all night; and ALAN exists indoors through the devices that hold our attention into the evening. ALAN is known to impact most organisms by disrupting the natural rhythms of biological processes, which are coordinated by cycles of light and dark.

"Sleep is one of the main processes of animals that is disrupted by ALAN, so we were curious to know what that means for their ability to navigate their lives. In other words, what does it mean for their behavior?" says Wei Wei Li, the study's first author who did the work as a doctoral student in MPI-AB.

"The light levels that we used in our study matched what is already shining into the homes of animals at night through the many sources we place outdoors. And we found extremely strong and clear negative effects on the behavior of fish and their offspring after only a few bright nights."

The dangers of blue light

Because the negative effects of ALAN are known to occur in humans from exposure to light in the blue spectrum, the team wanted to know if different wavelengths also affected the behavior of fish differently. They exposed female zebrafish to all-night light at 10 light regimes: nine separate wavelengths across the visible spectrum as well as white light. Lights were set at 20 lux, approximately the intensity of streetlights seen at a distance, and what animals would be exposed to in outdoor environments.

They found that after eight nights of exposure, all wavelengths caused fish to swim less, stick closer together, and spend more time near the wall of the aquarium, a behavior known as "thigmotaxis" or wall-hugging, which is an indicator of animal anxiety. However, the effect of blue light could be seen sooner, after only five days of ALAN exposure, with light at 470 nm having the strongest effect of all. "This is consistent with what is known in humans, that exposure to the blue light of our electronic displays has the biggest effect on our sleep and possibly other physiological cycles," says co-author Aneesh Bose, who did the work while at MPI-AB.




The study did not set out to uncover a mechanism, but the authors speculate that sleep deprivation could be what underlies the patterns in their data. Their finding that behavioral changes revealed themselves after five or eight nights of ALAN exposure, rather than immediately, could be explained by lack of sleep. "The fish could pull a few all-nighters, but after too many nights of disrupted sleep it eventually caught up to them," explains Bose, who is now a researcher at Swedish University of Agricultural Sciences.

Long-lasting changes

The study also revealed that the impacts of light pollution did not end in the individual, but were passed down to offspring. After exposure to ALAN, the study's female zebrafish were allowed to breed and the team raised their offspring under natural light conditions. After 15 days the researchers tested the swimming behaviors of larvae using specialized automated tracking software designed to quantify activity levels of the tiny fish. Offspring of exposed mothers showed decreased daytime movement despite themselves never being exposed to lights at night.

"We found that light pollution disrupted the natural behavior of fish, and this disruption may have fitness and performance consequences," says Ming Duan, the study's final author from the Institute of Hydrobiology Chinese Academy of Sciences.

To mitigate these consequences of ALAN on wild animals, the authors say that special attention needs to be paid to what light is emitted by human sources. Adds Duan: "Many of the places we light up at night are close to animal habitats. The best thing we can do is to minimize the use of blue wavelength light sources where animals are trying to sleep."
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Human urine could be used as eco-friendly crop fertilizer | ScienceDaily
Bacterial communities in soil are as resilient to human urine as synthetic fertilisers -- making recycling the bodily fluid as a fertiliser for agricultural crops a viable proposition, according to a new study.


						
Scientists discovered that, even when applied in high doses, one-year stored urine had little impact on soil bacterial communities and produced minimal change in soil pH and salinity.

However, the researchers did discover that urine fertilization increased the relative amounts of nitrifying and denitrifying groups compared to synthetic fertiliser -- implying that more nitrogen oxides could be emitted when fertilising with urine.

Publishing their findings in Applied Soil Ecology, the team of researchers from University of Birmingham and L'Institut Agro Montpellier, France, call for further studies on the long-term effects of urine fertilisation -- particularly regarding nitrogen oxide production and soil salinity.

Co-author Manon Rumeau, from the University of Birmingham, commented: "Our research highlights the potential of recycling human urine to enhance agricultural sustainability, reduce wastewater pollution, and decrease reliance on synthetic fertilisers. Stored urine can be safely applied to a plant-soil system without negatively impacting the soil microbiome."

Fresh urine is composed of 95 % water with the remaining 5% made up of amino compounds, such as urea or creatinine, organic anions and inorganic salts making it a source of bioavailable nutrients and micronutrients for plant growth.

There has been great interest in re-using human urine as a crop fertiliser, but -- until the publication of this study -- more understanding was required on how urine can affect soil functions and microbial communities.

Scientists fertilised a spinach crop with two different doses of a source-separated and stored human urine -comparing these with a synthetic fertiliser treatment and a water treatment without fertilisation, conducted across four soil tanks in greenhouse conditions.

After 12 months of storage, urine had a depleted microbiome but contained few common strains of urine. Thud storing urine for several months, with the resulting increase in its pH value (about 9 rather than 6.5 for fresh urine) and its free ammonia concentration is considered sufficient to inactivate most human pathogenic bacteria and break down extracellular DNA. Soil bacterial communities were resistant to urine fertilization with only 3% of groups of organisms impacted. The urine's high salt concentration had little discernible effect on the bacterial community.
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What role does a tailwind play in cycling's 'Everesting'? | ScienceDaily
Within the cycling realm, "to Everest" involves riding up and down the same mountain until your ascents total the elevation of Mt. Everest -- 8,848 meters.


						
After a new cycling "Everesting" record was set a few years ago, a debate ensued on social media about the strong tailwind the cyclist had on climbs -- 5.5 meters per second (20 kilometers per hour or 12 miles per hour) -- when he set the record. To what extent did the tailwind help him? Should limits be set on the allowed windspeed?

Martin Bier, a physics professor at East Carolina University in North Carolina, became intrigued by this debate and decided to explore the physics, and a little project ensued. In the American Journal of Physics, from AIP Publishing, he shares his finding that, ultimately, the wind turns out to be of negligible consequence.

First, a little background: From a physics perspective, cycling is easier to comprehend than running. "In running, the motion of the legs is repeatedly accelerated and decelerated, and the runner's center of mass moves up and down," said Bier. "Cycling uses 'rolling,' which is much smoother and faster, and more efficient -- all of the work is purely against gravity and friction."

But there's something odd about air resistance. The force of air friction you fight goes up with the square of your speed. If air resistance is the main thing limiting your speed -- which is true for a cyclist on flat ground or going downhill -- then to double your speed, you need four times the force. Tripling your speed requires nine times as much force. But, on the other hand, when cycling uphill, your speed is much slower, so air resistance isn't a big factor.

"When you're riding up a hill and fighting gravity, doubling your power input means doubling your speed. In bike races, attacks occur on climbs because it's where your extra effort gets you a bigger gap."

On a solo Everesting effort, calculations are straightforward. A rider isn't getting an aerodynamic draft from another rider ahead of them. The inputs are simply watts, gravity, and resistance.




"Naively, you may think that a strong tailwind can compensate for an uphill slope," said Bier. "You then ride up the hill as if it's a flat road, and on the way down the headwind and downward slope balance out and again give you the feel of a flat road. But it doesn't work -- the square I mentioned earlier wreaks havoc!"

His work shows the tailwind may help a little on the climb, but most of the work on the way up is the fight against gravity. The subsequent descent is fast and lasts a much shorter time, while the headwind there actually has a huge effect. And the speed on a descent is high -- about 80 kph (49.7 mph).

"Air resistance goes with the square of the speed, which leads to the headwind on the descent and causes a big reduction in speed," Bier said. "The wind boost on the ascent is canceled out."

The obvious implication of Bier's work is there's no point in waiting for the ideal wind if you want to improve your Everesting time. "There are no easy tricks," he said. "If you want to be a better Everester, you need to lose weight and generate more watts (exercise). This is what matters -- there's no way around it."
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New testing system using Janus particles rapidly and accurately detects COVID-19 | ScienceDaily
The importance of testing for diseases was thrust into the limelight during the COVID-19 pandemic. Many of us have undergone a PCR (Polymerase Chain Reaction) or ELISA (Enzyme-Linked Immunosorbent Assay) test within the past four years.


						
Yet these forms of testing are far from perfect. They require large sample volumes, involve complex procedures, and even pose a risk of exposing the tester to the virus.

Now, a group of researchers has developed a new quantitative testing system called the "Express Biochecker," which provides a simple, rapid, and low-cost method for detecting the coronavirus N protein. This new system, which incorporates advanced microfluidic technology, is not limited to the coronavirus; it is expected to be applied to other viral illnesses such as influenza and hepatitis in the future.

"Our novel immunoassay system is based on Janus particles, which, much like the Roman god they are named after, possess two 'faces' or sides," says Hiroshi Yabu, Principal Investigator and Deputy Director of the Open Innovation Center of Hydrogen Science for Green Transformation at Tohoku University's Advanced Institute for Materials Research (WPI-AIMR). "One side is coated with a fluorescent dye, and the other with magnetic particles and antibodies." These particles are engineered to bind specifically to target antigens, such as viral proteins, and can be used in conjunction with antibody-immobilized microfluidic devices for highly precise measurements.

"The strength of this system lies in its versatility," added Eiichi Kodama, a professor at the International Research Institute of Disaster Science at Tohoku University. "Not only can it be used for viral detection in other diseases, but it also has the potential to be adapted for measuring other biomarkers related to various conditions. This could open new avenues for medical diagnostics."

The next phase of research will focus on expanding the system's applications to include the detection of other disease markers.

Details of the findings were published in the journal Langmuir on August 15, 2024. Also included in the research team was Professor Kentaro Totsu of the Micro System Integration Center, and Haplo Pharma Inc. (headquartered in Sendai, led by President Yoshihiro Otaki), which develops diagnostic devices for medical and healthcare applications.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240920112658.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Volcanoes may help reveal interior heat on Jupiter moon | ScienceDaily
By staring into the hellish landscape of Jupiter's moon Io -- the most volcanically active location in the solar system -- Cornell University astronomers have been able to study a fundamental process in planetary formation and evolution: tidal heating.


						
"Tidal heating plays an important role in the heating and orbital evolution of celestial bodies," said Alex Hayes, professor of astronomy. "It provides the warmth necessary to form and sustain subsurface oceans in the moons around giant planets like Jupiter and Saturn."

"Studying the inhospitable landscape of Io's volcanoes actually inspires science to look for life," said lead author Madeline Pettine, a doctoral student in astronomy.

By examining flyby data from the NASA spacecraft Juno, the astronomers found that Io has active volcanoes at its poles that may help to regulate tidal heating -- which causes friction -- in its magma interior.

The research published in Geophysical Research Letters.

"The gravity from Jupiter is incredibly strong," Pettine said. "Considering the gravitational interactions with the large planet's other moons, Io ends up getting bullied, constantly stretched and scrunched up. With that tidal deformation, it creates a lot of internal heat within the moon."

Pettine found a surprising number of active volcanoes at Io's poles, as opposed to the more-common equatorial regions. The interior liquid water oceans in the icy moons may be kept liquefied by tidal heating, Pettine said.

In the north, a cluster of four volcanoes -- Asis, Zal, Tonatiuh, one unnamed and an independent one named Loki -- were highly active and persistent with a long history of space mission and ground-based observations. A southern group, the volcanoes Kanehekili, Uta and Laki-Oi demonstrated strong activity.

The long-lived quartet of northern volcanoes concurrently became bright and seemed to respond to one another. "They all got bright and then dim at a comparable pace," Pettine said. "It's interesting to see volcanoes and seeing how they respond to each other.

This research was funded by NASA's New Frontiers Data Analysis Program and by the New York Space Grant.
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Breakthrough study predicts catastrophic river shifts that threaten millions worldwide | ScienceDaily
Indiana University researchers have uncovered key insights into the dangerous phenomenon of "river avulsion," offering a way to predict when and where rivers may suddenly and dramatically change course. Published in Nature, this breakthrough study sheds light on a process that has shaped human history through devastating floods and continues to threaten millions of people worldwide.


						
Led by James "Jake" Gearon, a Ph.D. candidate in the Department of Earth and Atmospheric Sciences (EAS) within the College of Arts and Sciences at Indiana University Bloomington, the research team has outlined for the first time the conditions that create river avulsions. Co-authors include Harrison Martin (Ph.D. EAS '23), a post-doctoral fellow now at CalTech, Clarke DeLisle (Ph.D. EAS '23) now at EVS, Inc, Eric Barefoot, a post-doctoral researcher at IU Bloomington and now a faculty member at UC-Riverside, and Professor Douglas Edmonds, the Malcolm and Sylvia Boyce Chair in Geological Sciences in the Earth and Atmospheric Sciences department.

Using advanced satellite technology, the team mapped how certain landscape features make avulsions more likely. "Measuring topography around a river is difficult and time-consuming because of the dense vegetation," said Gearon. "We took advantage of a new satellite that uses lasers to measure topography." This technology, called lidar, penetrates vegetation to find bare-earth elevations, allowing for accurate topographical measurements.

The study presents a novel framework for predicting when avulsions will occur, a problem humanity has dealt with for millennia. "Avulsions which are possibly the inspirations for ancient flood myths, have created the largest floods in human history, and continue to threaten millions of people today," explained Edmonds. "As climate change alters global water cycles and human expansion into flood-prone areas increases, understanding and predicting avulsions has never been more critical."

What Causes River Avulsions?

Avulsions occur when a river's water rises above the surrounding landscape, often due to the buildup of sediment in the riverbed. When this happens, the river may spill over its banks and carve a new path across the floodplain. This can lead to severe flooding, as the entire river rushes through areas not typically designed to handle such volume. For example, the 2008 avulsion of the Kosi River in Northern India directly affected over 30 million residents, killed hundreds of people, and caused over $1 billion dollars in damage.

Traditionally, scientists believed avulsions happened due to two main factors: either the riverbed became elevated above the floodplain, or the land on either side of the river offered a steeper, more appealing path for the water to follow. "We can now actually test these two 80-year-old ideas with the topography data we have collected from space" said Edmonds, "and we were surprised to find that both factors work together and play different roles depending on the river's location."

Predicting avulsion hazards -- A new way to map flood risks




Researchers analyzed data from 174 river avulsions around the world, using satellite imagery to track river movements over the past several decades. The study authors reveal that avulsions are much more common near mountain ranges and coastal areas than in the middle sections of rivers. They discovered that 74 percent of these avulsions occurred near mountain fronts or coastlines, areas where sediment tends to build up quickly.

Further, using topographic data, the researchers developed a new model to map what they term "avulsion corridors" -- paths that rivers might take if they break from their current course. This tool could help governments and planners identify areas at high risk for sudden flooding, especially in regions with limited flood management resources.

The study also highlights the importance of considering avulsions in flood hazard assessments, something that current flood models don't usually account for. "Traditional flood models focus on rising water levels from heavy rains, but avulsions can occur without warning, even in areas where rainfall isn't a major concern. This makes them particularly dangerous and difficult to predict, much like earthquakes" said Gearon.

Implications for the Global South

The findings could be especially valuable in the Global South -- less developed parts of Africa, Latin America, and Asia -- where avulsions are more frequent and often more deadly. In many of these regions, a combination of geological factors and infrastructure challenges makes communities more vulnerable to sudden river changes. The 2010 avulsion-related flooding on the Indus River in Pakistan, for example, affected over 20 million people.

The new model, which relies on minimal data, could help countries prepare for avulsion-related disasters, potentially saving lives and reducing economic damage. By offering scientists, policy makers, and practitioners a new way to think about and plan for flood risks -- and as climate change continues to reshape weather patterns and increase flood hazards worldwide -- the study provides essential tools for understanding and mitigating the dangers posed by river avulsions.
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Engineers 3D print sturdy glass bricks for building structures | ScienceDaily
What if construction materials could be put together and taken apart as easily as LEGO bricks? Such reconfigurable masonry would be disassembled at the end of a building's lifetime and reassembled into a new structure, in a sustainable cycle that could supply generations of buildings using the same physical building blocks.


						
That's the idea behind circular construction, which aims to reuse and repurpose a building's materials whenever possible, to minimize the manufacturing of new materials and reduce the construction industry's "embodied carbon," which refers to the greenhouse gas emissions associated with every process throughout a building's construction, from manufacturing to demolition.

Now MIT engineers, motivated by circular construction's eco potential, are developing a new kind of reconfigurable masonry made from 3D-printed, recycled glass. Using a custom 3D glass printing technology provided by MIT spinoff Evenline, the team has made strong, multilayered glass bricks, each in the shape of a figure eight, that are designed to interlock, much like LEGO bricks.

In mechanical testing, a single glass brick withstood pressures similar to that of a concrete block. As a structural demonstration, the researchers constructed a wall of interlocking glass bricks. They envision that 3D-printable glass masonry could be reused many times over as recyclable bricks for building facades and internal walls.

"Glass is a highly recyclable material," says Kaitlyn Becker, assistant professor of mechanical engineering at MIT. "We're taking glass and turning it into masonry that, at the end of a structure's life, can be disassembled and reassembled into a new structure, or can be stuck back into the printer and turned into a completely different shape. All this builds into our idea of a sustainable, circular building material."

"Glass as a structural material kind of breaks people's brains a little bit," says Michael Stern, a former MIT graduate student and researcher in both MIT's Media Lab and Lincoln Laboratory, who is also founder and director of Evenline. "We're showing this is an opportunity to push the limits of what's been done in architecture."

Becker and Stern, with their colleagues, detail their glass brick design in a study appearing in the journal Glass Structures and Engineering. Their MIT co-authors include lead author Daniel Massimino and Charlotte Folinus, along with Ethan Townsend at Evenline.




Lock step

The inspiration for the new circular masonry design arose partly in MIT's Glass Lab, where Becker and Stern, then undergraduate students, first learned the art and science of blowing glass.

"I found the material fascinating," says Stern, who later designed a 3D printer capable of printing molten recycled glass -- a project he took on while studying in the mechanical engineering department. "I started thinking of how glass printing can find its place and do interesting things, construction being one possible route."

Meanwhile, Becker, who accepted a faculty position at MIT, began exploring the intersection of manufacturing and design, and ways to develop new processes that enable innovative designs.

"I get excited about expanding design and manfucaturing spaces for challenging materials with interesting characteristics, like glass and its optical properties and recyclability," Becker says. "As long as it's not contaminated, you can recycle glass almost infinitely."

She and Stern teamed up to see whether and how 3D-printable glass could be made into a structural masonry unit as sturdy and stackable as traditional bricks. For their new study, the team used the Glass 3D Printer 3 (G3DP3), the latest version of Evenline's glass printer, which pairs with a furnace to melt crushed glass bottles into a molten, printable form that the printer then deposits in layered patterns.




The team printed prototype glass bricks using soda-lime glass that is typically used in a glassblowing studio. They incorporated two round pegs onto each printed brick, similar to the studs on a LEGO brick. Like the toy blocks, the pegs enable bricks to interlock and assemble into larger structures. Another material placed between the bricks prevent scratches or cracks between glass surfaces but can be removed if a brick structure were to be dismantled and recycled, also allowing bricks to be remelted in the printer and formed into new shapes. The team decided to make the blocks into a figure-eight shape.

"With the figure-eight shape, we can constrain the bricks while also assembling them into walls that have some curvature," Massimino says.

Stepping stones

The team printed glass bricks and tested their mechanical strength in an industrial hydraulic press that squeezed the bricks until they began to fracture. The researchers found that the strongest bricks were able to hold up to pressures that are comparable to what concrete blocks can withstand. Those strongest bricks were made mostly from printed glass, with a separately manufactured interlocking feature that attached to the bottom of the brick. These results suggest that most of a masonry brick could be made from printed glass, with an interlocking feature that could be printed, cast, or separately manufactured from a different material.

"Glass is a complicated material to work with," Becker says. "The interlocking elements, made from a different material, showed the most promise at this stage."

The group is looking into whether more of a brick's interlocking feature could be made from printed glass, but doesn't see this as a dealbreaker in moving forward to scale up the design. To demonstrate glass masonry's potential, they constructed a curved wall of interlocking glass bricks. Next, they aim to build progressively bigger, self-supporting glass structures.

"We have more understanding of what the material's limits are, and how to scale," Stern says. "We're thinking of stepping stones to buildings, and want to start with something like a pavilion -- a temporary structure that humans can interact with, and that you could then reconfigure into a second design. And you could imagine that these blocks could go through a lot of lives."

This research was supported, in part, by the Bose Research Grant Program and MIT's Research Support Committee.
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