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Going Back to the Moon, Researching Chickadee Hybrids and Understanding Addiction

This month's issue covers the reasons it's so hard to go back to the moon, the science of empathy and new advances in treating sickle cell disease

By Laura Helmuth
[image: Cover of the October 2024 issue of Scientific American against an orange background] Scientific American, October 2024

There's something special about chickadees. They're curious (they'll come investigate if you make a pish-pish-pish sound), they're smart (they stash seeds to eat over the winter), and they're so stinking cute. I appreciate a bird that tells you what it is: Whip-poor-will! Bob-white! Chick-a-dee-dee-dee! And there's a lot of hidden drama in chickadees' world, as author Rebecca Heisman relates.
Multiple species of chickadees live in North America, and it can be tough to tell them apart. To complicate matters, they don't always make much of a distinction: Carolina Chickadees and Black-capped Chickadees regularly mate in the East, as do Black-caps and Mountain Chickadees in the West. (I hope this is some comfort to anybody who has struggled to identify a chickadee's species using a field guide.) Research on hybrid chickadees is revealing how species maintain their boundaries, how birds are specialized for their habitats, and how reckless pairings can occur when a new species moves into another's territory.
Our cover story this month started with what seemed like a simple question: Why is it so hard to get back to the moon? I mean, obviously rocket science is rocket science--complex, dangerous, pitiless. But we figured it out more than 50 years ago, which is eons ago in computer years. Scientific American contributing editor Sarah Scoles explores the surprising technological and social reasons that the Artemis II flight, scheduled to lift off next year (but don't mark your calendar), seems so much more challenging than the Apollo missions.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Empathy is a complex skill that can improve with training--and researchers have experimented with many different types of training. Regardless of the age of participants or the different backgrounds and experiences that separate them, some patterns come through: listening and being listened to improve empathy, as do perspective taking and practice. But what really matters is motivation because empathy can be cognitively and emotionally exhausting. Supporting empathy as a social norm can make it easier and more rewarding to understand other people. Science writer Elizabeth Svoboda covers the latest science on empathy here.
The opioid overdose epidemic has been one of the most horrific and deadly disasters of the century. The death rate seems to be coming down after what we hope was the peak, during the COVID pandemic. We desperately need better and more treatments for people with addiction, and author Maia Szalavitz describes the evidence supporting a new approach. People who have experienced childhood trauma are at greater risk of addiction, and treating the trauma can be the most robust way to prevent or manage addiction.
Learning about sickle cell disease is a great way to understand the history of modern medicine, with all its triumphs and failures. It was the first disease to be understood at the molecular and genetic levels. It shaped our understanding of how evolution can influence disease. And it starkly shows how systemic bias and exclusion can impair research and health care and harm people. Finally, new treatments can now cure sickle cell disease.
Our Innovations In special report on sickle cell disease, shares perspectives from patients, advocates, clinicians and scientists. It describes the newly available therapies and others in development, featuring a great series of graphics that show ingenious techniques for restoring healthy blood cells. Research on sickle cell is generating valuable insights on chronic and acute pain. And the package demonstrates that making science more inclusive and just can lead to better lives for all.

Laura Helmuth is editor in chief of Scientific American. She previously worked as an editor for the Washington Post, National Geographic, Slate, Smithsonian and Science. She is a former president of the National Association of Science Writers. She is currently a member of the National Academies of Sciences, Engineering, and Medicine's standing committee on advancing science communication and an advisory board member for SciLine and The Transmitter. She has a Ph.D. in cognitive neuroscience from the University of California, Berkeley. She recently won a Friend of Darwin Award from the National Center for Science Education. Follow her on Bluesky @laurahelmuth.bsky.social
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Contributors to Scientific American's October 2024 Issue

Writers, artists, photographers and researchers share the stories behind the stories

By Allison Parshall
[image: A portrait of a man outside.]Jer Thorp. John Thorp

Jer Thorp
Fate of the Hybrid Chickadees
During the first web boom, Jer Thorp got a job writing code--something he didn't really know how to do. He practiced by making art with software programs and in the process developed a passion for turning numbers into engaging visualizations. As a data artist, Thorp enjoys bringing information off the page or screen and into people's lives by creating physical sculptures and installations, ones that capture immigration statistics or melting glaciers.
Recently, though, Thorp's art has been all about birds. Like many people, he became an avid birder during the COVID lockdown. Even living in Brooklyn, N.Y., "there's not really a moment where you cannot find a bird," he says. For this issue's feature story about hybrid chickadees by writer Rebecca Heisman, Thorp mapped the hybrids' shifting range. He sees these two loves--of birding and of data--as fundamentally linked; he now teaches a course on them and is writing a book called We Were Out Counting Birds. "Birders are fundamentally data collectors," he says. Even those who don't add their observations to community science repositories are still keen observers of behavioral data. Birding, he says, "helps you learn how to notice" the natural world.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Elizabeth Svoboda
The Empathy Incentive
Over the course of her career as a science journalist, Elizabeth Svoboda has grappled with a big question: "Why," she says, "do we follow our best instincts in some situations and follow our worst instincts in others?" Svoboda explored this question in 2013 in her first book, What Makes a Hero?, which is about why some people readily make sacrifices for others. And for her feature story in this month's issue, she dug into the science of empathy. As an idea, empathy "sounds great," she says, but it can be difficult to put into practice, especially when engaging with people who disagree with you in fundamental ways. "My instinct is just to get defensive and anchored in my view--just defending it at all costs," Svoboda says. She wanted to know: "Are there ways to not just teach empathy but motivate it?"
In reporting the story, she found her answer: people are inclined toward empathy when they're surrounded by an empathetic community. She traveled from her home in the California Bay Area to an elementary school in Los Angeles where parents and teachers are participating in a program to intentionally foster empathy. "It's a living experiment," she says--one that felt very different from her more Lord of the Flies-style experience of elementary school decades ago. "The environment is changing, and that really gives me a lot of hope."
Roxanne Scott 
Living with Sickle Cell Disease
Roxanne Scott was a social worker in her first career and a teacher in her second. She taught in Costa Rica, Mexico and China. Inspired by the African diaspora that she encountered in each country, she started a travel blog about the global Black experience, which inspired her third and current career as a journalist.
Scott lived in Ghana for a year during her transition to journalism, and because of frequent power blackouts, she consumed news mostly by radio. That's how she became a radio reporter focused on how climate change impacts immigrant communities. In 2021 Scott moved to Queens, N.Y., right before Hurricane Ida caused deadly flooding in New York City that especially affected marginalized groups. She has since immersed herself in reporting on ongoing flooding in these neighborhoods.
For this special report, Scott asked people whose lives have been upended by sickle cell disease to tell their stories in their own words. Gathering first-person perspectives "was right up my alley as a radio reporter," she says, and is especially important for understanding what it is like to live with the condition, which causes excruciating pain that is often overlooked because of systemic racism. Those who shared their stories "were open books," Scott says. "I think they really wanted their voices heard."
Kenn Brown and Chris Wren 
Back to the Moon
In the 1990s Kenn Brown and Chris Wren met while working at an animation studio in Vancouver. They were both in the background department, Brown using computers and Wren using brushes and pencils. Their skills have always complemented one another, and today they are partners in business and in life, splitting their time between Canada and Nayarit, Mexico. Since 2001 their editorial illustrations--including dozens of covers--have brought a futuristic flair to Scientific American. Creating art at the "cutting edge" of science and technology "has actually been a great way to keep educating myself constantly," Wren says. "You must stay on your toes," Brown adds.
This month's cover story by magazine contributor Sarah Scoles on the Artemis II mission to the moon brought them back to a long-standing, shared passion for space exploration. They grew up on the technological optimism of the space race and the cultural optimism of Star Trek: The Next Generation. In their art, they enjoy exploring how humanity will change space--and how being in space will change humanity. "We're kind of blessed that our hobby is our living," Wren says. "A lot of the assignments that we've gotten over the past 23 years are things that we would have done anyway."

Allison Parshall is an associate news editor at Scientific American who often covers biology, health, technology and physics. She edits the magazine's Contributors column and weekly online Science Quizzes. As a multimedia journalist, Parshall contributes to Scientific American's podcast Science Quickly. Her work includes a three-part miniseries on music-making artificial intelligence. Her work has also appeared in Quanta Magazine and Inverse. Parshall graduated from New York University's Arthur L. Carter Journalism Institute with a master's degree in science, health and environmental reporting. She has a bachelor's degree in psychology from Georgetown University. Follow Parshall on X (formerly Twitter) @parshallison
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Readers Respond to the May 2024 Issue

Letters to the editors for the May 2024 issue of Scientific American

By Aaron Shattuck
[image: Cover of the May 2024 issue of Scientific American against a gray background] Scientific American, May 2024

FORCES THAT FASCINATE 
"Nature's Strongest Force," by Stanley J. Brodsky, Alexandre Deur and Craig D. Roberts, discusses new discoveries about the strong force, the most potent of the four basic forces of nature. The article describes the strong force as constant beyond a certain distance. Presumably it eventually declines in strength. Otherwise, wouldn't it pull all matter in the universe into a really big black hole?
MIKEL D. PETTY INFORMATION TECHNOLOGY AND SYSTEMS CENTER, UNIVERSITY OF ALABAMA IN HUNTSVILLE 

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

The article indicates that the strong force reaches a maximum value. Can this predict the largest possible atomic nucleus? Currently up to 118 protons can be packed into an atomic nucleus, and the highest number of neutrons is much greater.
VERNON NEMITZ VIA E-MAIL 
As a young electrical engineer in the 1970s, I was fascinated to read in Scientific American about the emergence of quantum chromodynamics (QCD) theory, which describes how the strong force works. The apparent nature of the strong force just seemed unreasonable; totally different from anything in electromagnetism. So I was surprised when I saw two illustrations in the article with a curve representing data relating to the strong force from the Thomas Jefferson National Accelerator Facility. The shape bears a striking resemblance to the B-H curve describing magnetization of ferromagnetic materials. Is this similarity purely coincidental, or is there some underlying principle?
MAURI LAMPI MELBOURNE, AUSTRALIA 
THE AUTHORS REPLY: Regarding Petty's question: A phenomenon called confinement is the solution to this conundrum. As we noted in our article, quarks have a property called color, the strong force's version of charge, and gluons have it as well. Only systems in which all colors cancel out one another can be observed in nature. Both the colored gluons and quarks are imprisoned within hadrons. Because gluons are the carriers of the strong force, their effects are active only within length scales that are bounded by a typical hadron size, which is roughly the proton radius (that is, less than one femtometer). Any leakage is carried by the color-neutral pion and kindred mesons. 
The residual strong force that these mesons mediate is also hugely important. It is largely responsible for the binding of neutrons and protons into atomic nuclei. This residual intranuclear binding force is much weaker than the strong force inside the nucleon. And although the residual strong force's reach is greater, it remains quite limited, being strongly damped at lengths greater than two femtometers. 
To answer Nemitz: This is the "dream" of strong force practitioners. Today, however, it lies far beyond the bounds of computational possibility. The total number of neutrons and protons (nucleons) in a nucleus is represented by A. Calculations with a direct connection to QCD are currently being employed in the first studies of so-called light nuclei (for example, deuteron, for which A = 2, and triton and helium 3, for which A = 3). Beyond that, effective quantum equations, built with elementary degrees of freedom among nucleons and QCD-consistent potentials, are used to explain and explore the properties of light nuclei up to A = 14. Studies that desire to reach A > 14 involve additional phenomenology and insightful theoretical approximations. Therefore, while theory may be used to describe large-A nuclei, it is currently unable to predict the boundaries of nuclear stability. 
"It's critically important that kids who are rejected by their families at least feel included among their classmates."
--Peter Mills Clermont, Fla.

In response to Lampi: The similarity between our images showing the strong force's coupling constant (as) at short distances and a B-H curve (the hysteresis curve in magnetism) is that they both reflect a saturation phenomenon. The saturation occurs because the original cause of the growth comes to be suppressed. For B-H curves, saturation results when all magnetic domains become aligned with the external field. 
Regarding as, it represents quantum loops involving massless gluon fields that initially cause the rise with decreasing momentum (increasing separation). Deeply locked within the physics of gluon self-interactions, however, is a mechanism that makes gluons behave as heavy particles at low momentum. Because, quite generally, it is much harder for heavy particles to make loops, the heavy gluon cannot contribute to quantum activity at momenta below the associated gluon mass scale. With nothing left to make the coupling "run," it stops running. This is the saturation seen in our article's figures.
EXCLUSION AMONG CHILDREN 
"The Inclusive Classroom," by Melanie Killen, concerns prejudice among young children and a strategy for combating it in schools. These kinds of interventions are important, but they also need to be more intersectional to address sexual orientation and disability status.
I am an 86-year-old gay, dyslexic man who was deathly afraid of being bullied and excluded for being different as a child. I was in the closet even to myself until I was 30 years old. That and dyslexia have framed my entire life from a very early age. I did everything in my power to fit in and not let people know I was different. I managed to hide who I was until I was 50 and finally had to come all the way out and separate from a lovely marriage. All this time I was scared that somebody would find out and that people would not accept me.
These two axes of identity, sexual orientation and disability status, are different from race and class in that children and their parents almost always share the same race and class. Queer children and disabled children, however, often have parents who are not queer or disabled. It's critically important for these children to feel included among their peers because they might not find that kind of inclusion and support at home. In many cases that I am familiar with, friends of mine were kicked out of supposedly upstanding and religious households when they were no more than early teenagers. Many were sent to conversion therapy, which does not appear to work and traumatizes the youngsters going through it further. For many queer kids, just mentioning their sexuality at home can be dangerous.
It's critically important that kids who are rejected by their families at least feel included among their classmates. Group exclusion doesn't happen only among one's peers; it appears in some homes and pervades our political and religious systems. It appears that many schools are not prepared to help classes be more inclusive of LGBTQ students and disabled students. I hope that these kinds of initiatives can be embraced and can help young students learn to be more inclusive of broad, intersectional identities.
PETER MILLS CLERMONT, FLA. 
ERRATUM 
"Superheavies," by Stephanie Pappas [June], should have said that Einstein's special theory of relativity suggests that objects moving at nearly the speed of light gain mass and get weird, not that his general theory of relativity does so.

Aaron Shattuck is a senior copy editor at Scientific American.
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We've Hit Peak Denial. Here's Why We Can't Turn Away from Reality

We are living through a terrible time in humanity. Here's why we tend to stick our head in the sand and why we need to pull it out, fast

By Marianne Cooper & Maxim Voronov
[image: Illustration of a hand with different political and scientific symbols in the background.] Donna Grethen

Objectively speaking, we are living through a dumpster fire of a historical moment. Right now more than one million people are displaced and at risk of starvation in Gaza, as are millions more in Sudan. Wars are on the rise around the globe, and 2023 saw the most civilian casualties in almost 15 years.
H5N1 bird flu has jumped to cows, farmworkers have been infected, and scientists are warning about another potential pandemic. According to data from wastewater, the second biggest COVID surge occurred last winter. The Centers for Disease Control and Prevention estimated at least 28,000 people died of COVID in the U.S. between January and early August 2024.
Last year was the hottest ever and had the highest recorded number of billion-dollar weather and climate disasters. Not to mention that over the past few years, mass shootings have significantly increased, mental health issues have skyrocketed, and we've seen unparalleled attacks on democracy and science.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Truth be told, things were pretty bad even before the pandemic started four and a half years ago, with the Great Recession of 2008-2009, the 2009 swine flu pandemic and Brexit. Academics use terms such as "polycrisis" and "postnormal times" to describe the breadth and scale of the issues we now face.
Welcome to the new normal, an age where many things that we used to deem unusual or unacceptable have become just what we live with. Concerningly, though, "living with it" means tolerating greater suffering and instability than we used to do, often without fully noticing or talking about it. When authorities tell us to resume normal activities after an on-campus shooting or give guidance on how to increase our heat tolerance in an ever hotter world, we may sense that something is awry even as we go along with it.
But what happens when overlooking and tolerating greater levels of harm becomes a shared cultural habit? Like the proverbial frog in boiling water, we acclimate to ignoring more and caring less at our own peril. In the short term, living in a state of peak denial helps us cope. In the long run, it will be our undoing. The danger here is desensitization: that we meet this unprecedented litany of complex problems, from climate change to the rise of fascism, with passive acceptance rather than urgent collective action.
How do we overlook and become hardened to bad things, especially in this scientific and technological age, when we've never been more capable of understanding and addressing them? To resist complacency, we must first understand how it operates.
Social scientists have long investigated the social organization of denial, or how we collectively achieve reality-adjacent lives in which serious problems are not recognized or are made to seem normal. Research has found that a key factor leading us to "not see" social problems that should beg for our attention is the neutralization or evasion of disturbing or threatening information.
COVID is a good case study for illustrating the collective-denial playbook that underpins our new normal reality. A common strategy to neutralize a social problem is to make it difficult to know about--by scaling back COVID tracking, for instance. In April the CDC ended the requirement that hospitals report COVID admissions and occupancy data, removing one of the last tools we could use to monitor what's happening. "We now enter the blackout phase of epidemiology," wrote science journalist Laurie Garrett in May on X, adding: "There will be patients, but their numbers and whereabouts will be unknown...."
Disappearing is also accomplished by not alerting the public. For example, during the winter COVID surge, the White House was silent. In fact, as COVID positivity and death rates rose, tweets from CDC director Mandy Cohen decreased. If the COVID situation is tracked and the public warned, things don't feel normal. But if we don't monitor or mention it, then things can feel back to normal.
Another tactic is minimization, which is why it's important to notice when neutralizing language enters the chat. For some time now, turns of phrase such as "endemic" and "during COVID" have been common vernacular. So have refrains such as "lower hospitalizations than last year." All of this language gives off an "it's just a cold," "mission accomplished" vibe, casting the disease into a worry-free zone safely behind us.
This minimization keeps the quiet part quiet: that the world is still in a pandemic per the World Health Organization and that more than 73,000 Americans died of COVID in 2023, a higher number than from car accidents or influenza. Among those who have been infected, about 10 percent have long COVID, a serious and often disabling condition with a disease burden comparable to that of cancer or heart disease and an economic cost rivaling that of the Great Recession, for which there are no approved treatments. What's more, each infection, no matter how mild, is associated with a substantially increased risk of health issues, including cognitive dysfunction, autoimmune disease and cardiovascular problems.
Prepandemic, these statistics would have been eye-popping. Now they constitute "back to normal." We think we no longer have a problem, when we've just changed the standard by which we deem something concerning.
To shore up collective denial, we also rewrite the past. Not only do we repeat that we are better off now, we claim things were never that bad. Contesting the past to remove unwanted memories produces a cultural amnesia about the pandemic. And in burying the past, we sidestep accountability for what went wrong.
Truth tellers are the Achilles heel of collective denial because they call attention to what's being ignored. Thus, another playbook tactic is to hush them up, often by painting them as subversives or deviants. And so those who wear masks are ridiculed, scientists reporting on COVID risks are cast as fearmongers, and those with long COVID are dismissed as having anxiety disorders.
Time and again society pressures people not to see, hear or speak about the elephant in the room. To maintain our own peace of mind, we tune out, malign and shoot the messengers because they remind us of what we would rather disregard. Just look at physician Ignaz Semmelweis, environmentalist Rachel Carson, and NFL player and social justice advocate Colin Kaepernick. Indeed, people are regularly punished for being right.
So what do we do about our "ignore more, care less, everything is fine!" era? We need to stop enabling it. We can start by being more attuned to the everyday ways in which we ignore or otherwise fail to engage with troubling events--like that pinch we feel when we know we should click on a concerning headline but instead scroll past it.
We need to work harder to catch ourselves in the act of staying silent or avoiding uncomfortable information and do more real-time course correcting. We need to guard against lowering our standards for normalcy. When we mentally and emotionally recalibrate to the new normal, we also disassociate from our own humanity. We need to demand that our leaders give the full truth and hold them to account. We must stand up for the silenced and stand with the silence breakers. To counter the new normal's assault on normalcy, we must double down on our duty to know, to speak up and to remember.
This is an opinion and analysis article, and the views expressed by the author or authors are not necessarily those of Scientific American.

Marianne Cooper is a senior research scholar at Stanford University.

Maxim Voronov is a professor of sustainability and organization at the Schulich School of Business at York University in Toronto.
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The Supreme Court's Contempt for Facts Is a Betrayal of Justice

The Supreme Court majority's recent decisions about homelessness, public health and regulatory power, among others, undermine the role of evidence, expertise and honesty in American democracy

By The Editors
[image: Illustration of a female statue holding the scale of justice with a political and scientific symbol on each weight] Lehel Kovacs

A sad but telling coda to the Supreme Court's misrule came this summer, when the Ohio v. EPA decision blocked Environmental Protection Agency limits on pollution from Midwestern states affecting their downwind neighbors. In five instances, Justice Neil Gorsuch's opinion confused nitrogen oxide, a pollutant that contributes to ozone formation, with nitrous oxide, better known as laughing gas.
You can't make this stuff up. This repeated mistake in the 5-4 decision exemplifies a high court not just indifferent to facts but contemptuous of them.
As the first Monday in October dawns, starting another Supreme Court term, public trust in the justices, already at a historic low, is now understandably plunging. In the past four years a reliably conservative majority on the high court, led by Chief Justice John Roberts, has embarked on a remarkable spree against history and reality, ignoring or eliding facts in decisions involving school prayer, public health, homophobia, race, climate change, abortion and clean water, not to mention the "laughing gas" case.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

This assault on expertise reached its crescendo in June, when the majority's Chevron decision arrogated to the courts regulatory calls that have been made by civil servant scientists, physicians and lawyers for the past 40 years. (With stunning understatement, the Associated Press called it "a far-reaching and potentially lucrative victory to business interests.") The decision enthrones the high court--an unelected majority--as a group of technically incompetent, in some cases corrupt, politicos in robes with power over matters that hinge on vital facts about pollution, medicine, employment, and much else. These matters govern our lives.
The 2022 Kennedy v. Bremerton School District school prayer decision hinged on a fable of a football coach offering "a quiet personal prayer," in the words of the opinion. In reality, this coach was holding overt postgame prayer meetings on the 50-yard line, ones that an atheist player felt compelled to attend if he wanted to stay off the bench. Last year's 303 Creative v. Elenis decision, allowing a web designer to discriminate against gay people, revolved entirely around a request for a gay-wedding website that never got built, supposedly from a man who is straight and says he never made the request. Again, you can't make this stuff up--unless you are on the Supreme Court. Then it becomes law.
Summing up the court's term on July 1, legal writer Chris Geidner called attention to a more profound "disturbing reality" of the current majority's relationship with facts. "When it needs to decide a matter for the right, it can and does accept questionable, if not false, claims as facts. If the result would benefit the left, however, there are virtually never enough facts to reach a decision."
The "laughing gas" decision illustrates this nicely: The EPA had asked 23 states to submit state-based plans for reducing their downwind pollution. Of those, 21 proposed to do nothing to limit their nitrogen (not nitrous) oxide emissions. Two others didn't even respond to that extent. Instead of telling the states to cut their pollution as required by law, the court's majority invented a new theoretical responsibility for the EPA--to account for future court cases keeping a state out of its Clean Air Act purview--and sent the case back to an appeals court.
That means pollution that will cause an estimated 1,300 premature deaths in 2026 keeps on coming. Whereas fantasy prayers and fake websites tipped the scales of justice on one side, "an underdeveloped theory that is unlikely to succeed on the merits," as described in a rare dissent from Justice Amy Coney Barrett, swung things the other way for polluters. The decision seems aimed at hobbling the EPA by demanding it thoroughly respond to every inane public comment submitted by polluters in perpetuity before issuing a regulation, warns climate writer Robinson Meyer.
Climate change, in particular, seems to draw out the court's taste for fiction. The 2022 West Virginia v. EPA decision that halted efforts to limit greenhouse gas emissions from coal power plants, another 6-3 opinion, saw the majority enshrine a "major questions" doctrine. This legal theology, conjured from the penumbras and emanations of past antiregulatory decisions, insists that sizable regulations require patently-impossible-to-acquire congressional authorization. This is a "power grab" by a court anointing itself the economy's czar.
Science is dismissed and disdained in this war on reality. For example, a decision in late June upholding bans on unhoused people sleeping in public places criminalizes human biology, as the dissent noted. A frankly despicable decision this year to legalize bump stocks turned on gun fetishists' scholastic argument that holding your finger taut while a rifle bucks around it pumping bullets into men, women and children--the way more than 400 (400!) people were shot and 60 killed in Las Vegas in 2017--is not truly automatic weaponry. That's despite research showing a trend of greater fatalities in mass shootings, enabled by just such technology.
The 2022 vaccine-mandate decision, another 6-3 masterpiece, turned on sophistry that workplace rules cover only hazards found solely in the workplace (but somehow excluding, say, forced air sharing with infected employees) and ignored the deeper reality that vaccines save lives. The majority justices doubtless contributed to the hundreds of thousands of deaths of unvaccinated people in the U.S. from COVID with their decision.
A Clean Water Act case last year decreed wetlands environmentally protected only if their waters possess a "continuous surface connection" with a larger body of water. This invented requirement is wholly at odds with how water and wetlands actually work, leaving up to half of the country's protected wetlands now available for dredging.
The 2022 Dobbs case ended the right to abortion, an essential medical procedure that helps people manage their own health and bodies and has saved countless lives. The only arguments against abortion are not scientific but theological. The court waved away concerns about the very predictable health impacts of Dobbs. Two years later news reports abound of women facing dangerous pregnancies and people in states with stringent abortion restrictions reporting worse mental health. Infant mortality is up almost 13 percent in Texas.
The court's July 1 decision to immunize Donald Trump from prosecution for "official acts" undertaken in office while he was president means "it can never again be said that in America 'no man is above the law,'"retired federal judge J. Michael Luttig noted in response to the ruling. No evidence of an official act undertaken as part of a criminal unofficial one is permitted, the court added, nor is any inquiry into the chief executive's motives--both curious exclusions from criminal investigations that should rest on facts.
"Facts are stubborn things," observed John Adams in 1770, years ahead of the American Revolution and his later presidency. He was speaking at a murder trial of redcoats who fired into a crowd at the Boston Tea Party, before a judge sworn to serve a king. "Whatever may be our wishes, our inclinations, or the dictates of our passions, they cannot alter the state of facts and evidence: nor is the law less stable than the fact," Adams added.
Not so for our Supreme Court majority. Before taking office, justices must take an oath to "administer justice without respect to persons, and do equal right to the poor and to the rich, and that I will faithfully and impartially discharge and perform all the duties." In rejecting facts to please their political party--and their patrons--the justices of the court's majority have broken their oath, made to both the Constitution and the American people.
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Sitting in a Chair All Day Can Lead to Disease. Standing Up and Moving Around Every Hour Can Help

Days spent in a desk chair can lead to heart disease or cancer. Getting up often and exercising more vigorously can stave off the ill effects

By Lydia Denworth
[image: Illustration of office workers pushing their wheeled chairs] Jay Bendt

There is a golden rule for writers who hope to get any writing done: keep your butt in the chair. I try, sitting for much of the day at my computer. But I also sit at the kitchen table, in front of the TV, and sometimes in planes, trains or automobiles. "If you look at people's lives, what do they do? They just sit," says Neville Owen, a behavioral epidemiologist at the Center for Urban Transitions at Swinburne University of Technology in Melbourne. Many adults sit for more than half the time they are awake. Typically that's almost eight hours--and as many as 11.5--out of 16.
According to a growing body of research, the health problems associated with sitting--heart disease and diabetes, to name two--aren't simply the result of these extensive periods on our keisters. The hazards are greatest when it is uninterrupted time: eight hours can be okay if people break it up by standing and moving around every hour--or if they exercise more vigorously when they are up.
Studies of sedentary behavior began decades ago by linking self-reported time spent watching television to a person's level of obesity. The research has progressed to include sophisticated devices capable of measuring not just steps but a lack of them. Those studies show that too much sedentary time, especially for prolonged uninterrupted periods, impairs glucose metabolism and is associated with a higher risk of type 2 diabetes. A 2024 study published in JAMA Network Open of nearly half a million people in Taiwan found a 16 percent higher risk of death from any cause and a 34 percent higher risk of cardiovascular disease for those who predominantly sit at work compared with those who don't. And a 2022 analysis in JAMA Oncology of 1,535 cancer survivors found that those who sat more than eight hours a day and reported no physical activity had the highest death risk both generally and from cancer specifically. (The researchers selected health characteristics to minimize the possibility that illness caused the sedentary behavior in the first place.)

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

In recent years overheated headlines have gone so far as to call sitting "the new smoking." It isn't quite, experts say. The risk of death from all causes is many times greater for people who smoke heavily than it is for those who sit the most. But sitting is a serious health concern, and public health institutions such as the World Health Organization have begun adding recommendations to spend less time sitting to their physical activity guidelines.
People in the top 25 percent of exercisers can sit for more than eight hours per day without increasing risks.

Those health guidelines also urge 150 to 300 minutes of moderate physical activity per week, which could include working out at the gym or going for a jog or a brisk walk. That raises an important point: even with other regular physical activity, too much sitting can still do harm. "It is possible to be both physically active andsedentary," says Lin Yang, a research scientist in the Department of Cancer Epidemiology and Prevention Research at Alberta Health Services in Canada and co-author of the 2022 cancer study. Anyone who exercises regularly--as I do--but also sits for work has this risk.
Sedentary behavior is defined as a waking behavior that involves very low energy expenditure (sitting, lying, reclining). Scientists are still teasing out why it is so bad for us, but there are some likely reasons. Sitting--that is, a lack of movement--affects vascular function (particularly in the legs), blood pressure, blood glucose, cerebral blood flow and inflammation. "Patterns of being active or not being active are just so fundamental to our biology. You see them manifested in almost every system," Owen says.
One solution is to exercise even more overall, says physical activity epidemiologist Ulf Ekelund of the Norwegian School of Sport Sciences, who has studied the combined effects of sitting time and physical activity. "Physical activity can mitigate the effects of prolonged sitting," Ekelund says. "If you have to sit for long hours, you should try to be physically active above the recommended levels." Research indicates that people who rank among the top 25 percent in terms of time spent exercising can sit for more than eight hours a day without increasing their risk of premature mortality.
It is also important to break up time spent sitting with some movement, although scientists haven't yet pinpointed exactly how much is necessary. Our bodies work hard just to rise from a sitting position or vice versa. "Standing from sitting is so biologically active," Owen says. Experimental studies suggest a dose-response relation between time spent sitting and time spent moving. If you are going to stand up for only a minute, you should probably do so every half hour or so, Owen says. If you are going to walk around for a few minutes, then every hour would suffice.
Standing desks, not surprisingly, reduce sitting time for office workers, but the evidence for health benefits is limited and applies only to the workplace. Long periods spent standing can bring their own complications, such as varicose veins. "Really, it's about movement," Owen says.
The bottom line is to change your bottom time. This is far simpler than using fancy desks or ergonomic chairs and computer stands, although those things have their place. What the vast majority of adults and children need to do is move more and sit less.
This is an opinion and analysis article, and the views expressed by the author or authors are not necessarily those of Scientific American.

Lydia Denworth is an award-winning science journalist and contributing editor for Scientific American. She is author of Friendship (W. W. Norton, 2020).
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The Paradox of 1 - 1 + 1 - 1 + 1 - 1 + ...

Why a mathematician thought this infinite series explained how God created the universe

By Jack Murtagh
[image: A messy, multilayered, semi-transparent and spiraling heap of digital blue 1's and 0's on a black background]How do we resolve a centuries-old paradox? The answer tells us as much about mathematicians as about mathematics. Ralf Hiemisch/Getty Images

Here's a math problem that everybody can solve: What is 1 [?] 1? 0. So far so good. If we then add a 1, the sum grows, but if we subtract yet another 1, we're back at 0. Let's say, we keep doing this forever:
1 - 1 + 1 - 1 + 1 - 1 + ...
What is the resulting sum? The question seems simple, silly even, but it puzzled some of the greatest mathematicians of the 18th century. Paradoxes surround the problem because multiple seemingly sound arguments about the sum reach radically different conclusions. The first person to deeply investigate it thought it explained how God created the universe. Its resolution in modern terms illustrates that mathematics is a more human enterprise than sometimes appreciated.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Take a guess at what you think the infinite sum equals. I'll give you multiple choices:
A. 0
B. 1
C. 1/2
D. It does not equal anything
The argument for 0 comes naturally if we include suggestive parentheses:
(1 - 1) + (1 - 1) + (1 - 1) + ...
Recall that in mathematics the order of operations dictates that we evaluate those inside parentheses before evaluating those outside. Each (1 [?] 1) cancels to 0, so the above works out to 0 + 0 + 0 +..., which clearly amounts to nothing.
Yet a slight shift of the brackets yields a different result. If we set aside the first 1, then the second and third terms also cancel, and the fourth and fifth cancel:
1 + (-1 + 1) + (-1 + 1) + (-1 + 1) + ...
Again, all the parentheticals add up to 0, but we have this extra positive 1 at the beginning, which suggests that the whole expression sums to 1.
Italian monk and mathematician Luigi Guido Grandi first investigated the series (the sum of infinitely many numbers) in 1703. Grandi, whom this particular series is now named after, observed that by merely shifting around parentheses he could make the series sum to 0 or 1. According to math historian Giorgio Bagni, this arithmetic inconsistency held theological significance for Grandi, who believed it showed that creation out of nothing was "perfectly plausible."
The series summing to both 0 and 1 seems paradoxical, but surely option C (1/2) is no less troubling. How could a sum of infinitely many integers ever yield a fraction? Yet ultimately Grandi and many prominent 18th-century mathematicians after him thought the answer was 1/2. Grandi argued for this with a parable: Imagine that two brothers inherit a single gem from their father, and each keeps it in their own museum on alternating years. If this tradition of passing the gem back and forth carried on with their descendants, then the two families would each have 1/2 ownership over the gem.
As proofs go, I wouldn't recommend putting the gem story on your next math test. German mathematician Gottfried Wilhelm Leibniz agreed with Grandi's conclusion, but he tried to support it with probabilistic reasoning. Leibniz argued that if you stop summing the series at a random point, then your sum up to that point will be either 0 or 1 with equal probability, so it makes sense to average them to 1/2. He thought the result was correct but acknowledged that his argument was more "metaphysical than mathematical."
Swiss mathematician Leonhard Euler employed more complicated methods to argue for 1/2 and addressed those who disagreed in a rather defensive paragraph in his 1760 paper De seriebus divergentibus (translation: "On Divergent Series"). Euler asserted that "no doubt can remain that in fact the series 1 [?] 1 + 1 [?] 1 + 1 [?] 1 + etc. and the fraction 1/2 are equivalent quantities and that it is always permitted to substitute one for the other without error." So a lot of smart people were strongly in favor of option C.
Infinite series like this one have flummoxed thinkers dating back at least to the ancient Greeks with Zeno of Elea's paradoxes of motion. In a well-known example, Zeno observed that to walk a path, one must first traverse half of it, then must traverse half of the remaining distance (1/4 of the total path), and then half of the remaining distance (1/8), and so on. One can keep subdividing forever, which suggests that every time we walk a path we complete an infinite number of actions in a finite amount of time--a paradox.
While philosophers still debate the metaphysics of Zeno's paradoxes some 2,400 years later, mathematicians did make a substantial leap toward resolving them and the mystery of Grandi's series in the late 19th century. From the foundations of calculus emerged clarifying definitions about when infinite series sum to finite values. Finding the answer begins with looking at partial sums--add the first two terms, then the first three, then the first four, and so on. If these intermediate sums continue to get closer and closer to a fixed value, then we say the series "converges" to that value. Let's apply this to the series in Zeno's paradox, which sums half of a path plus a quarter of a path plus an eighth of a path, and so on.
1/2 + 1/4 + 1/8 + 1/16
The first two terms sum to 0.75, the first three terms sum to 0.875, and the first four sum to 0.9375. If we summed the first 10 terms, we'd get 0.9990234375. The partial sums get closer and closer to 1, so the series converges to 1. Although we can conceive of a path as an infinite number of distances, calculus confirms that it still ultimately amounts to one path.
The partial sums of Grandi's series oscillate between 0 and 1 without ever homing in on a single value. So modern mathematicians would choose option D (Grandi's series does not sum to anything).
The resolution of Grandi's series raises a sociological question. Why does the mathematical community accept the partial-sum approach but not Leibniz's probabilistic argument or some other prescription for summing an infinite series? Although they may look alike and smell alike, summing an infinite series is not the same as addition. Addition does not change when you shift parentheses around--for example, 1 + (2 + 3) = (1 + 2) + 3--but many series, including Grandi's, do. For convenience, mathematicians borrow words like "summing" and "equals" from addition to discuss series, but under the hood what they really mean when they say Zeno's series "sums to 1" or "equals 1" is that the partial sums converge to 1, no more and no less.
The partial-sum definition of convergence isn't arbitrary. The math community prefers it to alternatives for good reasons. It alleviates a lot of the paradoxes that beset earlier mathematicians who studied infinite sums, and it preserves many of the nice properties that finite addition enjoys. But other definitions of convergence are useful as well. For instance, rather than asking what number the partial sums approach, the Cesaro summation method takes the average of the first two partial sums, then the first three partial sums, and then the first four partial sums, and so on ad infinitum, and asks what those averages approach. If you apply this tweaked method to a convergent series like Zeno's, it will always give you the same answer. But it sometimes will give a different answer when applied to series that do not converge under the standard definition. In particular, Grandi's series has a Cesaro sum of 1/2.
Many other summation methods appear in the mathematical literature. In reality, we can't physically add an infinite number of things, so summation methods simply provide principled ways of assigning values to infinite series. The partial-sum definition holds deserved status as the default, but it occasionally helps to have other options.
Curiously, Grandi's series sums to 1/2 under most alternative methods. So a colloquial answer to our opening question might be: Grandi's series does not sum to anything, but if it did it would sum to 1/2.

Jack Murtagh is a freelance math writer and puzzle creator. He writes a column on mathematical curiosities for Scientific American and creates daily puzzles for the Morning Brew newsletter. He holds a Ph.D. in theoretical computer science from Harvard University. Follow Jack on X @JackPMurtagh
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The Face on Mars and Other Cases of Cosmic Pareidolia

The human brain loves seeing patterns, even when they aren't really there

By Phil Plait
[image: A black and white view of the surface of Mars showing a specific features on the surface.]NASA's Viking 1 orbiter photographed this region in the northern latitudes of Mars on July 25, 1976, while searching for a landing site for the Viking 2 lander. The image shows a mesa that resembles a human face (center), which helped to spawn a cottage industry of pseudoscientific claims about ancient Martian civilizations. NASA/JPL/MSSS

For generations, the idea that Mars once harbored an advanced civilization has fostered a small but devoted community of true believers. These ancient Martians built canals and cities and other great works, so the general narrative goes, but for reasons unknown died out long ago. This belief was popularized by the eccentric American astronomer Percival Lowell as early as 1894, but the core idea had an Internet-fueled resurgence in the late 20th century. It spawned a cottage industry of conspiratorial books, credulous late-night radio interviews, questionable websites and even the big-budget (if disastrously confused) 2000 movie Mission to Mars.
The catalyst for that sudden, late-breaking burst of public interest was an image of the Martian surface taken by an orbiter as part of the NASA Viking 1 mission in 1976. In one of the orbiter's pictures of a region called Cydonia, scientists noticed a large mesa that bore an uncanny resemblance to a human face. Dubbed "the face on Mars," it soon attracted the attention of fringe pseudoscience enthusiasts (and, no doubt, grifters) who promoted it as some kind of monument made by extinct Martians.
To be fair, in the Viking image the landform really does look like a face, an eerie visage reminiscent of Easter Island moai or the Great Sphinx in Egypt. Could it be some ancient alien tribute to humanity, a memorial signifying the longing of an archaic extraterrestrial race?

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Yeah, not so much--follow-up observations from later missions toting better tech, such as the High Resolution Imaging Science Experiment (HiRISE) camera on NASA's Mars Reconnaissance Orbiter, showed exactly what those of us familiar with such things expected: it was just a mesa, a big rock formation with a shape that, when viewed at low resolution from the right angle and with the illumination just so, looked somewhat like a face.
[image: A high-resolution image of the same Cydonia landform that resembled a face in a 1976 image captured by the Viking 1 Orbiter. In this 2001 Mars Orbiter Camera image the large "face" covers an area about 3.6 kilometers (2.2 miles) on a side. Sunlight illuminates the images from the left/lower left]Captured by the Mars Orbiter Camera on April 8, 2001, this high-resolution view of the "Face on Mars" previously glimpsed in images from the Viking 1 Orbiter revealed the feature to be not so facelike after all. Cosmic pareidolia strikes again!NASA/JPL/MSSS

True believers in the face on Mars had fallen prey to a psychological phenomenon called pareidolia, our brain's tendency to impose a recognizable pattern on a visual stimulus. We all are subject to it; who hasn't lain on the ground looking up at clouds to see all kinds of things in them, such as animals, common objects, fantastic beasts and, yes, faces?
Faces are incredibly common outputs of pareidolia. We see them everywhere, including in wood-grain patterns, foods, and other everyday ephemera. For instance, I once saw the face of Vladimir Lenin in my shower curtain. That was a weird day.
Our brains are wired to see faces, which isn't too surprising, seeing as how they are the main way we recognize other people. But this trait has the unintended consequence of forcing us to see faces when they aren't really there. The simplest example is the classic smiley face: it's two dots over a curved line, just about as simple a geometric construction as can be, yet you cannot not see it as a smiling face. (Incidentally, we've seen smiley faces on Mars, too.)
Nebulous stimuli are fertile ground for pareidolia, and what better place for nebulous stimuli than an actual nebula? Astronomical objects are perfect for the phenomenon; gas clouds and galaxies have just enough structure to trigger our pattern-recognition ability. Even stars in the sky make patterns that look like recognizable shapes to us; that's why we have constellations. Ever since the telescope was invented, pareidolia has ruled the way we've named what we see.
The most iconic example of all is the Horsehead Nebula. Aptly named, it looks like a cosmic chess piece seen in profile, stoically waiting for its next move. The Horsehead is in the constellation Orion and is part of the immense Orion molecular cloud complex, a sprawling collection of cold, dense gas and dust. Such clouds are star-formation factories, spawning suns that light up the material all around them. The Horsehead is an extension of dark dust silhouetted against a bank of ruddily glowing hydrogen, lit up by the massive star Sigma Orionis not too far above the horse's "head."
Another one of my favorites is a Halloween twofer: officially designated IC 2218, it's an extended cloud of dust not far from the star Rigel, a brilliant blue supergiant marking Orion's knee. The cloud reflects the star's light, and seen one way it's called the Witch Head Nebula because of its uncanny resemblance to a stereotypical witch with a long nose and pointed chin cackling into the night. But amazingly, seen rotated 90 degrees (or with your head tilted), it looks more like a ghost floating menacingly with its arms upraised and its spectral tail trailing behind.
Not to be spookily outdone in Halloween pareidolia, in 2014 the sun decided to turn into a 1.4-million-kilometer-wide jack-o'-lantern, with a false-color composite image of solar active regions forming a grimacing gourdlike visage.
I vividly remember scanning the Milky Way along the constellation of Vulpecula with binoculars in my front yard when I was a kid. My mind was boggling at the sheer number of stars visible as I slowly panned across the sky, when suddenly several brighter stars slid by, aligned in a fairly decent row. I gasped, then exclaimed, "Oh, my God, it's a coat hanger!" I was right; the Coat Hanger cluster--or Brocchi's cluster, as it's officially called--is a collection of about 10 stars arranged in a shape that really does deserve the moniker. But it's just coincidence; the stars aren't all physically associated with one another and just happen to be aligned in our line of sight.
And that's not the weirdest stellar pareidolia in the sky. NGC 2169 is a pair of open clusters, two groups of stars each born together from the same cloud of nebular material. As seen from Earth, they appear to form the numerals 3 and 7; hence the nickname "the 37 cluster." The stars are about 3,500 light-years from Earth and young--only about 11 million years old. Come to think of it, I've never seen this one for myself in the actual sky. It's located near the top of Orion's upraised arm, so perhaps this winter I'll take a shot at it with my own telescope.
Of course, not all pareidolia is so esoteric. Planets and moons have their share of familiar shapes, too, usually in the form of craters. Besides the aforementioned smiley faces on Mars, there's also Mickey Mouse on Mercury and the iconic Tombaugh Regio, also known as the "heart" of Pluto.
The "man in the moon," however, is in my opinion a poser. I've seen various explanations for why people see a face in the moon's chaotic, giant-impact-sculpted mix of bright highlands and dark plains, but none are convincing to me. Still, around the first-quarter phase, a pair of letters appears on the moon: the Lunar X and V, shapes created by light and shadow as the sun rises over a pair of craters, illuminating their raised rims. Several other pareidolic features can be seen as well. I've always thought the huge impact crater Clavius looks like a cartoonishly surprised face.
The list goes on and on. It includes the Question Mark galaxy, the Space Invader galaxy, the Christmas Tree cluster, Rudolph the Red-Nosed Nebula, the seriously creepy MSH 15-52, which looks like a bony hand reaching across the cosmos, and the interacting galaxies Arp-Madore 2026-424, which look like an alien face. Not too many gas clouds look like geological features, but the North America Nebula is very well named.
I myself once discovered a pair of galaxies in a Hubble image that clearly appeared to look like a starship that had gone "where no one has gone before," although my attempts to name them the Enterprise Galaxies stalled out.
This all may seem like a lark, a silly bit of fun at the expense of astronomy. But it's not. Our brain is extraordinarily good at seeing patterns, and although some are fanciful and fantasy, in many cases those patterns are real, revealing fascinating physics underlying their beguiling appearance. Over the centuries we have uncovered a vast array of facts and observations about nature, and it's our ability to imagine that allowed us to make the leap, connecting many of these findings into the rules and laws of reality as we know it.
Science is imagination. We just have to be careful to not let it run away with us if we want to avoid the trap of seeing things that aren't really there. If you ever have to ask yourself whether you're seeing a gigantic sculpture of a human head or just a ragged hill on another planet, understanding pareidolia will help you face the face.
This is an opinion and analysis article, and the views expressed by the author or authors are not necessarily those of Scientific American.

Phil Plait is a professional astronomer and science communicator in Virginia. He writes the Bad Astronomy Newsletter. Follow him online.
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Is a Drug Even Needed to Induce a Psychedelic Experience?





A Stanford anesthesiologist deconstructs the component parts of what it means to undergo a psychedelic trip

By Gary Stix
[image: Illustration of Boris D. Heifets in front of psychedelics] Shideh Ghandeharizadeh

A debate has long percolated among researchers as to what happens after a person takes a psychedelic drug. The experience may stem at least in part from the placebo effect, which is rooted in the belief that taking psilocybin or ketamine will somehow be transformative. Boris D. Heifets, an associate professor of anesthesiology at the Stanford University School of Medicine, has been tackling this question amid his broader laboratory investigations of what exactly happens in mind and brain when someone takes a psychedelic. How much of their sometimes life-altering experience is chemical or empirical, and how much is mental and subjective? It turns out the effects may consist of a lot more than just a simple biochemical response to a drug activating, say, the brain's serotonin receptors.
Heifets recently had a conversation with Scientific American about his years-long quest to define the essence of the psychedelic experience.
An edited transcript of the interview follows.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Are we coming any closer to understanding how psychedelics work, including in the context of therapy? Are we closer to using these transformational experiences to treat psychiatric disorders?
Having been in this field for a while, I still face this inescapable problem of how to study psychedelics. One framework that I find very useful is thinking about it in three categories.
There's the biochemical drug effect, which involves basic brain biology--chemicals interacting with receptors on cells. That happens whether or not you can "feel" the effect of the drug. Then there is the conscious experience related to changes in sensation and revelatory, hallucinatory and ecstatic feelings. These experiences are closely tied to taking the drug, and usually we think of them as caused by the drug. But it is quite difficult to say whether a lasting change in mood or outlook was a result of the drug--a biochemical effect--or of the trip itself, the experiential effect.
The third factor, then, is all those aspects of the overall drug experience that are independent of the drug or trip, the nondrug factors--what psychologist and psychedelics advocate Timothy Leary called the "set and setting." How much do your state of mind and the setting in which you take a drug influence the outcome? This category includes expectations about improvement in, say, your depression, expectations about the experience, the stress level in the environment. It would also include integration: making sense of these intense experiences afterward and integrating them into your life. And it's useful to put each of these things in its own box because I think each of them is somewhat isolated. The goal is to make each box smaller and smaller, to really deconstruct the pieces.
So how have you gone about examining all this? 
One example of how we've used this framework in our research is an experiment in which we gave [participants with depression] ketamine during general anesthesia. The idea was to explore just the biochemical drug effect by blanking out conscious experience to see whether people got better from their depression.
Our intention with this experiment was to get at this question that a lot of people have been asking: Is it the drug or the trip that is making someone better? You can address that question in a couple of different ways. One is to redesign the drug to eliminate the trip. But that is a very long process. As an anesthesiologist, my solution was of course to address the problem with the use of general anesthesia. We used the anesthetics to basically suppress conscious experience of the associated psychological effects of ketamine, which many people think may be relevant and even crucial to the antidepressant effects.
We collaborated closely with psychiatrists Laura Hack and Alan Schatzberg, both at Stanford Medicine, and we designed this study to look like every ketamine study in the past 15 years. We picked the same type of participants: people with moderate to severe major depressive disorder who had failed to improve with other treatments for moderate or severe depression. We administered the same questionnaires; we gave the same dose of ketamine.
The difference was these participants happened to be coming in for surgery for hips, knees, hernias, and while they were under general anesthesia, we gave them a standard antidepressant dose of ketamine. Because the patients were under anesthesia and couldn't tell whether they were on a drug or not, this may have been the first blinded study of ketamine.
What was surprising was that the placebo group [who received no ketamine] also got better, indistinguishably from those who received the drug. Almost 60 percent of the patients had their symptom load cut in half, and there was at least 30 percent remission from major depressive disorder. These were patients who had been sick for years, and that finding was a big surprise. In a sense, it was a failed trial in that we couldn't tell the difference between our two groups.
What I take from that is really that this doesn't say much about how ketamine works. What it does say is just how big a therapeutic effect you can attribute to nondrug factors. That's what people call the placebo effect. It's a word that describes everything from sugar pills to our surgeries. In our case, it may have had something to do with the preparation for the surgery. We messaged patients early; we engaged with them early. They weren't used to people being interested in their mental health.
What did you discuss? 
We talked to them for hours; we heard about their histories; we got to know them. I think they felt seen and heard in a way that many patients don't going into surgery. I'm thinking about parallels with the preparation steps for psychedelic trials. Patients in both types of research are motivated to be in these studies. In our study, they were told that they were testing the therapeutic potential of a drug and that there was a 50-50 chance they might get it. And then there was the big event of actually having the surgery. In this case, it was similar to having a psychedelic trial--a big, stressful, life-impacting event.
The patients closed their eyes and opened them after the surgery, and in many cases, they had the sense that no time had passed. They knew they went through something because they had the bandages and scars to prove it. What I take from that is that these nondrug effects, such as expectations of a particular outcome, are almost certainly present in most psychedelic trials and are independently able to drive a big therapeutic effect.
It became obvious that people had powerful experiences. Most people don't spontaneously improve from years of depression. After surgery, they get worse. That's what the data show.
And the fact that we're able to make this degree of a positive impact after hours and hours of interpersonal contact and messaging, that's important. This was a very clear demonstration to me that nondrug factors, such as expectations and feelings of hope, contribute a substantial portion to the effects we've seen. And you would be foolish to disregard those components in designing a therapy. And, you know, the truth is that most clinicians make use of these techniques every day in building a rapport with patients, leveraging this placebo response.
Does that suggest in any way that the effects of psychedelics might be substantially--or perhaps entirely--placebo effects? 
So this is where I think you have to ask the question: What do we mean by placebo? Characteristically, people use the word "placebo" in a kind of a dismissive way, right? If a person responds to placebo, the subtle implication is there was nothing wrong. And that's not what we're talking about here.
Think about everyday situations that bring about life changes. A heart attack or near-death experience may cause someone in a high-stress job to change their job and lifestyle habits--exercising and eating better. That all can be grouped under the label of a placebo effect.
Another possibility to achieve the same goal is having a transformational experience that you then use to make changes in your life. So the question is: How do you do this in a practical way? You can't exactly go out and give people heart attacks or even send them on life-changing experiences, such as skydiving or trips to the Riviera. But you can give them a psychedelic. That's a big, powerful experience. In many cases, that is unique in some people's lives and confers the opportunity to make changes for the better.
How does giving an actual psychedelic drug to someone in a clinical trial relate to the three categories you mentioned earlier? 
Let's circle back to this idea that psychedelic transformation could rely on the biochemical effect, the experience of the trip itself or nondrug factors. Our study of ketamine during anesthesia really highlighted the role of nondrug factors such as expectation but didn't really get at the question of "Is it the drug or the trip?"
To answer that, some of my scientist colleagues are testing "nonpsychedelics," or nonhallucinogenic psychedelic derivatives, to see whether patients with depression, for example, get better after treatment with a drug that can cause some of the same biochemical changes as a classical psychedelic but doesn't have a "trip" associated with it. That's "taking the trip out of the drug." But what if you could "take the drug out of the trip," meaning creating an experience that is reproducible across people that checks many of the same boxes as a classic psychedelic-induced trip but doesn't actually require the use of a psychedelic molecule? So what, in this context, you provide people with is a profound experience that can even be somewhat standardized so you can study it. And it would be powerful and vivid and revelatory, with a long-lasting impact. Do you get the same effects without a psychedelic?
That would not be definitive evidence. But it would strongly suggest that maybe there's nothing intrinsically special about the activity of a drug that activates a particular receptor that mediates the effects of psychedelics. What that would do is put front and center the role of human experience in psychological transformation.
So you might be able to bypass the need for a psychedelic drug if you can get the same result with a nonpsychoactive drug? 
Maybe you can--we just don't know. That's an empirical question. To try to answer it, I've worked closely with Harrison Shong-Wen Chow, also an anesthesiologist at Stanford, on a protocol that we call "dreaming during anesthesia." It's really a state of consciousness that happens before emergence from anesthesia. When patients awaken from surgery, they progress from a state that is deeper than sleep. And they pass through a number of conscious states, some of which produce dreams. About 20 percent of patients will have some dream-memory imagery.
What we do is prolong that process and use EEG [electroencephalography] to home in on a specific biomarker of that state. We can hold someone in this preemergent state for 15 minutes. Participants wake up, and the stories they tell are very hard to ignore. These are some of the most vivid dreams they've ever had. They say things like "that was more real than real." The participants with physical trauma dream of reintegrating their body map, reimagining their body as once again whole. We had a participant who had been assigned male at birth and had gender-affirming surgery. She had been in the military and reimagined her life before her gender-affirming care. She saw herself doing high-intensity military training exercises, now with her body aligning with her gender.
These are intense experiences--vivid, emotionally salient, possibly hallucinatory. We published a couple of case reports where we actually have seen therapeutic effects on par with what we see in psychedelic medicine: powerful experiences followed by a resolution of symptoms in a psychiatric disorder.
What we're seeing is a shared physiology in terms of EEG results for these dream states and the EEGs for psychedelics. We see at least some shared phenomenology in terms of description of the experiences, and there are also similar therapeutic effects.
What are some of your next steps?
In addition to possibly producing a very compelling therapeutic using the common anesthetic propofol, we are working hard to develop experimental tools based on anesthesia, using our knowledge of how placebo works in the brain to separate these three factors: the drug effect, the experiential effect and nondrug factors. At least two of those big effects, neither of which depends on administering a psychedelic, appear to be capable of generating a profound therapeutic impact that certainly would be sufficient on its own to claim the outcomes seen in psychedelic trials. And that, to me, shows that maybe the emphasis is misplaced when we're focused on reengineering the drug to get rid of hallucinogenic effects. We should be focused on reengineering the experience.
But we're still working on number three, the drug effect. We have collaborations with David E. Olson, a chemist at the University of California, Davis, who has pioneered the use of nonhallucinogenic psychedelics. We are helping to characterize the profound neuroplastic effects of a drug he has developed that appears, at least in mice, not to trigger the same type of brain activation that classical psychedelics do. What I'm trying to convey is that, using these approaches, we are able to get some traction to experimentally define, isolate and identify the components of this very complex therapeutic package we call psychedelic therapy.
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Brain Scans of Jazz Musicians Reveal How to Reach a Creative 'Flow State'

Both expertise and the ability to release one's focus can help people enter a state of effortless attention

By John Kounios & David S. Rosen
[image: Illustration of four jazz musicians with different, funky colors] Rudy Gutierrez

Ludwig van Beethoven's notebooks show that he spent countless hours laboriously developing and revising the musical ideas on which his great compositions were based. It was a torturous and all-consuming process. Beethoven was also the most gifted improviser of his time. He would sit at the piano and create, on demand, fleeting compositions so beautiful and imposing that they would reduce people to tears.
Beethoven illustrates two modes of creativity that can be used at different times by the same person. Most people are familiar with the arduous type--the creative struggle--from personal experience. Generating a stream of high-quality creative ideas is difficult. But the latter kind--the flow state, or the experience of being "in the zone"--is more elusive.
Since psychological scientist Mihaly Csikszentmihalyi first identified flow and systematically studied it in the 1970s, this state of "effortless attention" has gained widespread interest. It is believed to enhance innovation, productivity, sense of purpose and joy. But until recently, all that was known about flow came from introspection and behavioral research. That body of work revealed important characteristics of the flow state but left some essential questions unanswered. In particular, researchers knew little about its inner mechanisms, and this lack of understanding hindered the development of techniques for training or inducing flow to boost one's creative production.
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In a study at Drexel University's Creativity Research Lab, we addressed this gap by posing a basic question about the nature of creative flow: Does it involve intense concentration and hyperfocused attention, or does it involve the release of attention and "letting go"?
Our study examined flow in the context of jazz improvisation. Jazz has been used in several previous studies of creative production because it requires the generation of a continuous, spontaneous stream of ideas that can be recorded in real time and rated after the fact for creativity and other characteristics. We recruited 32 jazz guitarists for the study. Some were relative novices, whereas others were highly experienced, as measured by the number of public performances that each had given. We directed them to improvise solos on six series of prespecified chords while listening to recorded jazz rhythm-section accompaniments. They also rated the intensity of the flow state they experienced during each performance. Expert judges later listened to recordings of these improvisations and rated them for creativity and other characteristics.
During the improvisations, we also recorded the musicians' brain activity using high-density electroencephalography (EEG). Because these recordings capture signals coming from electrical activity originating in the muscles, skin, eyes, and other areas, we took steps to remove this electrical noise and isolate improvisation-related brain activity. We then used sophisticated algorithms to map the sources of the neural signals in the musicians' brains.
Notably, the most experienced musicians reported, on average, greater intensity and frequency of flow states. Substantial experience with a task may therefore be a precondition for experiencing flow. This finding makes sense because it is hard to imagine feeling effortless attention while performing an unfamiliar task. Also unsurprising was that, on average, the judges rated the experts' improvisations as more creative than the novices' improvisations.
Next, to identify brain regions associated with the flow state, we compared brain activity during high-flow performances with that during low-flow performances. One striking finding was that high-flow performances were associated with reduced activity in the brain's frontal lobes, which are associated with executive function and cognitive control. This supports the idea that flow is a state of low cognitive control rather than hyperfocus.
Then we compared the most experienced musicians with the least experienced ones. The most experienced participants showed activity in a network of brain areas associated with hearing and vision during a flow state--sensory regions that were not activated in the low-experience musicians. Decades of practice and performance apparently led to the development of a specialized brain network for jazz guitar improvisation.
So it seems that creative flow can occur when two conditions are met. First, one has to gain expertise by practicing the task enough to develop, or "bake in," a specialized brain network for performing that task. Second, one must release conscious control so the specialized network can take over and produce ideas on autopilot, without the performer overthinking what they are doing or becoming overly self-conscious.
All too often people learning to compose music, play an instrument, write computer code or engage in any other creative activity become frustrated because it can, at first, be a grueling experience. Everyone knows that you must put in a great deal of practice before you can become fluent at something. The other key ingredient, however, is metacognition, or awareness of how you are thinking. Once you've put in the work, achieving flow relies on learning when to stop overthinking and micromanaging what you are doing and let your expertise take over.
The end result might not be like a Beethoven sonata. But if you can create it during a flow state, it will be your best work, and you will enjoy the process.
Are you a scientist who specializes in neuroscience, cognitive science or psychology? And have you read a recent peer-reviewed paper that you would like to write about for Mind Matters? Please send suggestions to Scientific American's Mind Matters editor Daisy Yuhas at dyuhas@sciam.com.
This is an opinion and analysis article, and the views expressed by the author or authors are not necessarily those of Scientific American.

John Kounios is a professor of psychological and brain sciences at Drexel University. He studies the cognitive neuroscience of creativity, problem-solving and intelligence and is co-author of The Eureka Factor: Aha Moments, Creative Insight, and the Brain (Random House, 2015). Follow him on X (formerly Twitter) @JohnKounios or on LinkedIn.

David S. Rosen is a postdoctoral research fellow at the Center for Psychedelic and Consciousness Research at Johns Hopkins University. He studies music cognition, the neuroscience of creativity and flow, and psychedelics and is a lifelong and active rock musician and improviser (playing bass guitar and piano). Follow him on X (formerly Twitter) @DocDurDur or on LinkedIn.
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The Arctic Seed Vault Shows the Flawed Logic of Climate Adaptation

The difficulties of the Svalbard seed repository illustrate why we need to prevent climate disaster rather than plan for it

By Naomi Oreskes
[image: Illustration of the entrance to a vault in a snowy landscape.] Scott Brundage

At a latitude of 78 degrees north lies the northernmost city in the world. It is an odd place. Way above the Arctic Circle--a mere 814 miles from the North Pole--Longyearbyen, in Norway's Svalbard archipelago, is home to only 2,400 people but more than 1.3 million seeds.
The Svalbard Global Seed Vault is an underground storage facility designed to secure seeds to "ensure that food crop varieties are not lost" in the event of a global crisis such as war, terrorism or climate change. Touted as "our insurance policy that we're going to be able to feed the world in 50 years," the vault has been situated at a location and depth in the Arctic intended to ensure that the seeds will not rot or sprout and will be available for use when needed. For further safety, the vault is refrigerated to zero degrees Fahrenheit and designed to withstand a magnitude 10 earthquake. (For comparison, the quake that produced the tsunami that devastated Fukushima, Japan, was magnitude 9.) On the surface, the seed repository sounds like a very solid idea. But it rests on shaky foundations.
The vault opened in 2008, following on an earlier iteration in which seeds were stored in a nearby coal mine. It is not specifically a response to the threat of climate change, but it is an epitome of climate-adaptation thinking. The logic behind it goes like this: Climate change is underway, and our political systems seem to be incapable of meaningful action to stop it, so we have little choice but to plan for a future when we will face serious climate disruption.
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Chief among the disturbances will be disruptions to the food supply as punishing droughts and heat waves lead to widespread seasonal crop failures and important individual food species become impossible to grow in the places where people are used to growing them. When that happens, a supply of diverse seeds--including some adapted to hotter, harsher climates--may be just the thing we need to protect our food systems and stave off disaster.
It's good to be realistic about the climate future we are facing, but the seed vault embeds a conceit common to many adaptation plans: we know what we are facing, so if we plan well, things will go well. But already chinks in the vault's armor have appeared. In 2017 the vault suffered a flood caused, ironically, by climate change. A very warm (but increasingly not exceptional) winter combined with heavy spring rain to thaw part of the surrounding permafrost, flooding the entrance and threatening the safety of the seeds. Changes have been made to the vault's entrance to lessen this particular risk, but the breach--less than a decade after the vault opened--shows that we humans are not very good at anticipating change, even in the short run.
Boosters of the seed vault sustain the logic of their effort in part by effacing the embarrassment of the flood. The timeline of the vault on the website of the vault's partner, CropTrust, does not mention it. When asked about the flood by a reporter for the Guardian, a representative of the Norwegian government, which owns and operates the vault, said: "It was not in our plans to think that the permafrost would not be there and that it would experience extreme weather like that ... The question is whether this is just happening now, or will it escalate?"
You don't have to be a climate scientist to know the Arctic is losing permafrost; in Svalbard, the dislocation is obvious even to an untrained eye. And it's long been known that the Arctic would warm more rapidly than the rest of the globe: Princeton University geophysicist Syukuro Manabe predicted this effect--known as polar amplification--in the 1970s (he belatedly won a Nobel Prize in 2021 for this work). Today the Arctic is warming four times faster than the rest of the planet. Even if the entire world were to stop burning fossil fuels now, global temperatures would not return to normal for decades or centuries to come. Given the state of action (or inaction) on climate, we don't have to ask whether Arctic warming and permafrost loss will escalate. It is a near certainty.
That is not the only problem with the thinking behind the seed vault. Proponents describe it as a "safeguard against catastrophic starvation," but there are reasons to doubt it would function that way. Scholars at the University of British Columbia noted that seeds isolated from the environment do not evolve, so if they are reintroduced decades from now, they may face a natural world to which they are no longer adapted. Because of this biological lag, Svalbard's diligently protected seeds might turn out to be useless, unable to grow or survive.
The vault's focus on seeds also neglects crucially important food crops such as cassava that are not typically propagated through seeds. And if we truly were threatened by global starvation, how likely is it that the seeds could be retrieved, distributed and sown and the crops reaped in time to feed the world?
The problem of biological lag could be addressed by regular updating of the stored seeds with new samples taken from nature, but that is expensive. Even without such updating, the expense of the vault--it cost EU8.3 million to build, EU20 million to upgrade and EU1 million a year to maintain--makes one wonder if it is really a good use of conservation resources and scientific effort. And then there is its carbon footprint. Maintaining the vault at its chilly -0.4 degree F requires electricity from the public power plant in Longyearbyen, which runs on fossil fuel.
It's smart to plan for the future. But the seed vault assumes that we know enough to plan effectively and that people will pay attention to what we know. History shows this is often not the case.
The difficulties of the seed vault remind us that the most important thing we can do right now is not to plan to respond to climate disaster after it happens but to do everything in our power to prevent it while we still have that chance.
This is an opinion and analysis article, and the views expressed by the author or authors are not necessarily those of Scientific American.

Naomi Oreskes is a professor of the history of science at Harvard University. She is author of Why Trust Science? (Princeton University Press, 2019) and co-author of The Big Myth (Bloomsbury, 2023).
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Poem: 'D.N.A.'

Science in meter and verse

By Jim Erhart
[image: Illustration of multiple cats climbing up a DNA strand] Masha Foya
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Edited by Dava Sobel
[image: The poem "DNA"]


Jim Erhart has been writing poetry for most of his 96 years, and has published several collections, including, most recently, Poetry With Pictures. He lives in the hills of northern California, where he owns a historic gold mine.
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Book Review: How One Weird Rodent Ecologist Tried to Change the Fate of Humanity

A biography of the scientist whose work led to fears of a 'population bomb'

By Ben Goldfarb
[image: Illustration of four mice surrounding a small house.] Frank Stockton

NONFICTION
Dr. Calhoun's Mousery: The Strange Tale of a Celebrated Scientist, a Rodent Dystopia, and the Future of Humanity
by Lee Alan Dugatkin
University of Chicago Press, 2024 ($27.50)
In the 1960s and 1970s American society suffered a yearslong collective panic about the perceived threat of overpopulation. Biologist Paul Ehrlich appeared on The Tonight Show to tout The Population Bomb, his 1968 polemic about human numbers run amok. The 1973 film Soylent Green depicted a squalid hellscape in which surplus people would be processed into food. College students pledged to remain childless for the benefit of Earth.
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This anxiety originated, in part, in the laboratory of John Bumpass Calhoun, an enigmatic ecologist who spent decades documenting the adverse effects of overcrowding on rodents in elaborate experimental "cities." Calhoun is largely obscure today, but few scientists in his time wielded more influence. He hobnobbed with science-fiction writer Arthur C. Clarke and was featured in books by naturalist E. O. Wilson and journalist Tom Wolfe--in the process spreading overpopulation angst far and wide. "The most profound impact of Calhoun's studies lies far from academic halls and ivory towers," writes Lee Alan Dugatkin in Dr. Calhoun's Mousery, a new biography nearly as quirky as its subject. Calhoun's work permanently "seeped into the public consciousness."
Calhoun made for an unlikely prophet. A nature lover from Tennessee, he took a job in the 1940s leading a long-term study in Baltimore with the primary goal of controlling urban rats. Calhoun found that each city block was home to around 150 rats, a number he found low given the "abundant sources of food in open garbage cans." Rat populations, he suspected, were "self-regulating": when new rats tried to move in, residents kicked them out. But the unpredictability of Baltimore's streets-- where humans were constantly killing rats or messing with the traps--frustrated Calhoun's analyses. To truly understand rat society, he decided, he needed to control their environment.
In the late 1950s the National Institute of Mental Health gave Calhoun the opportunity to manipulate rats in a remodeled Maryland barn. Calhoun, an endlessly inventive designer of experiments, built an enclosure outfitted with rat apartments and partitioned the pen into connected "neighborhoods," creating a murid arcadia that he could observe at his leisure.
This utopia soon turned nightmarish. As the rats multiplied, they fed and gathered in ever greater densities, leading to a social breakdown that Calhoun called a "behavioral sink." Packs of libidinous males relentlessly hounded females, who in turn ignored their offspring; in some neighborhoods, pup mortality hit 96 percent. The rats, Calhoun declared, suffered from "pathological togetherness" that could lead to collapse. In the years that followed, he shifted to mice, but his fundamental conclusions remained the same: rodents succumbed to chaos as their populations exploded.
Calhoun wasn't shy about extrapolating to our own species' fate. "Perhaps if population growth continues to grow unchecked in humans, we might one day see the human equivalent" of socially catatonic rodents, he told the Washington Daily News in one characteristic interview. His fears both channeled the zeitgeist and directed it.
Dugatkin--an evolutionary biologist, science historian and prolific author who sifted through thousands of pages at the Calhoun archive in Bethesda--is an admirably thorough researcher. But his granular chronology of Calhoun's activities sometimes slides too deep into a recitation of media coverage, conference talks and intricate experiments. Amid this blizzard of minutiae, Mousery occasionally loses sight of a question that should be central to any biography: Why does Calhoun matter today? Dugatkin acknowledges that the "lasting impact of [Calhoun's] work is nowhere near" that of pioneering behaviorists such as Ivan Pavlov. But he misses an opportunity to probe the social debates that his subject's work catalyzed. Did Calhoun's darker prognostications do harm? The population bomb, after all, failed to detonate.
Calhoun belonged to a generation of scientists who had no compunctions about straying from their disciplinary lane. He wrote poetry and sci-fi and consulted on humane prison design. Dugatkin captures the grand ambition of a man who gazed at rodents and saw the universe, even if the significance of his research is murky today. As Dugatkin notes, the disturbing dynamics that Calhoun produced in his micromanaged "universes" have never been observed in the wild. Calhoun didn't describe the world; he created his own.
[image: Cover of the book Dr. Calhoun's Mousery]


Ben Goldfarb is author of Crossings: How Road Ecology Is Shaping the Future of Our Planet (W. W. Norton, 2023) and Eager: The Surprising, Secret Life of Beavers and Why They Matter (Chelsea Green, 2018).
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Book Review: Powerful Myths Shape a Postapocalyptic World

In a postapocalyptic world on the verge of its next crisis, history gets rewritten

By Alan Scherstuhl
[image: Image of a brewing dark, storm.]In The Ancients, an environmental disaster radically changes the landscape. SENEZ/Getty Images

FICTION
The Ancients: A Novel
by John Larison.
Viking, 2024 ($30)
The Ancients opens with a bravura set piece of two sisters and their younger brother traversing a mountain range alone, on the brink of death. In author John Larison's depiction of a world that is both postapocalyptic and preapocalyptic, each sentence breaks as blunt as the stones the siblings must sleep on. Here, in this brisk, bold adventure of tribal migration, Larison confronts what it means to be human amid shifts in climate across millennia.
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Some 230 generations after a great environmental disaster, villagers who have long fished or hunted elk find themselves once again forced to decamp from their homes in the face of a terrifying change. Deserts are swallowing lands that, readers soon learn, once were known as Alaska. On their journey the siblings encounter other tribes, other ways of living and thinking, and even a city that teems with all that's great and cruel in civilization.
As Larison examines the crucial role of storytelling in humanity's survival, the characters sing, chant, read, dance and even act on a stage, recalling the words of the ancients. These tales and warnings embody the practices, customs and rituals that have helped each far-flung group survive. They prove so powerful, in fact, that the plot turns on people's efforts to control passed-down narratives. They stage myths and fake scrolls to make it easier for the powerful to shape understanding of the present.
With themes of slavery, bloody vengeance and the greed of the civilized, Larison's own storytelling likewise draws on ancestral predecessors, including tribal origin stories and religious texts. The novel's imaginative sweep connects the ages of papyrus, pulp fiction and 20th-century epic potboilers such as Leon Uris's Exodus.
As survival fiction, the first chapters of The Ancients measure up to the work of Jack London and other greats of the genre in the attention paid to how much of what's human gets stripped away in the wild--and how much endures. But the story edges toward an action extravaganza as the novel barrels on, restlessly jumping among a host of storylines. Larison, who brought such welcome humanity to the outlaw Old West in Whiskey When We're Dry, here risks doing to readers what his great city does to his villagers: overwhelm them.
For all its warnings and violence, The Ancients still celebrates humanity's perseverance even as it asks what future societies that develop after ours might learn from the failings of our current one.
[image: Cover of the book The Ancients]


Alan Scherstuhl is a reviewer and editor who covers books for a variety of publications and jazz for the New York Times.
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Book Review: A Return to the Creepy Tensions of 'Area X'

In Absolution, Jeff VanderMeer explores the mysteries in his Southern Reach Trilogy

By Lorraine Savage
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Absolution: A Southern Reach Novel
by Jeff VanderMeer.
MCD, 2024 ($30)
Told in three ominous narratives, writer and critic Jeff VanderMeer's Absolution fills in the gaps from his enigmatic Southern Reach trilogy about the mysterious Area X. Old Jim, a reluctant and damaged agent with a secret government organization called Central, discovers 20-year-old archives of the first expedition to the area from biologists who encountered time dilations, animal mimics, a lighthouse emitting green energy and the enigmatic Rogue figure who terminated their research. Old Jim learns, among other things, that Central used brain augmentation and conditioning to control both scientists and animals. VanderMeer builds tension in these atmospheric and genuinely creepy tales that entertain as much as they disturb.

Lorraine Savage
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Book Review: Cryptography Is as Much an Art as a Science

A delightful course on keeping (and cracking) secrets

By Lucy Tu
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Cryptography
by Panos Louridas.
M.I.T. Press, 2024 (paperbound, $18.95)
Don't be misled by the straightforward title--this crash course is an engaging and perfectly paced introduction to cryptography, which computer scientist Panos Louridas mischievously describes as "the art and science of keeping and revealing secrets." Far from being a language just for hackers, cryptography is vital to the security technologies we use daily, from search histories to gym locker codes. The book covers both the history and principles of the field, complemented by well-designed diagrams that let you test your cryptography skills. In just five chapters, Louridas cracks the code on distilling an intimidating smorgasbord of topics into a digestible and delightful package.

Lucy Tu is a freelance writer and a Rhodes Scholar studying reproductive medicine and law. She was a 2023 AAAS Mass Media Fellow at Scientific American.
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Book Review: A Bold Profile of the James Webb Space Telescope

In Pillars of Creation, Richard Panek gets up close to the JWST

By Maddie Bender
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Pillars of Creation: How the James Webb Telescope Unlocked the Secrets of the Cosmos
by Richard Panek.
Little, Brown, 2024 ($29)
Having already chronicled a history of telescopes in his 1998 book Seeing and Believing, science writer Richard Panek boldly writes one of the first books about the telescope: the James Webb Space Telescope. Like any good profiler, Panek gets up close and personal with his subject, describing each layer of its sunshield as "the length of a long tennis lob and the width of a tissue." Woven into the narrative is the importance of the public in shaping the mission's trajectory, from electing leadership who fund the nation's space agency to bestowing Internet virality on JWST's first-released images of other worlds.

Maddie Bender is a science writer and a producer at Hawaii Public Radio. She was a 2021 AAAS Mass Media Fellow at Scientific American.
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Hidden Patterns Show Nobel Prize Science Trends

Time lags between discoveries and awards show how the Nobel Prizes reward science

By Sarah Lewin Frasier & Jen Christiansen
[image: Detail of three slope charts, labelled chemistry, physiology or medicine, and physics.] Jen Christiansen

Meteorologist Syukuro Manabe shared the 2021 Nobel Prize in Physics for his work modeling gases' movement through a column of atmospheric air--in the 1960s. His 60-year-old research had proved foundational for the computer models that scientists use today to interpret and predict our changing climate.
Manabe's wait was particularly long, but there is often a substantial gap between the awarding of a Nobel Prize and the earliest work it honors--an average of 20 years across categories, Scientific American found. "It takes time to prove that something has impact beyond just curiosity," says John Ioannidis, a Stanford University professor who has examined the Nobels' distribution and influence. Although the awards are not a representative look at all of science, they reveal the trends and incentives shaping key scientific fields.
As Nobel season approaches, we at the magazine wondered what subfields of science have been most celebrated and whether there are visible patterns related to the amount of time between the research and the recognition. We used the official Nobel synopses and statements to sort the awards into our own subdiscipline categories and to inform research dates on a timeline that shows the trends.
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One clear pattern is the increase in multiple laureates per prize. Each award can be split among a maximum of three living researchers, but that rule is increasingly constraining as science becomes more collaborative. This stipulation may even skew what gets highlighted as the most significant research going forward, Ioannidis suggests, if a Nobel Committee cannot pick only three individuals responsible for a result. "It's not easy to have someone who really stands out so separately from the rest of the world."
[image: Series of charts break down the Nobel prize in chemistry over time. Awards are sorted into eight subdisciplines: organic/biochemistry (43 laureates), organic/molecular (22), organic/other (33), inorganic/molecular (9), inorganic/other (14), physical/quantum (12), physical/other (50) and analytical (11). Time elapsed between earliest key research date and award year was a minimum of 1 year, a maximum of 49 years and an average of 21 years.]Jen Christiansen; Source: https://www.nobelprize.org/prizes/lists/all-nobel-prizes/all/ (primary reference)

[image: Series of charts break down the Nobel prize in physiology or medicine over time. Awards are sorted into eight subdisciplines: biochemistry/molecular (48 laureates), cellular (20), organs and systems (15), genetics (49), neuroscience (28), immunology and diseases (58), applied medicine (6) and ethnology (3). Time elapsed between earliest key research date and award year was a minimum of 1 year, a maximum of 56 years and an average of 20 years.]Jen Christiansen; Source: https://www.nobelprize.org/prizes/lists/all-nobel-prizes/all/ (primary reference)

[image: Series of charts break down the Nobel prize in physics over time. Awards are sorted into nine subdisciplines: nuclear and particle (67 laureates), atomic and molecular (18), condensed-matter (51), quantum (21), astronomy, astrophysics and cosmology (27), applied (21), classical (5), optical (12) and chaos (3). Time elapsed between earliest key research date and award year was a minimum of 1 year, a maximum of 61 years and an average of 20 years.]Jen Christiansen; Source: https://www.nobelprize.org/prizes/lists/all-nobel-prizes/all/ (primary reference)



Sarah Lewin Frasier is Scientific American's assistant news editor. She plans, assigns and edits the Advances section of the monthly magazine, as well as editing online news. Before joining Scientific American in 2019, she chronicled humanity's journey to the stars as associate editor at Space.com. (And even earlier, she was a print intern at Scientific American.) Frasier holds an A.B. in mathematics from Brown University and an M.A. in journalism from New York University's Science, Health and Environmental Reporting Program. She enjoys musical theater and mathematical paper craft.

Jen Christiansen is author of the book Building Science Graphics: An Illustrated Guide to Communicating Science through Diagrams and Visualizations (CRC Press) and senior graphics editor at Scientific American, where she art directs and produces illustrated explanatory diagrams and data visualizations. In 1996 she began her publishing career in New York City at Scientific American. Subsequently she moved to Washington, D.C., to join the staff of National Geographic (first as an assistant art director-researcher hybrid and then as a designer), spent four years as a freelance science communicator and returned to Scientific American in 2007. Christiansen presents and writes on topics ranging from reconciling her love for art and science to her quest to learn more about the pulsar chart on the cover of Joy Division's album Unknown Pleasures. She holds a graduate certificate in science communication from the University of California, Santa Cruz, and a B.A. in geology and studio art from Smith College. Follow Christiansen on Bluesky @christiansenjen.bsky.social
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October 2024: Science History from 50, 100 and 150 Years Ago

Best baseball batting order; mummies demystified

By Mark Fischetti
[image: Old timey comic strip]1924, Safer Traffic: "Idealistic sketch shows how the proper delineation of traffic lanes that bring all intersecting courses together at right angles will iron out the confusion of a busy corner. [And yet] the flashing beacon is vastly superior to mere marks on the pavement or signs at the curb." Scientific American, Vol. 131, No. 4; October 1924

1974
Best Baseball Batting Order
"Managers and baseball strategists give much thought to the batting order, following such precepts as putting a good runner first and a big hitter in the 'cleanup,' or fourth, spot. Does it make any difference? R. Allan Freeze of the University of British Columbia, writing in Operations Research, says 'the effect of using the best batting order rather than the worst is less than three extra wins per 162-game season.' Freeze conducted a computer simulation of some 200,000 baseball games, with teams in the traditional lineup, a second lineup of hitters in descending order of productivity, and a third lineup in ascending order."
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1924
Life and Limb for Air Mail 
"We pay tribute to the people of the Post Office Transcontinental Air Mail Service, the greatest single step ever taken to make commercial aviation a practical day-and-night reality. Very much to the point is the following quotation from a talk by Captain Hyde-Pearson, a veteran of the World War, shortly before he was killed in the air mail service: 'We risk our necks; we give our lives; we perfect a service for the benefit of the world at large.' While you sit in the safe shelter of your office or sleep in the secure comfort of your bed, these boys by day and by night may be sweeping through rain or snow or fog or the blackness of the night, with death ever at their shoulder, in the performance of a duty whose pay is small, whose risks are great, and whose only reward can be the gratitude and admiration of the American public."
Mummies Demystified
"At the Field Museum of Natural History in Chicago it was found possible to take X-ray photographs of a group of Peruvian mummy packs. To have unwrapped these mummy packs to ascertain whether they contained objects of special interest would have meant their destruction. By means of the X-ray pictures it is possible to learn what has been buried with the body. In the packs thus far examined have been found ears of corn, pottery, vessels of clay containing shells, bits of metal, gourd vessels, beads, clay figurines, cut-bone objects--or in some instances, nothing. It is also possible to gather something definite concerning the age, sex and condition of the bony structure of the body buried therein."
Lady Edison, Inventor and Entrepreneur
"Lady Edison, as she is called, has 47 inventions to her credit and a diversity which is truly remarkable. The Lady Edison is Miss Beulah Louise Henry in New York. Here is a list of a few of her inventions: telephone call list; handbag with interchangeable covers; hair curler; ice cream freezer; pencil; electric fan shield; rubber reducing garment; 'Kiddie Klock' for teaching time; glove snaps and a roulette top. Miss Henry does not claim to have any special mechanical talent, and she torpedoed the idea that invention is the product of solitude. 'The solution of the snapper that fastens the corners of the umbrella to the frame came one day when I was preparing to go to a matinee with my mother,' she recalled. 'The biggest umbrella men in the country said it could not be done. Of course, I did not believe them. I have my inventions patented in four different countries, and I am president of two newly incorporated companies.'"
1874
Call Me A Scient
"Mr. Proctor recently asked for a single word which should convey the meaning of 'man of science.' Mr. Gosse has recently suggested the name 'scient'--a word which receives the support of Mr. A. J. Ellis, who, in the Academy for September 19, says: 'I beg leave formally to introduce a scient and to propose that this strictly formed disyllable should take the place of the American barbaric trisyllable scientist.' It will be seen, however, from the letter of a correspondent that the word is not entirely unobjectionable, as it may be confounded with Science when it is spoken in the plural. We suggest that our cousins call him the 'sci-ist,' which will be O.K., used in the singular or plural."
[image: Covers of three issues of Scientific American from October 1974, 1924 and 1874.]


Mark Fischetti has been a senior editor at Scientific American for 17 years and has covered sustainability issues, including climate, weather, environment, energy, food, water, biodiversity, population, and more. He assigns and edits feature articles, commentaries and news by journalists and scientists and also writes in those formats. He edits History, the magazine's department looking at science advances throughout time. He was founding managing editor of two spinoff magazines: Scientific American Mind and Scientific American Earth 3.0. His 2001 freelance article for the magazine, "Drowning New Orleans," predicted the widespread disaster that a storm like Hurricane Katrina would impose on the city. His video What Happens to Your Body after You Die?, has more than 12 million views on YouTube. Fischetti has written freelance articles for the New York Times, Sports Illustrated, Smithsonian, Technology Review, Fast Company, and many others. He co-authored the book Weaving the Web with Tim Berners-Lee, inventor of the World Wide Web, which tells the real story of how the Web was created. He also co-authored The New Killer Diseases with microbiologist Elinor Levy. Fischetti is a former managing editor of IEEE Spectrum Magazine and of Family Business Magazine. He has a physics degree and has twice served as the Attaway Fellow in Civic Culture at Centenary College of Louisiana, which awarded him an honorary doctorate. In 2021 he received the American Geophysical Union's Robert C. Cowen Award for Sustained Achievement in Science Journalism, which celebrates a career of outstanding reporting on the Earth and space sciences. He has appeared on NBC's Meet the Press, CNN, the History Channel, NPR News and many news radio stations. Follow Fischetti on X (formerly Twitter) @markfischetti
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